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Abstract It remains an interesting and challenging
problem to synthesize a vivid and realistic singing
face driven by music. In this paper, we present a
method for this task with natural motions for the
lips, facial expression, head pose, and eyes. Due to
the coupling of mixed information for the human voice
and backing music in common music audio signals,
we design a decouple-and-fuse strategy to tackle the
challenge. We first decompose the input music audio
into a human voice stream and a backing music
stream. Due to the implicit and complicated correlation
between the two-stream input signals and the dynamics
of the facial expressions, head motions, and eye
states, we model their relationship with an attention
scheme, where the effects of the two streams are fused
seamlessly. Furthermore, to improve the expressivenes
of the generated results, we decompose head movement
generation in terms of speed and direction, and
decompose eye state generation into short-term blinking
and long-term eye closing, modeling them separately. We
have also built a novel dataset, SingingFace, to support
training and evaluation of models for this task, including
future work on this topic. Extensive experiments and a
user study show that our proposed method is capable
of synthesizing vivid singing faces, qualitatively and
quantitatively better than the prior state-of-the-art.
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1 Introduction

With advances in computer vision and computer
graphics, synthesizing vivid and realistic dynamic
faces has become possible, attracting increasing
attention. Recent progress [1-9] shows the great
potential of this topic in a variety of applications,
such as human—computer interaction [10, 11}, video
making [12-15], and news broadcasting [16, 17].
Despite this recent progress, synthesizing a vivid
face which is as expressive as possible is still an
open problem. Existing work focuses on generating
coherent dynamics for faces based on input speech
audio [1-5, 18-22]. However, in many emotional
scenarios, head synthesis must be driven by a
composite audio signal which mixes speech with other
signals—for example, sung music contains both a
singing human voice and backing music. Thus, in
this paper, we investigate the problem of synthesizing
a vivid dynamic face which is not only synchronised
but also delivers facial dynamics coherent with the
input music audio, as illustrated in Fig. 1. This is
a non-trivial task, which cannot be handled directly
by existing methods: typical music audio mixes both
human voice and backing music, yet most existing
methods for face synthesis rely on human speech

---------------------------------------------------------------
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Fig. 1 Aim. Our goal is to synthesize a dynamic singing face in
agreement with input audio which combines human singing and

backing music.
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signals alone, and cannot handle audio signals mixing

the human voice with other audio.

To tackle this challenge, we investigate the
implicit correlation between input signals and facial
dynamics. We treat the input music audio as a mixed
signal which includes a human voice and backing
music. Following previous work [2-5, 20-22] and our
observations, we argue that lip movements are mainly
related to the voice signal (speech channel), while
head pose, facial expression, and eye state relate to
both voice and backing music signals. However, we
must first ask: “Are these subjective observations
true?” and “To what extent do the human voice
and backing music signals affect face dynamics?” To
answer these questions, we have devised a decouple-
and-fuse framework. Firstly, we separate the input
music audio into a human voice channel and a backing
music channel. Then we dynamically fuse these two
separate signals via feature selection by introducing
an attention-based modulator, which modulates and
balances the two signals for downstream generation
of facial expression, head motion, and eye state.

In singing, the motions of the head and eyes
are usually emotional and dramatic, challenging
generators to learn the correspondingly more diverse
and expressive motions as compared to those found
in talking. We propose two ingredients to improve
the expressiveness of the synthesized results: we
learn the rhythm of head motion, decoupled from
its absolute velocity, thus factoring out the ambiguity
of the mapping between audio and head movement.
For eye states, we propose to synthesize both blinking
and eye closures for longer time, to deliver much more
expressiveness than previous methods.

To learn the complex, implicit relationship between
music audio and face dynamics, we have built the
SingingFace dataset from our recordings. It contains
over 600 videos of singing with synchronous music,
and is the first dataset of its kind. We believe it will
promote future research on this topic.

In summary, the novel aspects of this paper are as
follows:

e It provides the first framework for synthesizing
video of a singing face driven by input music
audio which mixes the human voice and backing
music. An attention-based modulator is proposed
to balance the effects of these two signals on head
movements, expressions, and eye states.
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e It synthesizes the speed and direction of head
movements separately, instead of predicting
head pose directly. This simple-yet-effective
approach leads to head dynamics more consistent
with the music rhythm. It further decomposes
eye states into blinking and longer-time eye
closures, providing much greater realism in
singing scenarios.

e It provides the first public dataset of expressive
singing face videos with synchronous music audio,
to facilitate future research on this topic.

2 Related work
2.1 Audio-driven talking face synthesis

Audio-driven face synthesis has been widely explored.
Previous work [1, 19, 23-25] focuses on establishing
a mapping between facial motion factors and
audio features. Brand [23] uses a hidden Markov
model (HMM) to predict facial motion. Ezzat
et al. [24] use an example-based method mapping
phonemes to mouth shape and texture parameters
via principle component analysis (PCA). Wang
et al. [25] attempt to model a mapping between
mel-frequency cepstral coefficients (MFCC) and PCA
model parameters via an HMM approach. Some works
benefit from deep learning techniques to generate
diverse faces in sync with input audio. Shimba et
al. [19] estimate active appearance model (AAM)
parameters using a long short-term memory (LSTM)
network. Cudeiro et al. [1] employ convolution to
encode speech and decode facial attributes to animate
a 3D template.

Several methods [2, 18, 20, 21, 26-32] merely
synthesize face region texture with lip-synced
motions. Many such approaches generate an identity-
preserving face with static head pose using GANs [26,
27, 29]. Other methods synthesize lip-synced mouth
texture, and then rewrite the mouth area of source
frames according to the input audio [2, 18, 20, 21, 32]
or text [28, 30]. However, as they depend on the
original video, they can only generate limited head
poses. To address this problem, Chen et al. [3], Yi et
al. [4], and Zhang et al. [33] generate head movements
from input audio. Most recently, Zhang et al. [34],
Li et al. [35] and, Guo et al. [31] have synthesized
photo-realistic 3D heads with natural head poses
and synchronized lip motions, using popular neural
rendering techniques. Wang et al. [36, 37] even
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generate photo-realistic faces with natural motions
from a one-shot reference image.

2.2 Music-driven animation

Music-driven human pose animation has been studied
for decades. Early work [38-40] formulated the task
as a template matching problem. Lee et al. [39]
and Shiratori et al. [40] generate dance motion
sequences with musical similarity based on manually
defined audio features, while Cardle et al. [38] edit
motions guided by musical features. Such template
matching approaches are limited, however, and
are unable to generate sufficiently diverse, natural
dance motions.

With the great success of deep neural networks,
many researchers have addressed music-to-dance as a
generation problem using learning-based techniques.
Recent methods have employed auto encoder—
decoders [41], LSTM [42-46], GANs [47, 48], and
transformers [49-51]. Even though some work [47, 52]
applies action units to further explore the correlations
between pose and music, they still find it challenging
to generate diverse, rhythmic, expressive dance
motions.

It is interesting to note that music-driven singing
face synthesis remains a rarely studied, open problem.
Song2Face [53] and VOCAL [54] appear to be the
only two designed methods for singing up to now.
However, they take as input a plain human singing
voice, and only works well in the absence of backing
music.

Synthesizing expressive singing faces from mixed
music signals is more challenging and difficult, for
three reasons. Firstly, the singing voice and backing
music are mixed together, making it difficult for
models to extract information related to phonemes,
in turn leading to inaccurate lip motions. In
addition, the relative contributions of the different
driven sources change over time and are even
interconnected with each other. Finally, the model
must consider multiple downstream generation tasks
at the same time to make the overall result look
natural and realistic. To cope with the above
issues, this paper proposes a decouple-and-fuse
framework, that can generate realistic, rhythmical
facial dynamics from mixed music audio: we open
novel research directions in the domain of music-
guided person synthesis.

3 Methodology

3.1 Problem definition

In previous research [4, 8, 26, 34, 55, 56], given a
piece of speech audio A and a short reference video
(or a single face image) V, the ultimate goal was to
generate a realistic talking face video S synchronized
with the input audio A, which can be represented as

{J-“exp, Fpose;s Feye = G(E(A)) )
S = R(]:exp»Fpose’feyevV)

where Fexp, Fpose; Feye Iespectively denote the facial
expression, head pose, and eye state parameters
synthesized by a generator G. E refers to an audio
feature extractor and R denotes a rendering network
for synthesizing photo-realistic images.

However, directly predicting driving parameters
from audio is not suited to music scenarios due
to the complicated mutual influences between the
human voice, containing lyric information, and the
backing music, containing melody information. We
propose a decouple-and-fuse strategy to tackle this
problem. We first use an audio source separation
model O to decompose the music into a human
voice AY and backing music AP, which get encoded
into a lyric feature £ and a melody feature M
respectively, using an attention-assisted two-stream
encoder E. This encodes the lyrics and melody
separately, and modifies the relative contributions
of the two encoded features in the generation process
through an attention mechanism. Finally a generator
G is employed to generate the driving parameters
of a singing face video S from the decoupled lyric
feature and melody feature. The full pipeline can be
formulated as

AV, AP = 0(A)

L, M =E(A", A")

Fexp, Fposes Feye = G(L, M)
S= R(fexp’Fposeafeyea V)

As Fig. 2 shows, our overall framework contains
three components: (i) a driving parameter generator

(2)

to translate music audio into facial expression, head
pose, and eye states, (ii) a reference module to extract
fixed parameters determining, e.g., face identity given
a human face, and (iii) a renderer to synthesize
photo-realistic frames conditioned on the above
parameters. We employ a conditional-GAN-based
method as our renderer, with the same architecture
as in Ref. [34]. To enhance the expressiveness of
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Fig. 2 Framework. Taking human voice and backing music separated from music audio as input, the generator module determines parameters
for driving facial expression, head pose, and eye state. Conditioned by fixed parameters extracted from a reference face image, representing
identity, texture, and lighting, and the dynamic parameters, the task of the renderer module is to synthesize a photo-realistic video. Specifically,
eye state parameters are encoded into eye attention maps, while other parameters guide a 3D model used to render the face. The final expressive
and rhythmic singing face video is rendered by combining rendered faces with eye attention maps.

singing faces, the generator G is designed with an
encoder—decoder architecture, as shown in Fig. 3.
The encoder (see Section 3.2) consists of a two-
stream audio encoder (TSAE) to encode lyrics
and melody separately, and an attention-based
modulator (ATM) to balance the contributions of
different audio features. The decoder (see Section 3.3)
contains three downstream generators, including an
expression generation network (EGN) for generating
facial expression parameters, a pose generation
network (PGN) for generating head pose dynamics,
and an eye state generation network (ESGN)
for generating eye state parameters. We next

consider these five essential components, and provide
the corresponding learning objective and training
strategy.

3.2 Encoder
8.2.1 Approach

As mentioned above, lyric and melody are entangled
in the original music input, and have a complicated
relationship, making it difficult for the generation
network to synthesize vivid face dynamics directly
from plain music features. To tackle the problem, we
employ a decouple-and-fuse strategy. Specifically, we
use a state-of-the-art audio source separation model
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Fig. 3 Generator architecture. Our generator contains an encoder and a decoder. The encoder consists of a two-stream audio encoder (TSAE)
and an attention-based modulator (ATM). The decoder contains three downstream generators: an expression generation network (EGN), a pose
generation network (PGN), and an eye state generation network (ESGN).
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Spleeter [57] to decompose the original music into
human voice and backing music. We then encode
lyrics from the human voice and melody from the
backing music separately using a two-steam audio
encoder. Finally, we use attention-based modulators
to adjust the relative contributions of lyric and
melody for each specific generation task.

8.2.2 Audio feature extraction

Taking each separated audio wave (human voice
or backing music) sampled at 16 kHz for T
seconds as input, we extract mel-frequency cepstral
coefficients (MFCC) and their first derivatives using
a window size of with 25 ms and a window step
of 10 ms, resulting in 26-D audio features at 100
frames per second (fps). Furthermore, in order to
incorporate temporal information and match the
frequency of the video frames (30 fps), the feature
sequence is converted to overlapping windows of size
39 (corresponding to 390 ms) at 30 fps. Therefore,
the output feature is a three-dimensional array of size
(30T, 39, 26).

3.2.8  Two-stream audio encoder (TSAE)

Given the separated human voice feature AY and
backing music feature AP, we adopt a two-stream
audio encoder (TSAE) that consists of two networks
AEY and AEP to encode the MFCC features of the
human voice a} and the backing music a?, separately:
fi = AEY(a))
3)
{ P = AE(a})
where AEY and AEP are 1D temporal convolutional
neural networks with residual blocks sharing the same
network structure, and fy, fP indicate the encoded
audio features. The subscript ¢ indicates the time
step, and the superscripts v and b indicate human
voice and backing music, respectively. The encoded
audio features of the full audio sequence f¥ and f®
are obtained by stacking the audio features for each
time step.

3.2.4  Attention-based modulator (ATM)
For a specific downstream generation task, the

relative contributions representing
different specific semantic information change over

of features

time and are even interconnected with each other. For
example, consider the head pose dynamics of a person
singing a line of a song. He will prepare to vocalize,
then sing, and finally shut his mouth. In the first
and third stages, he rotates his head rhythmically,

dominated by the melody. However, when he
vocalizes, both the melody of the backing music
and the lyrics in the human voice influence his head
movements: the dominant source changes over time
and even becomes ambiguous during vocalization,
making the generation task difficult.

Therefore, in order to generate vivid human
face movements, we introduce a channel attention
mechanism similar to the attention mechanism
proposed in Ref. [58] to determine the relative
contributions of the lyric and melody to the
generated result. The only difference we make is
that, to take into account the long-term dependence
between the audio features at different time steps,
we use a temporal U-net to generate attention
weights instead of using a simple multi layer
perceptron (MLP) network. Specifically, given the
separately encoded audio features, we employ an
attention-based modulator (ATM) for each generation
task to provide an attention weight for each feature
map in embedding features f¥ and f* to adjust their
relative importance:

att = o(U-net(f¥ @ f))
I, m] = ATM(f" © f") (4)
=att© (f¥ © 1)

where I and m respectively denote the final output
embeddings of lyric and melody features for the
full audio sequence, @ represents concatenation on
the feature channel dimension, and ® indicates the
element-wise product. ATM indicates the attention-
based modulator implemented using a temporal U-net
network U-net, and o represents a sigmoid activation
function.

As Fig. 3 shows, we employ one ATM to learn the
optimal attention weight for each downstream task.
Thus, we apply a total of three ATMs to £ and vP,
to get [°*P and m°*P for expression generation, [P°%¢
and mP°° for head pose generation, and I°¥°¢ and
m®° for eye state generation, respectively.

8.2.5 Subject style embedding

Our TSAE, EGN, PGN, and ESGN are conditioned
on the subject code to learn subject-specific styles,
following a similar strategy to that in Ref. [1], which
encodes each subject in the dataset using a one-hot
subject encoding. At the training stage, the subject
encoding is concatenated with each input MFCC
feature a} and aP, and also concatenated with the
final output I; and m; of the ATM.
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3.3 Decoder

3.3.1 FExpression generation network

We employ a simple MLP consisting of two fully
connected layers and one ReLU activation layer
to regress facial expression (including lip motion)
parameters from the encoded lyric and melody
features. The process can be formulated as

ft SOeXp( P o mexp) (5)

where ft denotes the predicted facial expression
parameters at time step ¢ and @eyp is the MLP for
expression generation.

3.3.2 Pose generation network

Traditional audio-driven pose generation methods
directly regress head pose parameter sequences from
audio features [3, 4, 34], which does not agree with
the fact that given a fixed audio sequence, different
people, and even the same person singing the same
song multiple times, can produce quite different head
pose sequences: see Fig. 4. Nevertheless, although
the dynamics of head pose can vary when the same
person sings the same song multiple times, the speed
of head pose change remains similar, in line with the
rhythm of the music. Motivated by this observation,
we generate the speed and direction of the head
movements separately, and combine them to generate
the head pose p € RS (Euler angles and a 3D
translation) at each time step.

Firstly, we use an MLP network ¢gpeed to predict
the speed of head pose parameters according to the
encoded audio features at current time ¢:

8 = abs(@speea (11" & my™)) (6)
where [P°%® and mP°° are the lyric and melody
embedding features for pose generation respectively,
and §; € RS is the output head speed at time step
t. As §; cannot be negative, we apply the absolute
function abs to the output of Ygpeed-

Then, we use an LSTM network followed by a fully
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Fig. 4 Euler angle (R,) dynamics of a person singing the same
song twice. While the head may rotate in opposite directions, its
speed remains similar. This observation also holds for other head pose
parameters.
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connected layer girec t0 generate the directions of
head movements from the encoded audio features
concatenated with the previous head pose and pose
velocity in the last time step:

-1 = Pr—1 — Pt—2

0r, ¢ = LSTM(IP7 @ mP™™® @ pr_1 @ 04—1,¢1—1)

dy = tanh(@direc(0t))

(7)
where p,_1, Pr—o € R® are generated head pose
parameters, 9;_; € R® is the predicted head pose
velocity, ¢;—1 and ¢; are cell states, o; is the output
of the LSTM network, and czt € RS is the predicted
movement direction, all at the stated time steps.

Finally, the pose p; at time step t is directly
=pr-1+ 8,d;.
3.3.83  FEye state generation network

determined by p;

Traditional methods usually only generate random
eye blinks from audio features [34] or noise inputs [55],
ignoring various long-term eye closing phenomena
when singing: for example, people may close their
eyes for a long time while singing the climax of the
song. We decompose the generation of eye state into
generating random blinking and long-time eye closing.
Human blinking occurs randomly and can be sampled
from experimentally determined distributions, but
when and how to generate long-term eye closing
should be learned from data.

Normal human blinking shows regularity in terms
of the average blinking rate and the average blink
duration [34]. Accordingly, we uniformly sample the
blink interval B; ~ U(ay,b;) and blink duration Bq ~
U(aq,bq) with the empirical parameters a; = 1.2 s,
b; = 2.0s, aqg = 0.10 8, bg = 0.45 s, and then generate
the eye state for the blink dynamics ébink € {0,1}
according to B; and By.

We employ an MLP network ¢¥° to generate the
long-term eye state é o € at time step t:

£ = o 6 i) )
We then combine éPink and é)°"® to give the

composite dynamics of eye state é;:

N N
D T o)
t 7 Y sblink

eye

, otherwise
Finally, we apply a temporal Gaussian filter to é; to
smooth the eye state dynamics.

3.4 Learning objective

We supervise our generator with the loss function in

Eq. (10):
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LReg = Lexp + Lpose + Leye + Latt (10)
where Lexp, Lpose, and Leye are the losses for facial
expression, head pose, and eye state, respectively.
The L, loss term pushes the ATM to select useful
feature channels. The individual loss terms are

formulated as Eq. (11):

Lexp = wiLyse(f, f) + weLveL(f, f)
Lpose - wSLMMD(pv ﬁ)
+wy Ly, (abs(v), abs(v))
Leye _ w5LL1 (elong7 élong)
+ we Laivp (€178, €'°78)
Lag = [[att™ P[]y + [[att?*[|; + [latt™*||;
(11)
., wg are the balancing weights. f, p, v,
€'°"8 are vectors containing the time series ground

where wy, ..

truth parameters for facial expression, head pose,
head movement velocity, and long-term eye closing
state parameters (note that we only learn long-
time closing eye dynamics from data, not blinking),
respectively, for ¢t = 1,...,T. f, p, v, élone
are the corresponding predicted vectors. att™P,
attPose att®© are the predicted attention matrices
for facial expression generation, head pose generation,
and eye state generation, respectively.
supervise the absolute speed of generated head pose
dynamics here, guiding the network to generate more
rhythmical head pose dynamics aligned with the
music. Lyse(z,#) = (1/T)||x — £||3 is an L? norm
loss term, and Lpi(x,2) = (1/T)||x — 2|} is an
L' norm loss. Lygr(z,&) = (1/T — 1) 7" (@ —
xi_1) — (% — #4-1)|3 is the velocity loss, and
Lyivp [59] is the maximum mean discrepancy loss, to
match all orders of statistics between the prediction
and ground-truth. Here we use x to represent the
ground-truth, and & for the predicted values. In our
experiments, we empirically set w; = 5, wy = 50,

We only

wy = 10, ws = 5, and set other weights to 1.

Furthermore, in order to improve diversity of the
generated results, we use an adversarial loss to fool
the discriminator D. This loss is defined as

Lagy = arg mén mgx
]Ep,elo“g,a [IOg D(p7 elong, a)]
+Ea,p, [log(1 — D(G(a,po), a))]

The overall loss function used during training is

L= )\lLReg + >\2LAdv

(12)

(13)

4 Experiments

4.1 Implementation details

Our method was implemented using PyTorch, and all
experiments were conducted on two Nvidia RTX 3090
GPUs. For network training, we randomly sampled
the frame sequence with a sliding window of 128
frames. We adopted the Adam optimizer during
training, with a learning rate of 0.0001 for 50 epochs.
Linear learning rate decay was adopted for the last 30
epochs. The hyperparameters in Eq. (13) were set to
A1 = land A\s = 0.1. To provide vivid, photo-realistic
results, we trained a rendering-to-video network by
following FACIAL [34].

4.2 SingingFace dataset

As noted, popular conventional datasets only contain
talking face videos that lack expressiveness. To
overcome this problem, we built a new dataset called
SingingFace. It includes more than 600 singing videos,
with 6 human subjects. Our supplementary video in
the Electronic Supplementary Material (ESM) shows
the style learned for different subjects when training
across all the 6 human subjects.

We captured our video dataset by recording persons
singing. Specifically, we collected the singing audio set
first, and then the face region of the person singing the
song with music played simultaneously was recorded.
Finally, we automatically aligned each video with
the corresponding music audio using SyncNet [60] to
ensure audio—visual synchronization.

We used a state-of-the-art audio source separation
model, Spleeter [57], to extract the human voice as
lyric information and the backing music as melody
information.

To automatically extract facial expression
parameters and head poses from a singing video, we
used Deep3DFace [61] to extract face parameters
[a, B, 6,7, p], where a € R® 3 € R% and § € R¥
are the corresponding coefficient vectors for geometry,
expression, and texture respectively. -~ € R?7
represents the spherical harmonic (SH) illumination
coefficients. The 3D face pose p = [R; t] is represented
by a rotation R € SO(3) and a translation ¢t € R3.
The PCA basis used for geometry, texture, and
expression were adopted from the Basel Face Model
[62] and FaceWareHouse [63].

We employed a state-of-the-art facial analysis
system OpenFace [64] to extract action unit AU45r
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to get the eye blink parameters. We observed that
the distribution of AU45r values for different people
varies greatly, so we applied min—max normalization
to AU4br for each video individually. Then we applied
a time length threshold 7 = 0.5 s to detect blinking
and long-term eye closing states separately.

We collected over 600 Chinese and English singing
videos at 30 fps. Each video contains one person
singing a whole song, with an average length of about
4 min. Each video used a stable camera location and
appropriate lighting conditions. We randomly selected
the videos for training or testing in the ratio 9:1.

4.3 Ablation and related studies
4.8.1

To verify the effectiveness of the three key ingredients
in our proposed method, i.e., the audio separation

Goals and approach

step and two-stream audio encoder (TSAE), the

attention modulator (ATM), and the head pose

generation network (PGN), we studied the following
variants of our method:

o Single-stream: using a single stream audio encoder
to encode the MFCC feature of the mixed audio,
without audio source separation, no ATM, and
replacing our PGN by an MLP network.

e Two-stream: using audio source separation and
TSAE, but no ATM, and replacing our PGN with
an MLP network.

o With-ATM: with audio source separation, TSAE,
and ATM, but replacing our PGN with an MLP
network.

e Ours: our full model, equipped with audio source
separation, TSAE, ATM, and our PGN.

We compared the above variants using the
SingingFace test set. We measured the audio—visual
confidence (AVC) scores proposed in Ref. [60], and
landmark distance (LMD) introduced in Ref. [65] for
lip synchronization comparison. However, there are
currently no commonly agreed metrics for evaluating
the realism of generated head pose and eye closing
dynamics; this is a subjective task. Following Zhang et
al. [66], we apply canonical correlation analysis (CCA)
to the generated head pose parameter and eye state
sequences versus the ground truth, and compute the
canonical correlation to evaluate perceptual realism.
To emphasize in the evaluation that the rhythm of the
head pose dynamics should be in line with the music,
we apply canonical correlation analysis to the speed of
movement of generated head pose sequences instead of
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head pose parameters themselves. We also compute
the second derivative based roughness (Rough) of
the generated Euler angles to evaluate head motion

smoothness:
T

1
Rough(R) = — Y R"(t)*
eh(R) =7 3 (1)
where R"(t) denotes the second derivative of head
rotation angles at time step ¢. Quantitative results

(14)

of the ablation study are summarized in Table 1.
4.8.2  Effectiveness of two stream design

As noted, the singing voice and backing music
are mixed in the input music, making it difficult
to learn facial dynamics. Our experiments verify
that, by separating human voice and backing music
streams from the input music and encoding the
features separately, our two-stream design greatly
reduces the complexity of the lip synchronization
task, thus leading to better synchronization. As
Fig. 5 shows, if we just learn singing facial dynamics
from a single combined stream (single-stream), the
generated mouth movements are severely influenced
by the backing music (e.g., the mouth remains open
during silence), while the other variants that apply
our two-stream design perform much better. After
applying source separation and our TSAE (two-
stream) module, all evaluation metrics are greatly
improved, as shown in Table 1. This improvement
can be more clearly seen in our supplementary video
in the ESM.

4.3.8 Effectiveness of attention-based modulator

Our attention-based modulator automatically assigns
attention weights to different features at each time
step, for each downstream generation task. This
allows our model to extract relevant information
from the entangled audio features for each specific
downstream task and to eliminate interfering sources.
This supposition is verified by the experimental
results showing that our ATM variant outperforms
the two-stream variant without ATM, for all
evaluation metrics given in Table 1.

Table 1 Ablation study results

Method Lip sync Pose realism Eye realism
AVCt LMD} CCAt Roughl CCA?T
Single-stream 1.17 1.31 0.22 0.24 0.06
Two-stream 1.73 1.17 0.25 0.18 0.07
With-ATM 1.87 1.10 0.29 0.07 0.11
Ours 1.90 1.08 0.33 0.06 0.12
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4.3.4  Effectiveness of pose generation network

Compared to simple MLP networks, the head
pose dynamics generated by our PGN provide
perceptually superior results. The improvement comes
from decomposing head pose sequence generation
into generating speed and direction of movement
separately. Firstly, the network is able to concentrate
on generating the speed of movement, resulting in
more rhythmical head pose dynamics that are in line
with the music. As verified in Table 1, our method
significantly outperforms the others on the CCA
metric for head pose. Secondly, the LSTM module
for movement direction generation is able to consider
not only the current audio features but also the
history of the generated head movements, resulting
in smoother and more spontaneous head movements.
See Fig. 5: pose rotation curves generated by our
method (ours) are smooth and closely resemble the
ground truth. Specifically, turns in the dominant

Melody  Lyric
wav wav
4 & -

Two -stream  Single-stream

With-ATM

Ours

(b) Head rotation

(a) Video frames

Fig. 5 Qualitative results from the ablation study. (a) Generated

frames and (b) pitch (red), yaw (blue), and roll (green) of head pose.

In (a), the mouth generated by single-stream remains open during
silence (red box) while others stay closed (green box). In (b), the
head pose dynamics generated by ours are smoother than for the
others. The turn of the dominant varying angle (green curve) occurs
nearly at the same time as for the ground truth: the generated head
dynamics have a more similar rhythm to the ground truth recorded

by a performer.

varying angle (green curve) for our generated head

occur at nearly the same time in the ground truth.

See the supplementary video in the ESM to compare

the differences qualitatively.

4.3.5 Analysis of attention weights

To further investigate the role of the attention

modulator (ATM), we visualized the predicted

attention weights used to synthesise facial expression,
head movement, and eye state. The case illustrated
in Fig. 6 shows that:

e  When there is only backing music and no human
voice, the ATM emphasises the backing music
melody (see Region I).

e  When there is both backing music and human
voice, when generating face expression and head
pose, the ATM modulates the weights between
two streams to pursue more expressive results (see
Region IT). The human voice is weighted higher
than the backing music, and in this case, the
human voice dominates the generation of face
expression and head pose.

e  When there is both backing music and human
voice, both the human voice and backing
music may affect the long-term eye closures,
simultaneously (see Region III) or separately (see
Regions IV and V).

4.4 Comparison to state-of-the-art methods
4.4.1
Most previous state-of-the-art methods are designed

for talking scenarios and accordingly trained on
talking datasets such as Voxceleb2 [68] and LRS2 [69].

Comparator methods

Region I Region I

BGM Human
wav

wav

(a) Expression

(c) Eye (b) Pose
melodylyric  melody lyric melody lyric

Region V'

Region I

Region I

Fig. 6 Attention weights. Lighter grey represents a higher weight.
The horizontal axis depicts time, while the vertical axis considers

®

features.
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For a fair comparison, we selected and retrained

methods with public training code on our SingingFace

dataset. The selected compared state-of-the-art
methods were:

e ATVG [26] is a 2D-based cascade GAN approach
for generating a talking face video; it is robust to
changes in facial characteristics, taking an audio
sequence and a target image as input.

e Yiet al. [4] utilize 3D face model information to
synthesize photo-realistic talking face videos with
personalized pose dynamics.

e LiveSpeechPortraits (LSP) [67] presents a live
system utilizing 2D landmarks to generate
personalized photorealistic talking-head ani-
mation in real time.

e FACIAL [34] integrates implicit attribute learning
to synthesize 3D face animation with realistic
motions of lips, head poses, and eye blinks.

We also report a qualitative comparison to
Song2Face [53], which is another method designed for
singing scenarios. It maps each human voice segment
to facial expression and head rotation parameters,
and uses an adaptive filter network to incorporate
information from neighboring frames for temporal
stability. We note that Song2Face is intended for a
single driving source (a plain human singing voice) as
input, while ours supports multiple driving sources,
particularly a human voice and backing music, and
focuses on how to use these different driving sources

FACIAL [34] LSP[67] Yietal [4] ATVG [26]

‘f ! !
(a) Video frames (b) Tracemaps

to generate more realistic head movements. In
addition, eye states are dealt with as a part of the
facial expression by Song2Face, while we consider the
generation of eye states as a specific generation task.
Since the implementation of Song2Face is unavailable,
a quantitative comparison to Song2Face is absent
from this paper. See the supplementary video in the
ESM for a qualitative comparison.

4.4.2  Qualitative comparison

Figures 7 and 8 provide visual comparisons of
results to those of other state-of-the-art methods. We
summarise key differences in this section.

We first consider realism of the pose dynamics. As
shown in the supplementary material in the ESM,
ATVG [26] only generates talking face videos with
a fully static head pose, which is unrealistic. Yi et
al. [4] generate photo-realistic videos but the talking
faces usually show subtle movements due to the
supervision pipeline. In addition, the generated head
pose dynamics behave discontinuously because of the
background matching approach used in Ref. [4], which
matches short-term generated head poses to a single
target frame when the target frames are scarce in
the target video. LiveSpeechPortraits [67] generates
smooth but relatively small head movements. The
generated head pose is only weakly correlated with the
rhythm of the music. FACIAL [34] and Song2Face [53]
generate more natural head pose dynamics than the

(d) Tracemaps

(c) Video frames

Fig. 7 Comparison to state-of-the-art methods. (a, ¢) Generated video frames. (b, d) Corresponding tracemaps of facial landmarks across
multiple frames. The tracemaps show that our method generates the most diverse head pose dynamics.
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Song2Face

Ours

=
-

Fig. 8 Comparison to Song2Face. Our method can generate photo-
realistic frames, diverse head poses, and natural eye closing dynamics,
unlike Song2Face [53].

other state-of-the-art methods, but they still show
only minor variations in head movement patterns
over a long period of time. Our method can generate
the most realistic head poses, which we attribute
to our pose generation method. For example, the
head rotates quickly and dramatically during dense
syllables, but more slowly when pronouncing long
syllables. Readers are encouraged to watch the
supplementary video in the ESM to judge the visual
results.

The methods used to generate eye states differ
between the compared methods. ATVG and Yi et
al. do not generate eye state parameters, so do not
produce any eye closing dynamics. Song2Face and
FACIAL learn random blink dynamics from data.
However, Song2Face only performs well on a plain
human singing voice (without backing music), while
FACIAL only generates open eyes during inferencing,
failing to generate spontaneous eye closing dynamics
due to the complex entanglement between short
random blinks and long-time eye closing states in the
SingingFace dataset. LiveSpeechPortraits directly
samples random blink dynamics from target video,
while method synthesizes random blinks from pre-
defined random distributions; both show realistic
random blinking results. Moreover, as shown in Fig. 9,

—— Ours
2000 —— Real videos
(%]
[}
o 1500
[)]
C
2
2 1000
w“
o
H*
500
o Z
0.0 0.5 1.0 1.5 2.0 2.5 3.0

Closed eye durations

Fig. 9 Distribution of eye closing duration. Our method is able to
generate realistic closed eye durations with a similar distribution to
real video.

our method can also generate long-time eye closing
dynamics (> 0.5 s) during singing, based on the
rhythm and emotion in the music, further enhancing
the sense of realism.

4.4.8  Quantitative evaluation

We used the same test set of music as for the ablation
study to compare our method to the state-of-the-
art counterparts. To clarify the effectiveness of the
audio source separation model used in our method,
we compared results for both mixed signals and
separated signals (human voice and backing music).
Our method provides superior results for most metrics
in both cases: see Table 2.

As in the ablation study, we used the landmark
distance metric [65] and audio—visual confidence
score [60] to evaluate lip synchronization. Table 2
shows that for both mixed and separated scenarios,
our method is superior to all others. It also shows that
it is beneficial to separate the human voice from the
input music for mouth movement generation. Note
that the separated singing voice is given as input to
the pre-trained lip-sync evaluation model, to ensure
that the pre-trained model performs correctly during
evaluation.

Table 2 Comparison to state-of-the-art methods

Method Mixed audio Separated audio Blinks (s~!) Blink dur. (s) CPBD?
AVCT LMDJ] CCA(pose)t CCAf(eye)t | AVCT LMDJ] CCA(pose)t CCA(eye)t
ATVG 0.27 1.46 — — 0.34 1.40 — — — — 0.11
Yi et al. 1.23 1.48 0.18 — 1.45 1.44 0.19 — — — 0.29
LSP 0.31 1.43 0.32 — 0.35 1.42 0.32 — — — 0.20
FACIAL 1.49 1.29 0.25 0.08 1.61 1.23 0.26 0.08 — — 0.31
Ground truth | 3.00 — — — 3.00 — — 0.35 0.23 0.37
Ours 1.69 1.17 0.26 0.18 1.90 1.08 0.33 0.12 0.38 0.26 0.34
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To evaluate realism of pose dynamics for different
methods, we measured the canonical correlation
between predicted pose parameter sequences and
ground-truth, following Ref. [66]. Similarly, to
evaluate the rhythm of the synthesized head pose
sequences, we applied canonical correlation analysis
to the speed of head movement. Table 2 shows that
our method generates more realistic and rhythmic
pose dynamics.

To assess realism of long-time eye closing dynamics,
we measured the canonical correlation between
predicted eye state parameter sequences and ground-
truth following Ref. [66]. To evaluate random blinking,
we measured the average blinking frequency (blinks/s)
and intra-blink duration (s) for generated singing face
videos, and compared them to the ground truth. As
Table 2 shows, these two statistics for our method
are similar to the ground truth, and fall within a
reasonable range.

Cumulative probability blur detection (CPBD)
was evaluated to assess the sharpness of the
frames generated by the various methods. Our
implementation of the renderer module generates the
sharpest facial texture according to Table 2. However,
as shown in our supplementary video in the ESM, the
generated texture around the mouth can be a little
blurred when opening the mouth wide, as can the
texture around the eyelids when closing the eyes. This
probably arises due to the scarcity of open mouths
and closed eyes in the training data. It should be
easy to improve the texture, simply by training the
renderer with more data, or by replacing the renderer
with a few-shot face generator.

Table 2 also shows the effectiveness of the audio
source separation step for the singing face generation
task: almost all evaluation metrics improved after
decoupling the human voice from the backing music.
It also shows the superiority of our method, which
generates the most realistic singing face videos and
behaves better on all evaluation metrics.

4.5 User study

We invited 15 volunteers to evaluate our method and
previous approaches. The volunteers were a group
of college students with balanced gender, and no
previous face synthesis study experience. They were
informed of the study’s purpose, the standard for
evaluation, and the number of video groups to be
compared before making evaluations. The volunteers
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were asked to evaluate videos group by group. In
each group, 5 synthesized videos produced by the
compared methods were shown in turn; there were 5
video groups in total. When evaluating each group,
the volunteers were asked to watch all videos in
the group before scoring all videos in the group at
once based on the following criteria: (1) audio—visual
synchronization, (2) natural head motion, (3) realistic
eye state, (4) conformity to the music. The evaluation
scores were 1 (very bad), 2 (bad), 3 (normal), 4
(good), and 5 (very good). We give the average scores
for each method in Table 3, demonstrating that our
method provides better visual realism that previous
methods.

Table 3 Average scores in user study

Method Lip Head Eye Conformity
ATVG 1.45 1.34 1.24 1.25
Yi et al. 2.14 1.70 1.53 1.78
LSP 1.78 1.80 2.01 2.27
FACIAL 3.73 3.68 2.63 3.51
Ours 4.46 4.61 4.47 4.54

5 Discussion

5.1 Limitations and future work

The proposed method achieves more expressive
results than previous methods. However, as shown
in the supplementary video in the ESM, in chaotic
environments, our method fails like previous methods,
as the adopted audio separator cannot distinguish
different human voices. Furthermore, this paper
focuses on synthesis of the head region, leaving the
dynamics of the upper torso unaddressed. We note
that it is more challenging to generate a realistic and
expressive virtual human with appropriate dynamics
for the upper torso or even the full body; we hope
to address these problems in future. Moreover, our
method just learns the implicit context from the input
audio, and it would be interesting to try to improve
results by incorporating semantics from the lyrics of
the songs.

5.2 Ethics

The work itself does not raise any new and unique
ethical challenges. However, we must acknowledge
that the topics of image and video synthesis generally
pose ethical concerns. Such algorithms are vulnerable
to malicious use, e.g., to produce misleading infor-
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mation or for impersonation. Therefore, we appeal
to the research community and potential users to
explore the techniques responsibly.

Appendix

Here we elaborate on technical details of our
proposed pipeline, including our encoder, decoder,
and discriminator. Note that we sample batches of
data with frame window length of 7' = 128 frames
and batch size of 64 during training.

Encoder architecture

TSAE architecture

Our two-stream audio encoder (TSAE) is composed
of two single-stream audio encoders (AEs) with the
same structure but without sharing parameters. Each
single-stream audio encoder is a 1D convolutional
neural network with residual blocks as typically
used for time series classification [70], with detailed
architecture as shown in Table 4.

ATM architecture

Our attention-based modulator (ATM) is a simple
U-net-based 1D convolutional neural network, taking
encoded audio features I @ m € RT*2%6 a5 input,
computing and applying attention values to the audio
features, in a similar way to the channel-attention
mechanism proposed in Ref. [58] for CNNs. The U-
net structure of our ATM is summarized in Fig. 10,
and the overall architecture of our ATM is given
in Table 5. Note that we adopt one ATM for each
generative task; each has the same structure but
without sharing parameters.

Table 4 Audio encoder architecture

Type Downsample Output Activation
Input — 26 x 39 —
ConvlD False 32 x 39 ReLU
ResidualBlock False 32 x 39 ReLU
ResidualBlock True 64 x 20 ReLU
ResidualBlock False 64 x 20 ReLU
ResidualBlock True 128 x 10 ReLU
ResidualBlock False 128 x 10 ReLU
ResidualBlock True 256 X 5 ReLU
ResidualBlock False 256 X 5 ReLU
ResidualBlock True 512 x 3 ReLU
Flatten — 1536 —
FC — 768 ReLU
FC — 256 ReLU

131
-
2
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256 x 2
a2 x6q | 64%32
256 x 128
56 x 1
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=
&
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256x 128 04% 64 —> de-convld

copy

Fig. 10 Detailed U-net structure, as used in our attention-based
modulator.

Table 5 Detailed ATM structure. Note that we treat the last input
channel as the feature channel, so that convolution and deconvolution
operate over the last input dimension. Here, X denotes att® (f¥® fP)

Type Activation Output Output annotation
Input — 128 x 256 fyerr
Transpose — 256 x 128

U-net — 256 x 128

FC Sigmoid 256 x 128

Transpose — 128 x 256 att
Multiply — 128 x 256 lem

Decoder architecture

All the MLP networks in our decoder consist of
two fully connected (FC) layers with ReLU as the
activation function. The first FC layer in the MLP
contains 128 nodes, while the number of nodes in the
second FC layer is determined by the task (64 for
expression generation, 6 for head pose generation, and
1 for eye state generation). The LSTM in our pose
generation network (PGN) has 268 input channels
(128 for 17°°¢, 128 for m}**°, 6 for p;—1, and 6 for
vi—1), and 128 output channels.

Discriminator architecture

Our discriminator is a simple CNN implemented
with Conv1D, BatchNorm1D, and LeakyReLU layers.
Taking concatenated audio MFCC features and
generated parameters (59 channels in total, including
26 for the human voice, 26 for backing music, 6 for
head pose sequence, and 1 for eye state sequence)
for a time window 7' = 128, the discriminator
predicts whether the input head pose and eye state
sequence are real or generated. Note that we train our
discriminator using LSGAN [71] for training stability.
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The structure of our discriminator is summarized in
Table 6.

Table 6 Discriminator architecture

Type Kernel Stride Output Activation
Input — — 128 x 85 —
Transpose — — 85 x 128 —
ConvlD 3 2 32 x 64 LeakyReLU
ConvlD 3 2 64 x 32 —
BN1D — — 64 x 32 LeakyReLU
ConvlD 3 2 128 x 16 —
BN1D — — 128 x 16 LeakyReLU
ConvlD 3 2 224 x 8 —
BN1D — — 224 x 8 LeakyReLU
Conv1D 3 2 224 x 8 LeakyReLU
BN1D 3 2 224 x 8 LeakyReLU
ConvlD 3 1 1x38 —

Availability of data and materials

The Song2Face dataset is publicly available at
https://vcg.xmu.edu.cn/datasets/singingface/
index.html.
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