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Abstract
A fuzzy regression function approach is a fuzzy inference system method whose rules cannot be determined based on

expert opinion, unlike a classical fuzzy inference system. In a fuzzy regression function approach, an input matrix consists

of memberships obtained by the fuzzy clustering method and lagged variables of the time series. In the fuzzy regression

function approach, the output vector corresponding to this input matrix is also created and the parameter estimation for the

method is carried out with the ordinary least square method. As it is known, the ordinary least square method assumes that

the data are linear. In addition, although it is very useful to include a priori information describing the formation of the data

in the model, in most cases this information is not available. It is also inappropriate to use a model that does not accurately

characterize the data. However, it is not appropriate to estimate parameters for nonlinear data using the ordinary least

square method. One of the methods to be used in such a situation is the Gaussian process regression method. While the

parameters of a selected basis function are fitted in the ordinary least squares regression method, how all measured data are

related is determined in the Gaussian process regression. Besides, Gaussian process regression is a Bayesian approach, it

can provide uncertainty measurements on forecasts. In this study, a fuzzy Gaussian process regression function is proposed.

The contribution of this paper is to propose a new fuzzy inference system that can be used to solve nonlinear data by

proposing a fuzzy Gaussian process regression function. The performance of the newly proposed method is evaluated based

on the closing values of the Bitcoin and Crude oil time series. The performance comparison of the proposed method is

evaluated with many different forecasting methods and it is concluded that the proposed method has superior forecasting

performance.
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1 Introduction

Fuzzy inference systems methods (FISs) are a framework

for computation based on the fundamental concepts of

fuzzy set theory proposed by Zadeh (1965), fuzzy rules,

and fuzzy reasoning. Fuzzy sets were originally suggested

by Zadeh (1965). Fuzzy sets have been used and are ben-

eficial in several important papers in the literature such as

Chen (1996), Chen and Chen (2002), Lin et al. (2006),

Chen and Hsu (2008) and Chen and Lee (2010), Boltürk

(2022), Nguyen-Huynh and Vo-Van (2023), Qian et al.

(2023), Sobhi and Dick (2023), Nishad and Aggarwal

(2023) and Minaev et al. (2023). FISs methods use fuzzy

set theory to match the inputs to the outputs. FISs are

composed of three elements: fuzzification, knowledge base

(rule base or database), and defuzzification. In the fuzzifi-

cation stage, a real-valued input is mapped to a fuzzy set

through membership functions. At this stage, the input can

also be a fuzzy set. The rule base phase is a database of

language rules in if–then format. Using these If–Then

rules, a judgment is performed by producing a fuzzy output
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according to the fuzzy input from the fuzzification phase.

In the defuzzification phase, this fuzzy output is trans-

formed to produce a crisp (real-valued) output. Among

these factors, the fact that the knowledge base is based on

expert knowledge and the number of inputs in the system

increases makes the determination of rules very difficult

and complex.

The fuzzy regression functions approach suggested by

Türkşen (2008) utilizes fuzzy functions instead of complex

relationships in the rule base. In the FRF method, the inputs

and outputs of the system are first clustered with the fuzzy

clustering method proposed by Bezdek et al. (1984), and

membership values are obtained. These membership values

are combined with the system inputs to form an indepen-

dent variable matrix and an target vector corresponding to

these inputs. Then, using ordinary least squares (OLS)

based multiple regression analysis, the number of fuzzy

functions is obtained as the number of fuzzy sets. There are

several studies in the literature on FRF methods.

Beyhan and Alci (2010) developed the concept of fuzzy

regression functions with exogenous input autoregressive

modeling. Aladag et al. (2014) used fuzzy regression

functions for forecasting of Australian beer consumption

time series. Gasir and Crockett (2016) proposed a fuzzy

regression tree to forecast complex datasets. Başkir (2016)

used a fuzzy regression function with least square estimates

for modeling Dupont analysis on the Turkish insurance

sector. Aladag et al. (2016) proposed a fuzzy time series

forecasting method based on a fuzzy regression function

approach. Baser and Demirhan (2017) forecasted the hor-

izontal global solar radiation by using a hybrid method

based on fuzzy regression functions with a support vector

machine. Tak (2018) proposed a meta-fuzzy regression

functions approach that aggregates methods for the same

purpose into functions. Tak et al. (2018) combined the

autoregressive moving average model ARMA with the

fuzzy regression functions approach. Bas et al. (2019)

suggested a novel fuzzy regression function approach using

ridge regression as a replacement for multiple linear

regression.

Chakravarty et al. (2020) proposed a robust fuzzy

regression functions approach against the outliers. Tak

(2020) suggested a forecasting method based on fuzzy

regression functions using a possibilistic fuzzy clustering

method alternative to the fuzzy clustering method using

maximum likelihood estimates for the parameters. Tak

(2021a) proposed a forecast combination with meta-pos-

sibilistic fuzzy functions. Pehlivan and Turksen (2021)

used a multiplicative fuzzy clustering algorithm instead of

the fuzzy clustering method and proposed a multiplicative

fuzzy regression function method. Tak (2021b) proposed

meta-fuzzy functions based on feed-forward neural net-

works with a single hidden layer for forecasting. Bas

(2022) proposed an approach to robust fuzzy regression

functions that can be used even in the presence of outliers

in the data set. Bas and Egrioglu (2022) replaced the fuzzy

clustering algorithm with the Gustafson-Kessel clustering

algorithm in their FRF approach. Chakravarty et al.

(2022a) proposed a fuzzy regression functions approach by

the use of a noise cluster within fuzzy clustering algo-

rithms. Chakravarty et al. (2022b) proposed a modified

fuzzy regression functions framework using a noise cluster

for robust wind forecasting. Tak and İnan (2022) proposed

a fuzzy regression method to employ an elastic net in fuzzy

functions to overcome the multicollinearity problem. Cevik

et al. (2023) proposed a forecast combination approach

with meta-fuzzy functions for forecasting the number of

immigrants within the maritime line security project in

Turkey. In addition to these studies, there are numerous

studies in the literature where both fuzzy methods and

artificial neural network methods are used in the forecast-

ing problem.

Chen and Phuong (2017) proposed a new fuzzy time

series forecasting method based on optimal partitions of

intervals in the universe of discourse and optimal weight-

ing vectors of two-factor second-order fuzzy-trend logical

relationship groups. Cheng et al. (2016) proposed a new

fuzzy time series forecasting method for forecasting the

Taiwan stock exchange capitalization-weighted stock

index. Chen and Jian (2017) proposed a new fuzzy fore-

casting method based on two-factors second-order fuzzy-

trend logical relationship groups, particle swarm opti-

mization techniques, and similarity measures between the

subscripts of fuzzy sets. Singh et al. (2018) proposed a

firefly algorithm-based neural network for nonlinear dis-

crete-time systems. Zeng et al. (2019) proposed a new

clustering-based fuzzy time series forecasting method

based on linear combinations of independent variables, the

subtractive clustering algorithm, and the artificial bee col-

ony algorithm. Chen et al. (2019) proposed a fuzzy time

series forecasting model based on proportions of intervals

and particle swarm optimization techniques. Gupta and

Kumar (2019) proposed a novel high-order probabilistic

fuzzy set-based forecasting method in the environment of

both non-probabilistic and probabilistic uncertainties.

Chen et al. (2020) used fuzzy information granulation

and deep neural networks combined to solve traffic-flow

forecasting. Fan et al. (2021) suggested a deep-learning

approach for financial market prediction. Pant and Kumar

(2022a) proposed a fuzzy time series forecasting method

based on hesitant fuzzy sets, particle swarm optimization,

and support vector machines. Pant and Kumar (2022b)

proposed a novel method for fuzzy time series forecasting

based on particle swarm optimization and intuitionistic

fuzzy set. Goyal and Bisht (2023) proposed an adaptive

hybrid fuzzy time series forecasting technique based on
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particle swarm optimization. Samal and Dash (2023)

developed a novel stock index trend predictor model by

integrating multiple criteria decision-making with an

optimized online sequential extreme learning machine.

Song et al. (2024) proposed a hybrid time series forecasting

model by developing linear and nonlinear series separately.

Pant and Kumar (2024) proposed a hesitant fuzzy sets-

based computational method for weighted fuzzy time

series.

In this study, for the first time in the literature, the

Gaussian Process Regression (GPR) method is used instead

of OLS regression in the FRF method. The motivation for

this paper is that the FRF method is based on OLS

regression and OLS regression is not a suitable method for

parameter estimation for nonlinear data. Based on this

motivation, this study proposes a fuzzy inference system

that can be used for nonlinear data. The contribution of this

paper is to adapt the GPR method, which can provide

uncertainty measures on forecasts and can work with both

small data and nonlinear data, to the FRF method using the

OLS method. Another contribution of the study is to pro-

pose a new FRF method based on the GPR method instead

of the OLS regression-based FRF method, which is not

suitable for parameter estimation using the ordinary least

squares method for nonlinear data. The performance of the

proposed fuzzy regression functions approach based on

Gaussian process regression (FRF-GPR) is examined by

analyzing randomly selected Bitcoin and crude oil time

series.

The other sections of the paper are as follows. Section 2

briefly introduces the GPR method. Section 3 presents the

step-by-step algorithm of the proposed FRF-GPR method.

Section 4 reports the analysis results obtained by compar-

ing the proposed method with alternative methods. Sec-

tion 5 summarizes the discussion and conclusions of the

study.

2 Gaussian process regression

GPR is a strong and versatile nonparametric regression

technique. It is especially helpful where the association

between input variables and output is not known explicitly

or may be ambiguous. GPR is a Bayesian approximation

that can model the uncertainty in forecasts.

Let a linear regression model be as given in Eq. (1).

y ¼ xTbþ e ð1Þ

where e�N 0; r2ð Þ:
A GPR model describes the response by introducing

latent variables, f ðxiÞ, i ¼ 1; 2; :::; n and overt basis func-

tions, h, from a Gaussian process (GP). A GP is a collection

of random variables with any finite number of common

Gaussian distributions.

Let’s consider the model given in Eq. (2).

h xð ÞTbþ f xð Þ ð2Þ

where f xð Þ�GP 0; k x; x0ð Þð Þ: So, f xð Þ has a zero mean with

covariance function, k x; x
0� �
. The covariance function

k x; x
0� �

is typically characterized by a sequence of kernel

parameters or hyperparameters. Different kernel functions

can be used in GPR. In this study, the following squared

exponential kernel function given by Eq. (3) is used.

k xi; xjnh
� �

¼ r2f exp � 1

2

xi � xj
� �T

xi � xj
� �

r2l

" #

ð3Þ

The response y can be modeled as in Eq. (4).

P y n f ;Xð Þ�N y n HBþ f ; r2I
� �

ð4Þ

where X ¼

xT1
xT2
..
.

xTn

0

BBB@

1

CCCA
; y ¼

y1
y2
..
.

yn

0

BBB@

1

CCCA
;H ¼

1; h xT1
� �

1; h xT2
� �

..

.

1; h xTn
� �

0

BBB@

1

CCCA
and

f ¼

f x1ð Þ
f x2ð Þ
..
.

f xnð Þ

0

BBB@

1

CCCA
:hðxÞ is a sequence of elementary functions

that transform the original feature vector x into a new

feature vectorhðxÞ. To make the GPR model nonparamet-

ric, f xið Þ is a latent variable for each observationx.

Parameter estimation in GPR is based on Eqs. (5) and (6).

logP y n X; b; h; rð Þ ¼ � 1

2
y� Hbð ÞT k x; x0ð Þ þ r2In

� ��1
y� Hbð Þ

� n

2
log2p� 1

2
k x; x0ð Þ þ r2In
� �

ð5Þ

bb; br;bh
h i

¼ argmaxlog
b;h;r

P y n X; b; h;rð Þ ð6Þ

The predictions or forecasts of the model can be

obtained by using Eq. (7).

E ynewny;X; xnew; b; h; rð Þ ¼ h xnewð ÞTb

þ
Xn

i¼1

aik xnew; xi=hð Þ ð7Þ

The alphas in this equation are calculated by Eq. (8).

a ¼ K X;X=hð Þ þ r2In
� ��1

y� Hbð Þ ð8Þ
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3 The proposed method

In this study, a fuzzy inference system method based on

Gaussian process regression is proposed for the first time in

the literature. In this new fuzzy inference system, the GPR

method is used instead of OLS regression which was used

for parameter estimation in the classical FRF method.

Thus, a fuzzy inference system that can be used for

nonlinear data sets is proposed by using the GPR method,

that does not require the linearity assumption that is valid

in the OLS method. This new proposed fuzzy inference

system method, FRF-GPR method, is presented step by

step with the following algorithm.

Algorithm: FRF-GPR.

Step 1. Setting the parameters of the FRF-GPR

algorithm.

In this first step, the algorithm parameters are first

determined.

c : The number of fuzzy clusters.

p : The number of lagged variables.

Step 2. The data set is separated into training and test

set.

In this step, the test set length ðntestÞ is first determined

and the time series is divided into training ðntrainÞ and test

sets according to the determined test set length. Once this

distinction is made, the proposed method starts to be

applied to the training set.

Step 3. Creating the inputs and target of the FRF-GPR

method.

The training set is first lagged by the number of lagged

variables. Then, the target vector corresponding to this

lagged time series are created. These lagged variables of

the training set and the target vector corresponding to these

lagged variables are put together in a matrix and clustered

with FCM. Thus, membership values ðlik; i ¼
1; 2; � � � ; c; k ¼ 1; 2; � � � ; ntrainÞ are obtained. Where ntrain

is the length of the training set.

For each fuzzy set, an input matrix is created with these

membership values and some non-linear transformations of

these membership values and the lagged variables of the

training set. This input matrix and the target vector corre-

sponding to this input matrix are given by Eqs. (9)–(13)

respectively.

X ið Þ ¼ I l LV½ � ð9Þ

I ¼

1

1

..

.

1

2

664

3

775 ð10Þ

l ¼

li1 li1
2 expðli1Þ ln

1� li1ð Þ
li1

� �

li2 li2
2 expðli2Þ ln

1� li2ð Þ
li2

� �

..

. ..
. ..

. ..
.

lintrain lintrain
2 expðlintrainÞ ln

1� lintrainð Þ
lintrain

� �

2

6666666664

3

7777777775

ð11Þ

LV ¼

x1 x2 � � � xp
x2 x3 � � � xpþ1

..

. ..
. ..

. ..
.

xntrain�p xntrain�pþ1 � � � xntrain�1

2

6664

3

7775
ð12Þ

Y ðiÞ ¼ xpþ1xpþ2
..
.
xn

� 	
ð13Þ

The input matrix given by Eq. (9) is a combination of

the unit matrix given by Eq. (10), the membership matrix

consisting of membership values and various non-linear

transformations of membership values given by Eq. (11),

and the matrix of lagged variables of the time series given

by Eq. (12).

Step 4. The fuzzy Gaussian regression functions for each

fuzzy set are estimated by Gaussian process regression

using Eqs. (9)–(13).

Step 5. The final outputs of the training set are derived

by assigning weights to the membership values corre-

sponding to the outputs obtained by Gaussian process

regression as given in Eq. (9).

Step 6. The input matrix and the target vector for the test

set are reconfigured by Eqs. (14)–(18) respectively. The

final outputs of the test set are derived by assigning weights

to the membership values corresponding to the outputs.

XT ið Þ ¼ I2 lT LVT½ � ð14Þ

I2 ¼

1

1

..

.

1

2

664

3

775 ð15Þ
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LVT ¼

xntrain�pþ1 xntrain�pþ2 � � � xntrain
xntrain�pþ2 xntrain�pþ3 � � � xntrainþ1

..

. ..
. ..

. ..
.

xntrain�pþntest xntrain�pþntestþ1 � � � xntrainþntest�1

2

6664

3

7775

ð17Þ

YT ðiÞ ¼ xntrainþ1xntrainþ2
..
.
xntrainþntest

� 	
ð18Þ

The input matrix given by Eq. (14) is a combination of

the unit matrix given by Eq. (15), the membership matrix

consisting of membership values and various non-linear

transformations of membership values given by Eq. (16),

and the matrix of lagged variables of the time series given

by Eq. (17) for the test set.

4 Applications

The performance of the proposed FRF-GPR method is

evaluated on Bitcoin and daily observed 1-year Crude Oil

time series. In the analysis of these time series, different

time series are created from each Bitcoin and Crude Oil

time series. The information about these time series is

given in Table 1.

These time series are downloaded from the Yahoo

Finance website (https://finance.yahoo.com/).

In the assessment of the analysis performance of the

proposed FRF-GPR method, the FRF proposed by Türkşen

(2008), the multilayer perceptron artificial neural network

(MLP-ANN) proposed by Rumelhart et al. (1986), the

multiplicative neuron model artificial neural network

(SMNM-ANN) proposed by Yadav et al. (2007), Pi-sigma

artificial neural network (PS-ANN) proposed by Shin and

Ghosh (1991), long short term memory artificial neural

network (LSTM-ANN) proposed by Hochreiter and Sch-

midhuber (1997) and fuzzy time series network (FTS-N)

proposed by Bas et al. (2015) are utilized.

To determine the optimal number of inputs and the

number of hidden layers ðmÞ for the MLP-ANN method,

each parameter is increased one by one between one and

five for different combinations. To determine the optimal

number of inputs for the SMNM-ANN method, the number

of inputs is increased by one between one and five. To

determine the optimal number of inputs and the degree for

the PS-ANN method, each parameter is increased one by

one between one and five for different combinations. To

determine the optimal number of inputs and the number of

fuzzy clusters ðcÞ for the FRF-GPR, FRF, and FTS-N

methods, the number of inputs is tried between one and ten,

and the number of fuzzy clusters is tried between three and

ten. To determine the optimal number of inputs, hidden

layer unit ðhÞ; and the number of hidden layers for the

LSTM-ANN method ðmÞ, each parameter is increased one

by one between one and five for different combinations.

The test set length is taken as 14 for each analyzed series.

The analysis results obtained from all methods are

evaluated on the test set of each time series using the root

mean square error criterion given by Eq. (19).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ntest

Xntest

t¼1

xt � bxtð Þ2
s

ð19Þ

Table 1 Information for the time series

Series Data name Start–end dates

Series 1 Bitcoin 01 Jan 2022–10 May 2023

Series 2 Bitcoin 01 Jan 2022–03 May 2023

Series 3 Bitcoin 01 Jan 2022–19 Apr 2023

Series 4 Bitcoin 01 Jan 2022–05 Apr 2023

Series 5 Bitcoin 01 Jan 2022–29 March 2023

Series 6 Crude Oil 17 May 2022–27 Apr 2023

Series 7 Crude Oil 17 May 2022–18 Apr 2023

Series 8 Crude Oil 17 May 2022–06 Apr 2023

Series 9 Crude Oil 17 May 2022–27 Feb 2023

Series 10 Crude Oil 17 May 2022–15 Feb 2023

lT ¼

li;ntrainþ1 li;ntrainþ1
2 expðli;ntrainþ1Þ ln

1� li;ntrainþ1

� �

li;ntrainþ1

 !

li;ntrainþ2 li;ntrainþ2
2 expðli;ntrainþ2Þ ln

1� li;ntrainþ2

� �

li;ntrainþ2

 !

..

. ..
. ..

. ..
.

li;ntrainþntest li;ntrainþntest
2 expðli;ntrainþntestÞ ln

1� lntrainþntest

� �

lntrainþntest

� �

2

666666666664

3

777777777775

ð16Þ
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Table 2 Analysis results obtained for Series 1

Methods Mean Median Standard deviation Interquartile range Minimum Maximum

FRF-GPR 566.10 566.10 0.00 0.00 566.10 566.10

SMN-ANN (Yadav et al. 2007) 572.09 572.09 0.08 0.05 571.96 572.39

MLP-ANN (Rumelhart et al. 1986) 572.70 572.56 6.18 6.59 556.50 587.23

LSTM-ANN (Hochreiter and Schmidhuber 1997) 572.97 572.78 1.53 2.39 569.95 575.63

FTS-N (Bas et al. 2015) 573.23 573.82 3.82 5.71 566.28 580.24

FRF (Türkşen 2008) 586.11 582.84 71.60 116.31 516.07 706.98

PS-ANN (Shin and Ghosh 1991) 588.56 583.82 48.06 62.75 489.43 682.63

Table 3 Analysis results obtained for Series 2

Methods Mean Median Standard Deviation Interquartile Range Minimum Maximum

SMN-ANN (Yadav et al. 2007) 385.05 385.02 0.23 0.10 384.79 386.07

MLP-ANN (Rumelhart et al. 1986) 385.60 385.57 0.83 1.17 383.32 387.18

FRF-GPR 386.10 386.10 0.00 0.00 386.10 386.10

LSTM-ANN (Hochreiter and Schmidhuber 1997) 389.67 389.46 2.66 1.99 381.13 396.32

FTS-N (Bas et al. 2015) 395.67 395.71 0.30 0.50 395.03 396.18

FRF (Türkşen 2008) 401.14 394.47 36.17 74.41 367.72 446.14

PS-ANN (Shin and Ghosh 1991) 437.56 425.96 53.18 51.53 373.19 576.51

Table 4 Analysis results obtained for Series 3

Methods Mean Median Standard deviation Interquartile range Minimum Maximum

FRF-GPR 619.45 619.45 0.00 0.00 619.45 619.45

FRF (Türkşen 2008) 648.91 659.38 22.07 0.00 607.03 659.38

SMN-ANN (Yadav et al. 2007) 684.62 684.40 2.13 0.92 680.21 693.44

MLP-ANN (Rumelhart et al. 1986) 685.08 685.33 2.34 3.80 679.97 689.84

FTS-N (Bas et al. 2015) 685.98 685.86 2.43 2.38 679.30 690.43

LSTM-ANN (Hochreiter and Schmidhuber 1997) 685.99 685.75 3.72 5.32 676.66 692.51

PS-ANN (Shin and Ghosh 1991) 691.18 688.50 10.86 7.77 673.63 730.27

Table 5 Analysis results obtained for Series 4

Methods Mean Median Standard deviation Interquartile range Minimum Maximum

FRF-GPR 566.06 566.06 0.00 0.00 566.06 566.06

PS-ANN (Shin and Ghosh 1991) 568.23 558.54 53.03 82.35 455.42 677.47

MLP-ANN (Rumelhart et al. 1986) 571.36 571.60 5.24 8.79 563.17 580.84

LSTM-ANN (Hochreiter and Schmidhuber 1997) 575.04 574.66 1.93 2.46 568.71 579.00

FTS-N (Bas et al. 2015) 579.23 579.09 1.31 2.02 576.84 581.78

SMN-ANN (Yadav et al. 2007) 584.78 584.67 0.66 0.14 584.13 588.19

FRF (Türkşen 2008) 848.18 921.94 155.50 0.00 553.14 921.94
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Here ntest; xt and bxt shows the number of test samples,

the observed values, and the forecasts, respectively. Con-

sidering that each method will be affected by the initial

solutions, thirty different solutions are realized using the

optimal parameter values for each method. Each method is

run 30 times with its optimal parameters and thus 30 dif-

ferent RMSE values are obtained for each method. Finally,

the mean, median, standard deviation, interquartile range,

and minimum and maximum statistics of these RMSE

values are calculated.

The analysis results obtained for Series 1–5, which are

different sub-time series derived from the Bitcoin time

series, are given in Tables 2, 3, 4, 5, 6.

The analysis results obtained for Series 1 indicate that

the proposed FRF-GPR method is the most effective

analysis method in terms of mean, standard deviation,

median, interquartile range and maximum statistics com-

pared to other methods.

In the analysis results obtained for Series 2, it is seen

that the proposed FRF-GPR method is the best method for

the standard deviation statistic and the third-best method

for the mean statistic.

Based on the analysis results obtained for Series 3, the

proposed FRF-GPR method is again the best analysis

method in terms of mean, standard deviation, median and

maximum statistics.

The proposed FRF-GPR method is the most efficient

analysis technique for the mean, standard deviation, med-

ian, interquartile range and maximum statistics as a result

of the analysis results obtained for Series 4.

The analysis results obtained for Series 5 show that the

proposed FRF-GPR method is better than the other analysis

methods in terms of mean, standard deviation and maxi-

mum statistics. The results of the analysis obtained for

different sub-series derived from the crude oil time series,

Series 6–Series 10, are given in Tables 7 8, 9, 10, 11.

The results of the analysis of Series 6 reveal that the

proposed FRF-GPR method stands out in the mean, med-

ian, standard deviation and maximum statistics.

In line with the analysis results of Series 7 given in

Table 8, it can be said that the proposed FRF-GPR method

is the second most successful method among all analysis

methods in general when all statistics are considered.

In the analysis results of Series 8 given in Table 9, it is

seen that the proposed FRF-GPR method ranks first again

in the mean, median, and maximum statistics.

The analysis results for Series 9 in Table 10 show that

the proposed FRF-GPR method is first in the maximum

statistic and generally second in the other statistics. The

results of the analysis given in Table 11 for Series 10

confirm that the proposed FRF-GPR method ranks first in

all statistics.

Table 6 Analysis results obtained for Series 5

Methods Mean Median Standard Deviation Interquartile Range Minimum Maximum

FRF-GPR 945.95 945.95 0.00 0.00 945.95 945.95

FTS-N (Bas et al. 2015) 952.07 950.95 7.34 11.92 938.62 966.66

LSTM-ANN (Hochreiter and Schmidhuber 1997) 953.43 952.57 3.49 3.04 947.51 966.78

SMN-ANN (Yadav et al. 2007) 962.00 961.99 0.02 0.00 961.97 962.06

MLP-ANN (Rumelhart et al. 1986) 962.48 964.26 12.53 21.87 940.60 986.71

PS-ANN (Shin and Ghosh 1991) 1091.15 1044.39 188.49 176.84 815.83 1812.82

FRF (Türkşen 2008) 1776.70 1977.09 422.81 0.00 939.53 1977.09

Table 7 Analysis results obtained for Series 6

Methods Mean Median Standard deviation Interquartile range Minimum Maximum

FRF-GPR 1.38 1.38 0.00 0.00 1.38 1.38

FTS-N (Bas et al. 2015) 1.40 1.40 0.01 0.02 1.38 1.42

FRF (Türkşen 2008) 1.43 1.46 0.09 0.00 1.26 1.52

SMN-ANN (Yadav et al. 2007) 1.73 1.73 0.00 0.00 1.73 1.73

LSTM-ANN (Hochreiter and Schmidhuber 1997) 1.94 1.92 0.10 0.12 1.78 2.15

MLP-ANN (Rumelhart et al. 1986) 1.94 1.94 0.04 0.04 1.88 2.06

PS-ANN (Shin and Ghosh 1991) 2.02 1.99 0.14 0.11 1.91 2.51

Granular Computing            (2024) 9:47 Page 7 of 11    47 

123



The optimal parameters obtained from each method for

the analyzed series are given in Tables 12 and 13. In

addition, these optimal parameter values are obtained from

the validation sets. Also, (–) indicates that the method does

not have a corresponding value for a cell of the Tables 12

and 13.

Table 8 Analysis results obtained for Series 7

Methods Mean Median Standard Deviation Interquartile Range Minimum Maximum

FRF (Türkşen 2008) 1.40 1.40 0.00 0.00 1.40 1.40

FRF-GPR 1.55 1.53 0.04 0.00 1.53 1.63

SMN-ANN (Yadav et al. 2007) 1.97 1.97 0.00 0.00 1.97 1.97

FTS-N (Bas et al. 2015) 1.97 1.97 0.08 0.08 1.79 2.14

PS-ANN (Shin and Ghosh 1991) 2.00 1.99 0.07 0.10 1.87 2.16

MLP-ANN (Rumelhart et al. 1986) 2.03 2.02 0.02 0.02 2.01 2.09

LSTM-ANN (Hochreiter and Schmidhuber 1997) 2.05 2.04 0.04 0.04 2.00 2.19

Table 9 Analysis results obtained for Series 8

Methods Mean Median Standard Deviation Interquartile Range Minimum Maximum

FRF-GPR 1.60 1.60 0.00 0.00 1.60 1.60

FRF (Türkşen 2008) 1.65 1.65 0.08 0.15 1.57 1.72

PS-ANN (Shin and Ghosh 1991) 1.83 1.83 0.00 0.00 1.82 1.84

SMN-ANN (Yadav et al. 2007) 1.83 1.83 0.00 0.00 1.83 1.83

MLP-ANN (Rumelhart et al. 1986) 1.83 1.83 0.00 0.00 1.82 1.83

LSTM-ANN (Hochreiter and Schmidhuber 1997) 1.85 1.84 0.02 0.03 1.81 1.88

FTS-N (Bas et al. 2015) 2.05 2.04 0.06 0.06 1.95 2.20

Table 10 Analysis results obtained for Series 9

Methods Mean Median Standard deviation Interquartile range Minimum Maximum

FRF (Türkşen 2008) 1.22 1.18 0.08 0.00 1.18 1.38

FRF-GPR 1.28 1.27 0.01 0.03 1.27 1.30

FTS-N (Bas et al. 2015) 1.39 1.39 0.04 0.03 1.30 1.48

PS-ANN (Shin and Ghosh 1991) 1.57 1.54 0.15 0.07 1.37 2.23

MLP-ANN (Rumelhart et al. 1986) 1.59 1.59 0.02 0.01 1.55 1.62

SMN-ANN (Yadav et al. 2007) 1.63 1.63 0.00 0.00 1.62 1.63

LSTM-ANN (Hochreiter and Schmidhuber 1997) 1.64 1.64 0.05 0.06 1.52 1.79

Table 11 Analysis results obtained for Series 10

Methods Mean Median Standard Deviation Interquartile Range Minimum Maximum

FRF-GPR 1.38 1.38 0.00 0.00 1.38 1.38

FRF (Türkşen 2008) 1.40 1.40 0.00 0.00 1.40 1.40

FTS-N (Bas et al. 2015) 1.56 1.56 0.02 0.02 1.52 1.59

MLP-ANN (Rumelhart et al. 1986) 1.72 1.73 0.02 0.02 1.64 1.77

SMN-ANN (Yadav et al. 2007) 1.74 1.74 0.00 0.00 1.74 1.74

LSTM-ANN (Hochreiter and Schmidhuber 1997) 1.75 1.76 0.02 0.02 1.72 1.78

PS-ANN (Shin and Ghosh 1991) 1.83 1.77 0.19 0.07 1.71 2.49
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5 Conclusions

In this study, for the first time in the literature, the GPR

method is used for the parameter estimation phase of the

FRF method instead of OLS regression. In this way, it is

investigated whether GPR regression, which can also work

with nonlinear data, is an advantage over the FRF method

using OLS regression. The contribution of this paper to the

literature is to propose a new approach of fuzzy regression

functions using the GRP method instead of the OLS

method, which is not suitable for parameter estimation of

nonlinear data.

When the analysis results obtained from all methods are

evaluated together, it can be said that the proposed FRF-

GPR method obtains better forecasting results than the

OLS-based FRF method. In addition, the proposed FRF-

Table 12 Optimum parameters obtained from each method for Series

1–5

Methods p m h c

Series

1

MLP-ANN (Rumelhart et al. 1986) 5 – 5 –

SMN-ANN (Yadav et al. 2007) 2 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 5 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

1 1 1 –

FTS-N (Bas et al. 2015) 5 – – 3

FRF (Türkşen 2008) 5 – – 8

FRF-GPR 4 – – 10

Series

2

MLP-ANN (Rumelhart et al. 1986) 4 – 5 –

SMN-ANN (Yadav et al. 2007) 3 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 4 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

3 1 5 –

FTS-N (Bas et al. 2015) 7 – – 4

FRF (Türkşen 2008) 3 – – 9

FRF-GPR 4 – – 8

Series

3

MLP-ANN (Rumelhart et al. 1986) 5 – 4 –

SMN-ANN (Yadav et al. 2007) 5 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 3 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

5 1 1 –

FTS-N (Bas et al. 2015) 6 – – 3

FRF (Türkşen 2008) 2 – – 3

FRF-GPR 2 – – 6

Series

4

MLP-ANN (Rumelhart et al. 1986) 4 – 1 –

SMN-ANN (Yadav et al. 2007) 2 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 5 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

1 1 2 –

FTS-N (Bas et al. 2015) 2 – – 4

FRF (Türkşen 2008) 4 – – 4

FRF-GPR 2 – – 4

Series

5

MLP-ANN (Rumelhart et al. 1986) 4 – 4 –

SMN-ANN (Yadav et al. 2007) 1 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 5 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

4 2 4 –

FTS-N (Bas et al. 2015) 7 – – 3

FRF (Türkşen 2008) 4 – – 4

FRF-GPR 2 – – 5

Table 13 Optimum parameters obtained from each method for Series

6–10

Methods p m h c

Series

6

MLP-ANN (Rumelhart et al. 1986) 5 – 2 –

SMN-ANN (Yadav et al. 2007) 1 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 3 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

3 1 1 –

FTS-N (Bas et al. 2015) 4 – – 6

FRF (Türkşen 2008) 3 – – 6

FRF-GPR 2 – – 10

Series

7

MLP-ANN (Rumelhart et al. 1986) 4 – 2 –

SMN-ANN (Yadav et al. 2007) 1 – – –

PS-ANN (Shin and Ghosh 1991) 4 – 5 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

5 2 1 –

FTS-N (Bas et al. 2015) 7 – – 4

FRF (Türkşen 2008) 5 – – 8

FRF-GPR 5 – – 6

Series

8

MLP-ANN (Rumelhart et al. 1986) 1 – 5 –

SMN-ANN (Yadav et al. 2007) 1 – – –

PS–ANN (Shin and Ghosh 1991) 1 – 5 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

4 2 2 –

FTS-N (Bas et al. 2015) 7 – – 7

FRF (Türkşen 2008) 3 – – 3

FRF-GPR 5 – – 10

Series

9

MLP-ANN (Rumelhart et al. 1986) 4 – 1 –

SMN-ANN (Yadav et al. 2007) 4 – – –

PS-ANN (Shin and Ghosh 1991) 4 – 4 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

3 1 1 –

FTS-N (Bas et al. 2015) 7 – – 3

FRF (Türkşen 2008) 5 – – 10

FRF-GPR 2 – – 8

Series

10

MLP-ANN (Rumelhart et al. 1986) 5 – 2 –

SMN-ANN (Yadav et al. 2007) 5 – – –

PS-ANN (Shin and Ghosh 1991) 5 – 4 –

LSTM-ANN (Hochreiter and

Schmidhuber 1997)

4 2 3 –

FTS-N (Bas et al. 2015) 6 – – 6

FRF (Türkşen 2008) 5 – – 9

FRF-GPR 5 – – 9
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GPR method produced better forecasting results than many

well-known shallow and deep artificial neural network

methods in the literature. In future studies, the GPR method

can also be used for parameter estimation of intuitionistic

and picture fuzzy regression function methods.
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