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Abstract
The field of AI Ethics has recently gained considerable attention, yet much of the existing academic research lacks practical
and objective contributions for the development of ethical AI systems. This systematic literature review aims to identify and
map objective metrics documented in literature between January 2018 and June 2023, specifically focusing on the ethical
principles outlined in the Ethics Guidelines for Trustworthy AI. The review was based on 66 articles retrieved from the
Scopus and World of Science databases. The articles were categorized based on their alignment with seven ethical principles:
Human Agency and Oversight, Technical Robustness and Safety, Privacy and Data Governance, Transparency, Diversity,
Non-Discrimination and Fairness, Societal and Environmental Well-being, and Accountability. Of the identified articles, only
aminority presented objectivemetrics to assess AI ethics, with themajority being purely theoretical works.Moreover, existing
metrics are primarily concentrating on Diversity, Non-Discrimination and Fairness, with a clear under-representation of the
remaining principles. This lack of practical contributions makes it difficult for Data Scientists to devise systems that can be
deemed Ethical, or to monitor the alignment of existing systems with current guidelines and legislation. With this work, we
lay out the current panorama concerning objective metrics to quantify AI Ethics in Data Science and highlight the areas in
which future developments are needed to align Data Science projects with the human values widely posited in the literature.
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1 Introduction

Artificial Intelligence (AI) is widely recognized as a sig-
nificant disruptive force across all domains it touches.
The widespread adoption of AI has experienced significant
growth, resulting in a substantial impact on society, poten-
tiallywith both positive andnegative consequences.WhileAI
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is expected to be immensely beneficial for humanity, namely
in areas such as medicine, law, education, or industry, its
negative impacts may outweigh the positive ones if it is not
developed in a way that has human values at its core.

Early examples of the potential risks abound, such as
AI systematically discriminating against black patients by
miscategorizing them in heart failure risk scores or kidney
donor risk indexes, marking black individuals as less suit-
able donors [1], or AI recruiting tools that show bias against
women [2] or even a chatbot coaching a “girl of 13 years old”
on losing virginity [3].

In order to avoid such cases of harmful AI, legal and eth-
ical regulation is paramount. However, one challenge when
it comes to regulation is that legislation will always move
slower than technological development. While the European
Commission’s risk-based approach on an AI legislation is a
step in the right direction, in the sense that it is not based on
specific technologies or systems but on their level of potential
risk, it might not be enough.

We argue that in order to allow AI developers and Data
Scientists to actually comply with legislation, transparency
requirements, and to be aware of the potential issues in the
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applications they develop, there is a need for more practical
tools [4, 5]. Tools that go beyond checklists or toolkits that
can pinpoint sources of potentially ethical issues at any stage
of the Data Science lifecycle, preferably before they have
an actual impact. Without such an objective approach, we
regard it as very difficult if not impossible to argue transpar-
ently about the level of ethical compliance or alignment of a
given system or to point out ethical issues so that they can be
promptly addressed.

One first challenge thus concerns the choice of ethical
principles to be considered in order to create AI systems
that are ethically aligned and cause no harm to society. This
has been addressed by the High-Level Expert Group on AI,
which in 2019 defined the Ethics Guidelines for Trustworthy
Artificial Intelligence [6] by presenting several principles an
AI must adhere to in order to be deemed trustworthy and
ethical. These guidelines were developed in order to make
AI lawful (respecting all applicable laws and regulations),
ethical (respecting ethical principles and values) and robust
(both from a technical perspective, while taking into account
its social environment).

In this paper, when referring to ethical principles, we
adhere to the work of the Expert Group on AI. According
to its Ethics Guidelines, there are a set of seven key require-
ments that AI systems should meet in order to be deemed
trustworthy:

• Human agency and oversight: AI should empower
humans to make educated decisions and uphold their
rights. While ensuring sufficient oversight, human-in-
the-loop, human-on-the-loop and human-in-command
methodologies can be used.

• TechnicalRobustness and safety:AImust be secure and
resilient. It must be accurate, dependable, reproducible
and safe, with a backup plan. That is the only method to
reduce and prevent unintentional injury.

• Privacy and data governance: In addition to privacy
and data protection, data governance procedures must
consider data quality and integrity and legitimize data
access.

• Transparency: Data, systems and AI business models
should be transparent. Traceability methods aid in this.
Additionally, stakeholders should be informed about AI
systems and their conclusions, since AI needs to be
explainable. People must knowwhen they are interacting
with an AI system and its capabilities and limitations.

• Diversity, non-discrimination and fairness: AI must
avoid unfair bias, which can marginalize vulnerable pop-
ulations and worsen prejudice and discrimination. AI
systems should be accessible to all, regardless of dis-
ability, and involve stakeholders throughout their lives to
promote diversity.

• Societal and environmental well-being:AI should help
all humans, including future generations. It must ensure
they are sustainable and eco-friendly. They should also
consider the environment, including other living things,
and their social and societal influence.

• Accountability: Responsibility and accountability for
AI systems and their results should be established.
Auditability, which allows algorithm, data and design
process evaluation, is crucial in important applications.
Additionally, a proper and accessible remedy is needed.

A second challenge is, once the relevant principles are
established, how to measure an AI system’s level of com-
pliance or alignment with these principles. In our view, this
must go beyond mere words or statements of commitment
by organizations, but include automated, objective and stan-
dard assessment means, and to communicate the results of
these internal analysis to the public. Such an approach should
guide the development of AI in light of generally accepted
human-centric values and principles.

However, principles by themselves are very high-level and
abstract by nature. They are, per se, of low usefulness to Data
Scientists or Computer Scientists, who work at a technical
level, and may struggle to find effective ways to implement
them. Moreover, these principles are also very much subject
to interpretation, and different organizations or individuals
may interpret them differently and implement them differ-
ently, eventually leading to a lack of standardization and
unfair competition. Ultimately, this may generate confusion
and a barrier to information for the end-user.

In this paper, we argue that abstract and high-level con-
cepts and guidelines, while being an essential starting point,
are not enough. We believe that only with the creation of
objective and observable ethics metrics that can be integrated
into a generic Data Science pipeline, will we be able to: 1)
have a real-time perception of the level of alignment of a
given system; 2) pinpoint its root causes (e.g., data, model,
processes); and 3) take the appropriate counter-measures to,
first, avoid a negative impact on the users and, secondly,
address the root cause.

Especially important is the notion that this is not a one-
shot intervention: a system that is deemed ethically aligned
in a given moment in time may not be deemed so at a later
stage. This can happen, for instance, due to changes in the
parameters or hyper-parameters of aMachine Learning (ML)
model (that drove it to overfit some particular data or become
biased), or to changes in the underlying data (that became
itself biased or of poor quality). So, monitoring ethical com-
pliance through objective metrics or indicators must be seen
as a continuous effort throughout all the stages of any Data
Science pipeline.

Our contribution to address this challenge lies in what
we consider the first necessary step: to carry out a survey and
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Fig. 1 Artificial Intelligence data pipeline with ethics observability solution

characterization of existing objectivemetrics that can be used
to quantify, to some extent or in some dimension, the level of
ethical alignment of a Data Science pipeline. To do so, this
paper presents the results of a systematic literature review on
metrics-based ethical assessment and compliance in AI sys-
tems. The goal is to carry out a survey of existing objective
ethics metrics and to organize them by ethical principle in
order to create a map of how each principle is currently mea-
surable and observable in a typical Data Science pipeline,
according to the literature.

In the context of this paper, when using the term metrics,
we refer to any measure in which an objective quantitative
or qualitative value is assessed in relation to a standard or
scale. Thesemetrics yield specific numerical values, percent-
ages, frequencies, or even functions thatmeasure the distance
between two outcomes within a defined space while also
being directly linked to the evaluation of the ethical princi-
ples of AI. A metric can also be a qualitative measure that
shows non-quantitative conformance to a specific criterion,
also directly related to the evaluation of the ethical principles
of AI.

This SLR was designed with the goal to find practical
and objective metrics that could be seamlessly integrated
in any typical data pipeline, such as the one represented in
Fig. 1. This pipeline, depicted here in very general terms,
also conveys another important criterion: the metrics identi-
fied should be technology-agnostic and re-usable in any data
pipeline. They should be relevant and applicable to any set of
data, be it streaming or batch. We want the identified metrics
to be useful for the development of monitoring systems that
will analyze, in real time, the ethical compliance of a data
pipeline under the principle of observability. This integration
is crucial for practical implementation, enabling data scien-
tists and AI developers to incorporate ethical considerations
into their models and algorithms from the onset. By focus-
ing only on quantifiable and automated metrics, the aim is to
provide concrete, actionable insights in real time that align
with the data-driven nature of AI and DS systems.

For this reason any tool, metric, framework, checklist,
toolkit, or theoretical concept that either require human inter-

vention (and may thus be prone to bias or individual choices)
or cannot be implemented in a fully automated way were
deliberately left out regardless of their value in the ethical AI
landscape.

Indeed, tools or frameworks that need human interven-
tion can vary significantly in their application across different
contexts and domains, making it challenging to establish a
standardized set of metrics. Additionally, relying on man-
ual metrics or metrics that aren’t useful for explaining how
ethical the AI is introduces subjectivity and inconsistency,
which may undermine the reliability of the findings. Fur-
thermore, by eschewing existing assessment frameworks or
manual metrics that need human intervention, the risk of bias
or preconceived notions influencing the selection of metrics
is avoided. Instead, it was adopted a more agnostic approach,
focusing solely on the quantifiable metrics of ethical AI that
could be implemented and automated into the standardized
AI or DS pipeline. While this approach may limit the scope
of the study, we believe it provides a solid foundation for
future research and practical implementation.

It is also not our goal to identify solutions or mitigation
approaches to ethical problems, such as tools that do auto-
matic resampling of data or bias mitigation tools [7]. We do,
however, identify metrics or indicators that can identify and
quantify such problems.

The rest of the paper is organized as follows: Sect. 2
presents the research goals and methodology of the system-
atic literature review (SLR); Sect. 3 presents the results of
the SLR; Sect. 4 addresses the main findings derived from
the SLR and; Sect. 5 presents the conclusion of this SLR.

2 Research goals andmethodology

The main goal of this SLR is to identify objective ethics
metrics currently present in academic literature. Moreover,
we also aim to create a map of how the identified metrics
cover the relevant ethical principles proposed in the literature
in order to determine whether additional developments are
necessary and, if so, in which areas.
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Systematic reviews are characterized by a methodical and
replicable methodology and presentation. They involve a
component of comprehensive search to locate all relevant
published work on a subject, followed by a systematic inte-
gration and synthesizing of the search results and a critique
of the extent, nature and quality of evidence in relation to a
particular research question, highlighting gaps between what
is known and what needs to be researched/developed [8].

This SLR was elaborated following PRISMA Method
(Preferred Reporting Items for Systematic Reviews and
Meta-Analysis). PRISMA considers a set of evidence-based
minimum items for reporting systematic reviews and meta-
analysis, especially for evaluating interventions [9]. It pri-
marily focuses on the reporting of reviews evaluating the
effects of interventions, but can also be used as a basis for
reporting systematic reviews with objectives other than eval-
uating interventions.

The first stage of this SLR started by identifying the
research issues. In this instance, and after a first compre-
hensive search, any paper related to the assessment of the
ethics ofAI based onmetricswas considered eligible. So, any
study, article, journal, or paper whose title, abstract, or key-
words included terms related to ethics, Artificial Intelligence
and metrics was obtained. In summary, the search keywords
were “Ethics” AND “Artificial Intelligence” AND “Met-
rics,” and the query used to extract any related paper was:
(TITLE-ABS-KEY (metrics) AND TITLE-ABS-KEY (arti-
ficial AND intelligence) AND TITLE-ABS-KEY (ethics))
AND PUBYEAR > 2017.
This SLR was conducted in June 2023; consequently, any
additional papers introduced after that date have not been
taken into account.

Hence, the available literature related to the metrics-based
assessment of the ethical compliance of AI was reviewed
for a comprehensive understanding of which solutions and
research have already been conducted.

The flowchart depicted in Fig. 2 summarizes the process
followed for the retrieval of the literature. In total, the litera-
ture search yielded 66 papers. Of these, 45 papers remained
after the removal of duplicates (20) and the impossibility of
accessing 1 paper. This specific paper couldn’t be accessed
due to its cost. However, the analysis of its abstract also
revealed that it would not be relevant given the goals and
scope of this literature review.

The second stage consisted of identifying relevant studies
based on the preceding findings and selecting the studies that
were relevant to the subject. Although the relevance of ethics
metrics and principles varies according to the domain (e.g.,
healthcare, law, education), we approach this work from a
domain-agnostic perspective, as the implementation of each
metric is the same regardless of the domain. For this reason,
we did not filter papers based on their domain.

Fig. 2 Flow chart summarizing the process of paper selection for inclu-
sion in the study

The search was carried out on two major databases, Sco-
pus and World of Science, and this search was intended to
acquire all related studies, articles and academic papers in the
last five years, starting in January 2018 and finishing in June
2023. This date interval was defined for several reasons. First
and foremost, we wanted to identify recent relevant contri-
butions since the explosion in AI research that started around
2018. Second,whilewe acknowledge that there is relevant lit-
erature on AI Ethics before 2018, the existing work is largely
theoretical or fundamental and thus not alignedwith the goals
and scope of this literature review.

Furthermore, we also did not restrict the search to a spe-
cific geography.We acknowledge that the European space is,
arguably, at the forefront of AI Ethics and regulation, and the
work developed is aligned with the principles proposed by
the European Commission. However, any research anywhere
can make a valuable contribution.

For a similar reason, we did not include in this search
documents of non-scientific nature, such as reports generated
or requested by political entities, legislation, or guidelines.
While relying only on the outputs of scientific research, we
believe to have a guarantee of impartiality and for unbiased
results.

Duplicated papers were removed at this stage. Based on
the topics covered by their titles and abstracts, 38 articles
were obtained as full-text and assessed for eligibility [10–
47].

The selection criteria were established so as to eliminate
those articles that, after an analysis of their abstracts, were in
no way related to the topic in question. Therefore, any article
that didn’t address ethical AI and/or metrics in some way,
not even in an implied way, was excluded.
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Consequently, following a full-text screening of each
remaining paper, every paper that discussed the need formet-
rics, evaluation, and analysis of any ethical principle, even if
only theoretically or not at all explicitly, was selected. This
allowed to quantify the frequency with which the evaluation
of each principle was addressed in the literature, thus allow-
ing to estimate its level ofmaturity. Then, an in-depth full-text
analysis of the previously selected pool of papers was carried
out. Any article that didn’t present at least a single practical
and objective metric to assess an AI system’s level of com-
pliance with any of the stated principles was removed from
the analysis.

In the third and final stage, data from the selected
papers were collected, systematized and summarized, and
the results were reported. Initially, the relevant information
was extracted and summarized on a per-article basis. So, a
detailed summary was elaborated for each selected paper
based on a full-text analysis. Specifically, the focus was put
on relevant information regarding the domain of application,
ethical principle, solution provided, metric proposed (if any),
specific outcomes, among others. In this stage, papers were
also grouped according to the ethical principle(s) addressed
(e.g., bias, robustness, explainability), in order to ascertain
the level of coverage of each principle in the literature.

Out of the 38 papers eligible for full-text assessment, 8
didn’t fit any subject of the literature review and were con-
sidered irrelevant [35, 36, 38, 40, 44, 46, 47]. The exclusion
of these 8 papers was carried out on the grounds that they
had no relationship with the topic of study, since they didn’t
address ethical AI nor address or mention any kind ofmetrics
for the ethical assessment of AI.

Another group of 6 papers [34, 37, 39, 41, 42, 45] in the
pool of full-text assessment discussed ethical AI but didn’t
address or mention the need for the evaluation or the need
for metrics for the ethical assessment of AI. For instance,
Edwards [34] addresses the IEEE P7010 standard and how it
can help support organizations and individuals who develop
or use AI in considering and integrating ethical consider-
ations for human well-being in product development. This
article (in theory) discusses how IEEEP7010presents several
metrics of growth, income andproductivity ofwell-being, but
in practice, this article didn’t present any relevant metric that
is quantifiable, measurable, or that evaluates how ethical an
AI is; the article solely made reference to the fact that they
exist without showing any relevant proof.

Similarly, Germann et al. [47] intend to clinically val-
idate a Deep Convolutional Neural Network (DCNN) for
the detection of surgically proven Anterior Cruciate Liga-
ment (ACL) tears in a large patient cohort and to analyze
the effect of magnetic dissonance examinations from differ-
ent institutions with varying protocols and field strengths.
The paper validated the DCNN and concluded that it showed
sensitivities and specificities well above 90% for the entire

population, irrespective of the magnetic field strength of the
MRI. In this case, this paper is not relevant since it doesn’t
address the ethical analysis of the model nor does it present
any relevant ethics metric.

Finally, 12 papers [15, 17, 21, 24, 25, 27–33] explored the
necessity ofmetrics and evaluationmethods for assessing the
ethical implications of AI. However, these studies did not
provide specific metrics and/or rather proposed theoretical
solutions that relied on checklists or toolkits.

For instance, Saetra et al. [24] present an approach to the
evaluation of the positive and negative impacts of AI on sus-
tainable development (regarding ESG (Environment, Social,
Governance) reporting to the United Nations Sustainable
Development Goals (SDG)). It focuses on the examina-
tion of micro-, meso- and macro-level impacts, considering
both negative and positive impacts, and accounting for rip-
ple effects and inter-linkages between the different impacts.
Although in good spirit and relevant, the article never pre-
sented a solution based on metrics nor presented a way to
evaluate the ethical state of an AI system, making it out of
the scope of this work.

As previously mentioned, the 38 papers were grouped
according to the ethical principles mentioned in each one,
with the resulting clusters allowing to quantify the frequency
of each principle in the literature (independently of the pro-
posal of actual metrics or not). Furthermore, a total of 12
papers [10–14, 16, 18–20, 22, 23, 26] fulfilled all the inclu-
sion criteria, including presenting at least one ethics metric,
and were selected for a more in-depth analysis. The results
of this analysis are detailed in Sect. 3.

3 Results

3.1 Literature summarization

Raji and Buolamwini [26] investigate the commercial impact
of algorithm audits (Gender Shades) on increasing algorith-
mic fairness and transparency. The Gender Shades study
audits commercial facial recognition products to assess their
ability to correctly identify gender and skin types. The audi-
tors (an independent group) follow a procedure similar to
coordinated vulnerability disclosures in information secu-
rity, which involves documenting the vulnerabilities they
find and giving the companies a chance to respond before
publicly releasing the result. The goal is to expose perfor-
mance vulnerabilities in commercial facial recognition. The
study targets IBM, Microsoft, Megvii, Amazon, Kairos, etc.
Based on the measurement of error differences across the
identified subgroups, they conclude that all targets reduce
accuracy disparities between males and females and darker
and lighter-skinned subgroups, with the most significant
update occurring for the dark-skinned female subgroup,
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which undergoes a 17.7–30.4% reduction in error between
audit periods. In this study, a series of ethics metrics are pre-
sented.

Kaul and Soofastaei [10] address the current state of AI
ethical principles in the mining industry. Later, they present
a series of guidelines and recommendations on how to use
AI ethically across the project lifecycle (CRISP-DM). The
goal is also to help the organization understand, evaluate and
mitigate bias using the appropriate fairness metrics. They
present some fairness metrics and bias mitigation algorithms
to help remove bias (e.g., equal opportunity, demographic
parity, disparate impact, Theil index, among others).

Kasirzadeh [11] addresses feminist political theory (the
work of Iris Marion Young) and argues that a primarily dis-
tribution approach to the local allocation of material and
computational goods is too narrow to adequately address or
accommodate concerns about social injustice vis-à-vis algo-
rithmic fairness. It argues that algorithmic fairness is morally
salient and requires philosophical attention and that algorith-
mic ecosystems are socio-technical entities and are therefore
receptive to different sources of social injustice. It argues that
the metrics are just concerned with local matters of distribu-
tional justice. However, not all sources of social injustice are
distributional, some are structural. The paper also argues for
six positive corollaries of the adoption of socially responsible
algorithmic fairness as the conceptual basis for research into
the infrastructural fairness of algorithmic ecosystems and
their direct effects. In summary, the paper attempts to con-
nect some dimensions of the philosophical works of Young
to algorithmic fairness. In the process, it discusses counter-
factual comparison, demographic parity, equal opportunity,
etc.

Zafar et al. [12] focus on an algorithm for diabetic
retinopathy screening and risk stratification.According to the
study, additional performance metrics are needed that extend
beyond the assessment of technical accuracy in order to com-
prehensively understand the influence of AI algorithms on
patient outcomes. There is a need for real-world evaluation of
safety, efficacy and equity (bias), impact of patient outcomes,
ethical evaluation (using federated learning to test privately
against the same algorithm rather than using pooled data),
logistical and regulatory evaluation. In summary, the article
focuses on arguing that there is a need for real-world valida-
tion and testing. It also makes reference to equal opportunity
and equalized odds when addressing bias, arguing that there
are two types of AI bias that are well defined: the (in)equality
of opportunity (equal precision) and the (in)equality of odds
(equal false positive and false negative rates) that can occur
at all stages of the development of AI algorithms.

Bae and Xu [13] present two state-of-the-art pedestrian
trajectory prediction models for age and gender bias across
three different datasets (JAAD, PIE, and TITAN). The goal
is to design and utilize novel evaluation metrics for compar-

ing model performance (mean MSE, Mann–Whitney U test,
Wasserstein distance).Bothmodels (BiTraP, SGNet) perform
worse on children and the elderly compared to adults. The
paper also identifies potential sources of biases and some
metrics to identify them (demographic parity/statistical par-
ity), as well as discussing several limitations of the study. It
concludes that there is no clear difference between genders.

Kasirzadeh andClifford [14] lay the foundation for amore
detailed analysis of the fairness principle by first exploring
the potential for fairness metrics to operationalize the prin-
ciple in order to more adequately respond to the potential
for unfair outcomes. The paper also argues that there is a
significant limitation to the use of fairness metrics to pro-
cess personal data fairly. It discusses popular metrics for the
assessment of algorithmic fairness, such as statistical par-
ity and equality of opportunity, and also one way to provide
a more concrete analysis of the notion of individual fairness
by using counterfactuals. It concludes that the technical chal-
lenges have an impact on the usefulness of Data Protection
Impact Assessments irrespective of a controller’s willing-
ness to actively engage in the process. It also concludes that
the fairness metrics are context dependent and have vary-
ing interpretations of fairness according to different fairness
metrics. Additionally, it concludes that data controllers play
a key role in the determination of what is fair.

Cortés et al. [16] introduce the notion of locality and
defines structural interventions. They compare the effect
of structural interventions on a system compared to local,
structured-preserving interventions on technical objects. The
paper proposes a methodology (RISE) to account for ele-
ments of algorithmic discrimination based on social origin.
It places the algorithm in the social context in which it is
deployed instead of just considering the algorithm in iso-
lation. The framework allows for the identification of bias
outside the algorithm stage and proposes joint interventions
on social dynamics and algorithm design. To evaluate this
proposal, they use demographic parity, equal opportunity and
equalized oddsmetrics. The paper concludes by showing sev-
eral structural interventions in a model for financial lending
and concludes that structural interventions, unlike algorith-
mic interventions, can in fact help the system become more
equal.

Zhang et al. [18] address the existing conflicts and incon-
sistencies among accuracy and fairness metrics. The paper
considers how to simultaneously optimize accuracy andmul-
tiple fairness metrics more effectively. Not only that, but the
paper presents 16 fairness metrics and, based on the obtained
correlations, concludes that 8 fairness metrics represent all
16. The paper also views the mitigation of unfairness as a
multi-objective learning problem, and a multi-objective evo-
lutionary learning framework is used to optimize the metrics
simultaneously. Afterward, ensembles are constructed based
on the models in order to automatically balance different
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metrics. The authors also analyze the approach in eight dif-
ferent datasets and conclude that the framework can improve
fairness according to a broad range of fairness metrics, even
the ones not used in the multi-objective learning algorithms.
They present the results and conclude the model performs
well for both the eight fairness metrics used in training
(average odd difference, error difference, discovery ratio,
predictive equality, false omission rate difference, false omis-
sion rate ratio, false negative rate difference, false negative
rate ratio) and for the other eight fairness metrics not used in
training (error ratio, discovery difference, false positive rate
ratio, disparate impact, statistical parity, equal opportunity,
equalized odds, predictive parity).

Schedl et al. [19] address the necessity of discussing with
different stakeholders when investigating biases and fair-
ness in the value chain of recommendation systems. It also
points out that there are discrepancies between computational
metrics of bias and fairness (disparate impact, generalized
entropy index, statistical parity) and their actual individual
and societal perception. It points out that bias cannot be mea-
sured in a fully objectiveway, but it pushes for amore holistic
perspective onhumanperception in relation to psychological,
sociological and cultural backgrounds. It finally discusses
metrics of bias and fairness, as well as technical debiasing
solutions in the context of ethical considerations and legal
regulations.

Goethals et al. [20] address the use of counterfactual expla-
nations to assess the fairness of a model. Firstly, the paper
presents some fairness metrics (demographic parity, dis-
parate impact, equal opportunity, equalized odds, statistical
parity) and counterfactual fairness. The paper also argues that
the counterfactual explanations can not only detect explicit
bias (when using a sensitive attribute) but also implicit bias
(when not using the sensitive attribute). It presents the Pre-
CoF metric (Predictive Counterfactual Fairness) which is
successfully used to detect implicit bias in the model in the
use cases.

Fleisher [22] argues that the method of individual fairness
does not serve as a definition of fairness and does not serve as
the onlymethod analyzed, nor should it be given priority over
other fairness methods. In the process, the paper addresses
equalizing odds, measuring statistical distance and achiev-
ing parity. The author presents four in-principles problems
for individual fairness, which are the insufficiency of similar
treatment (showing similar treatment is insufficient to guar-
antee fairness), systematic bias and arbiters (the method is at
risk of encoding human implicit bias), prior moral judgments
(individual fairness requires prior judgment, limiting its use-
fulness as a guide for fairness), and the incommensurability
of relevant moral values makes similarity metrics impossible
for many tasks (two values are incommensurable if there is
no common measure that can be applied to both values).

Wachter et al. [23] address the critical gap between
legal, technical and organizational notions of algorithmic
fairness. By analyzing EU non-discrimination law and the
jurisprudence of the European Court of Justice (ECJ) and
national courts, it identifies a critical incompatibility between
European notions of discrimination and existing work on
algorithmic and automated fairness. There is a clear gap
between statistical measures of fairness (e.g., demographic
parity, equalized odds) embedded in various fairness toolk-
its and governance mechanisms and the context-sensitive,
often intuitive, and ambiguous discrimination metrics and
evidential requirements used by the ECJ. The article makes
three contributions. First, the authors review the evidential
requirements to bring a claim under EU non-discrimination
law. Due to the disparate nature of algorithmic and human
discrimination, they conclude that the EU’s current require-
ments are too contextual, reliant on intuition and open to
judicial interpretation to be automated. Secondly, they show
how the legal protection offered by non-discrimination law is
challenged when AI, not humans, discriminates. Compared
to traditional forms of discrimination, automated discrimina-
tion is more abstract and unintuitive, subtle, intangible and
difficult to detect. Thirdly, they examine how existing work
on fairness in machine learning lines up with procedures for
assessing cases under EU non-discrimination law. The paper
proposes ‘conditional demographic disparity’ (CDD) as a
standard baseline statistical measurement that aligns with the
Court’s ‘gold standard’.

This concludes a summary of each paper’s contribution.
The following sub-sections describe and define the Ethical
principles considered in this work, as well as the identified
metrics.

3.2 Ethical principles

Over the past years, as a result of the need for more human-
aligned AI development, many principles have been put
forward and many subjects have become widely discussed.
Table 1 systematizes the key subjects identified in the 38
papers analyzed in the context of this SLR, as well as on the
Ethics Guidelines for Trustworthy AI [6].

Based on the literature review, the most frequently
addressed subject is Bias, which is mentioned in 22 papers
(58%), closely followed by Fairness, which is mentioned
in 20 studies (53%). Other frequent subjects include Trans-
parency, referred in 12 studies (32%), and Privacy,mentioned
in 11 studies (29%).

Precisely defining and distinguishing these subjects is
also often challenging, as some of them overlap signifi-
cantly according to the accepted definitions in the literature.
This happens because they have been proposed freely by
researchers, using terms that are sometimes synonymsor very
closely related. Since having a large number of (potentially
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Table 1 Frequency in which the identified subjects were addressed in
the 38 papers, in descending order

Subject Frequency (%)

Bias 22 (58%)

Fairness 20 (53%)

Transparency 12 (32%)

Privacy 11 (29%)

Accountability 7 (18%)

Governance 6 (16%)

Explainability 6 (16%)

Well-being 4 (11%)

Human Agency 2 (5%)

Non-maleficence 2 (5%)

Safety 2 (5%)

Robustness 1 (3%)

overlapping) key subjects might dilute the findings of the
work to be carried out, a decision was taken to cluster every
subject within a specific ethical principle based on the Ethics
Guidelines for Trustworthy AI [6].

Thus, Human agency was attributed to the ethical prin-
ciple of Human Agency and Oversight; Robustness and
Safety were clustered into Technical Robustness and Safety;
Privacy and Governance were assigned to Privacy and
DataGovernance; Transparency andExplainability toTrans-
parency; Bias and Fairness were clustered into Diversity,
Non-Discrimination and Fairness; Well-being and Non-
maleficence were assigned to Societal and Environmental
Well-being; and Accountability into Accountability.

This clustering allows to better understand the attention
that has been devoted by the literature to each ethical prin-
ciple, as detailed in Table 2, which presents the frequency
of each ethical principle considering the 38 articles. Table
3, on the other hand, organizes the 38 papers according to
the ethical principles they address. The results are compara-
ble to the previous ones, where the principle that was devoted
the greatest attention wasDiversity, Non-Discrimination and
Fairness, having been mentioned in 24 different papers
(58%), followed by Transparency being addressed in 14 dif-
ferent studies (37%) and Accountability with 7 presences
(18%).

Clearly, this analysis shows an imbalance between prin-
ciples (dominated by Diversity, Non-Discrimination and
Fairness). However, according to the goals of this work, we
deepen this analysis by examining which papers provide tan-
gible outcomes and practical metrics for assessing the ethical
condition of IA, and not merely mention a given principle.

As detailed in Table 4, only 12 articles out of 24 related
to Diversity, Non-Discrimination and Fairness presented in
fact at least 1 actual practical metric. Moreover, these articles

Table 2 Frequency in which an Ethical AI Principle was addressed in
the 38 articles, in descending order

AI ethical principle Frequency (%)

Diversity, non-discrimination and fairness 24 (58%)

Transparency 14 (37%)

Accountability 7 (18%)

Privacy and data governance 6 (16%)

Societal and Environmental Well-being 6 (16%)

Technical Robustness and Safety 3 (8%)

Human agency and oversight 2 (5%)

correspond to 100% of all articles that presented metrics and
to 34% of all full-text analyzed articles.

Thus, several key findings can already be drawn:

• Only a small amount of the articles (34%) provide an
actual objective and measurable metric;

• All the articles that mention objective metrics (12) relate
to the principle of “Diversity, Non-Discrimination and
Fairness”;

• There is a significant need to investigate and propose
novel metrics that can be used to quantify the level of
compliance of an AI system with the remaining ethical
principles.

Table 5 identifies the 12 articles that propose actual met-
rics, by principle. The following section discusses in detail
each of the identified metrics in these 12 articles.

3.3 Ethics metrics

After the analysis of the 12 studies that present actual
objective metrics, it is imperative to understand the specific
concept measured by each metric and how this is accom-
plished, to comprehend their relevancy.

Similar to the ethical principles, it was found that many
metrics are similar or even overlap in the concept they
represent, despite having slightly different names. Thus, a
similar exercise was conducted, in which groups of equiva-
lent metrics were clustered into a single one, so as to prevent
repetitions and better focus the analysis. Table 6 shows the
result of this clustering. The left column shows all the met-
rics found in the literature. These metrics have then been
clustered according to their meaning, as depicted in the right
column.

In total, after their clustering, 15 objective metrics have
been identified in the articles. Independently of their names
in the original papers, they will be, from this point onward,
referred to by the name on the right column of Table 6.
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Table 3 Analyzed papers
grouped by the addressed ethical
principle

AI ethical principle Articles

Diversity, non-discrimination and fairness [10–14, 16, 25–30, 41, 42] [18–23, 31, 32, 39]

Transparency [12, 14, 15, 17, 20, 24, 26, 28, 30, 31, 37, 41, 45] [33]

Accountability [14, 17, 26, 28, 31, 39, 41]

Privacy and data governance [15, 24, 26, 28, 33, 39]

Societal and environmental well-being [24, 26, 28, 31, 33, 34]

Technical robustness and safety [26, 30, 37]

Human Agency and Oversight [17, 31]

Table 4 Frequency in which an
Ethical AI Principle was
addressed in the final 12 studies,
the ones that present at least one
metric for the ethical assessment
of AI, in descending order

AI ethical principle General frequency (%) Frequency based on the
final selection (%)

Diversity, non-discrimination and fairness 12 (34%) 12 (100%)

Transparency 0 (0%) 0 (0%)

Accountability 0 (0%) 0 (0%)

Privacy and data governance 0 (0%) 0 (0%)

Societal and environmental well-being 0 (0%) 0 (0%)

Technical robustness and safety 0 (0%) 0 (0%)

Human agency and oversight 0 (0%) 0 (0%)

Table 5 Related articles that presented at least onemetric for the ethical
assessment of AI to its corresponding Ethical AI Principle in the final
12 studies, in descending order

AI ethical principle Articles

Diversity, non-discrimination and fairness [10–14, 16, 18–20,
22, 23, 26]

Transparency

Accountability

Privacy and data governance

Societal and environmental well-being

Technical robustness and safety

Human agency and oversight

As it’s clear to see, the majority of the metrics used to
assess the level of ethical compliance of AI are fairness
metrics. Fairness in machine learning refers to the various
attempts at correcting algorithmic bias in automated decision
processes based on machine learning models and identifying
historical systematic disadvantages.

According to the literature, there is a lack of consensus
in the community about what is considered bias or fair and
a lack of consensus among different measures. Since fair-
ness in different contexts can be interpreted into different
quantitative definitions to emphasize different perspectives,
no single measure has been accepted as a universal notion of
fairness quantification [18, 19].

There are several fairness metrics that, depending on the
context, are relevant and useful to mitigate and identify

bias. Fairness metrics can be defined into two conflicting
but complementary categories: group fairness and individual
fairness.

Group fairness is the idea that the average classifier behav-
ior should be the same across groups defined by protected
attributes, while individual fairness is the idea that all indi-
viduals with the same feature values should receive the same
predicted label and that individuals with similar features
should receive similar predicted labels. Individual fairness
includes the special case of two individuals who are the same
in every respect except for the value of one protected attribute
[22, 48].

Typically, protected (also called sensitive) attributes are
traits considered to be discriminative by law, such as gender,
race, age, among others [18].

As detailed in Table 6, a total of 33 distinct metrics were
identified; however, not all of these mentioned metrics are
unique; rather, someare identical andweremerely designated
by different names in different papers. In the remainder of
this section, every unique metric, identified by its clustered
name, will be described in detail.

Given that some of these concepts are rather abstract, and
in order to do this in a more concrete manner, in some cases,
the example scenario of a bank loan approval will be used.

Firstly, some general notation, which will be used in the
remainder of the section for the metrics and the bank loan
scenario:

• X ∈ Rd : quantified features of the applicant (e.g., educa-
tion, work experience, college GPA, income, etc.). These
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Table 6 Number of times that a
metric was referred or
mentioned in the articles (left)
and the Number of times that a
specific metric was referred or
mentioned in the articles based
on the clustering of similar
definitions into a single metric
(right). This clustering of similar
definitions was established by
comparing many references
from different authors and by
analyzing the definitions and
formulas of multiple metrics
that were found to be identical.
This extensive analysis is
presented in this section for each
metric in particular

Metric Times mentioned Clustered metric Total

Statistical parity 8 Demographic parity 15

Demographic parity 6

Statistical distance 1

Equalized odds 6 Equalized odds 11

Accuracy parity 5

Equal opportunity 7 Equal opportunity 10

False negative rate balance 1

False negative rate parity 1

False negative rates difference 1

Calibration 3 Predictive parity 9

Predictive parity 2

False discovery rate difference 1

False discovery rate parity 1

False omission rate difference 1

False omission rate parity 1

Counterfactual 2 Counterfactuals 5

Counterfactual analysis 1

Counterfactual comparison 1

Predictive counterfactual fairness 1

Disparate impact 4 Disparate impact 5

Proportional parity 1

False positive rate balance 1 Predictive equality 3

Predictive equality 1

False positive rate parity 1

Generalized entropy index 1 Generalized entropy index 2

Theil index 1

Average odds difference 2

Error difference 2

Error ratio 1

False discovery rate ratio 1

False negative rates ratio 1

False omission rate ratio 1

False positive rates ratio 1

are the observed characteristics of an individual (vari-
ables);

• A: sensitive attribute/protected feature (e.g., sex, race,
ethnicity);

• C = c(X , A) ∈ 0, 1: binary predictor (classifier) (e.g.,
approved/rejected), which constitutes a decision based
on a score R := r(x, a) ∈ [0, 1]; in this case c(X , A)

decides if the person should be given (1) or denied (0) a
loan.

• Y ∈ 0, 1: target variable (binary outcome variable) (e.g.,
approved/denied);

• Ŷ ∈ 0, 1 predicted decision of target variable;

• Assume X , A,Y are generated from an underlying dis-
tribution D
i.e., (X , A,Y ) ∼ D;

• Denote Pa[Y ] := P[Y |A = a].

We also briefly describe some concepts that are funda-
mental to understand the metrics (Fig. 3):

• True positive (TP) is a granted loan to someone who can
pay it back;

• False positive (FP) is a granted loan that goes on to default
(failed to pay the loan);

• False negative (FN) is a loan denied to someone who can
pay it back;
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Fig. 3 Diagnostic testing diagram. Retrieved from: Wikipedia:https://en.wikipedia.org/wiki/Precision_and_recall

• True negative (TN) is a loan denied to someone who
would default;

• True positive rate (TPR) is the proportion of people who
could pay back loans that were actually granted loans;

• False positive rate (FPR) is the proportion of people who
would default that were granted loans;

• False negative rate (FNR) is the proportion of people who
could pay back loans that were actually denied loans;

• True negative rate (TNR) is the proportion of people who
would default that were actually denied loans;

In this situation, both false positives and false negatives
are detrimental to both parties, as a false positive costs the
lender due to the unpaid loan debt and a false negative costs
the borrower due to the financial damage caused by loan
default.

A false negative results in financial loss for the bank as it
prevents the collection of interest on a repayable loan, while
it also imposes a cost on the borrower by denying them access
to credit that is rightfully theirs.

Next, we detail each of the metrics identified in the liter-
ature.

3.3.1 Demographic parity (DP)

Demographic parity or statistical parity is the same concept
according to the literature [49]. Statistical distance, in this
case, refers to the difference between the probability of a

prediction being positive between two different groups, the
same as both demographic and statistical parity. This metric
is also known as independence in some cases.

The goal of demographic parity is to make the selection of
each segment of a group’s probabilities as equal as possible,
indicating that the model’s predictions are not biased with
respect to demographic attributes. Demographic parity is the
property that the demographics of those receiving positive (or
negative) outcomes are identical to the demographics of the
population as a whole. Demographic parity speaks to group
fairness rather than individual fairness and appears desirable,
as it equalizes outcomes across protected and non-protected
groups [10, 50].

The equation for demographic parity is relatively straight-
forward and is typically expressed as follows:

For all a, b ∈ A:

DP := P(Y = y|A = a) = P(Y = y|A = b) (1)

In this equation:
P(Y = 1|A = a) represents the probability that the actual

outcome of the target variable (Y ) is positive (e.g., approval
for a loan) given that the individual belongs to demographic
group a (e.g., a protected group, like race = black).

P(Y = 1|A = b) represents the probability that the actual
outcome of the target variable is positive given that the indi-
vidual belongs to demographic group b (e.g., a non-protected
group, like race = white).
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3.3.2 Equalized odds (EqO)

Equalized odds is a bias mitigation technique combination
of both equal opportunity and predictive equality, where a
classifier has equality of odds when the protected and unpro-
tected groups achieve equality of TPR (equal opportunity)
and FPR (predictive equality) across the two groups [51].

Equalized Odds now considers conditional expectations
with respect to positive and negative labels, i.e., Y = 0
and Y = 1. In order to meet this criterion, the outcomes of
the subset of records belonging to the positive and negative
classes must be equal. In certain articles, it is also denoted as
false positive rate parity [51].

As previously stated, true positive parity is occasionally
referred to as equality of opportunity because itmandates that
the entire population, irrespective of the dominant group, is
afforded the chance to benefit from the decision (Y = 1) (See
Eq. (5)).

Likewise, false positive rate parity, sometimes referred to
as predictive equality, is described in Eq. (14).

Mathematically, it is equivalent to the conjunction of con-
ditions for false positive error rate balance and false negative
error rate balance definitions given above. In this instance,
this implies that the probability of an applicant with an actual
good credit score being correctly assigned a good predicted
credit score and the probability of an applicant with an actual
bad credit score being incorrectly assigned a good predicted
credit score should both be the same for male and female
applicants, for example [52].

EqO := P(Ŷ = 1|Y = y, A = a) =
P(Ŷ = 1|Y = y, A = b), y ∈ 0, 1

(2)

The inclusion of false positive rates takes into consid-
eration the varying costs associated with misclassification
across different populations. In instances where a model is
utilized to forecast an unfavorable result, such as the like-
lihood of recidivism, and this outcome disproportionately
impacts individuals fromminority communities, the presence
of false positive predictions can be seen as a manifestation
of pre-existing disparities in outcomes between minority and
majority populations. The concept of equalized odds aims to
ensure that the predictive accuracy of models is uniformly
high across all demographic groups. This approach penal-
izes models that exhibit strong performance solely on the
majority groups.

A weaker variant of the equalized odds is referred to
as Accuracy parity. The achievement of accuracy parity is
realized when the accuracies within subgroups, which are
determined by dividing the total number of successfully clas-
sified examples by the overall number of examples, exhibit
little disparity. One drawback of this less robust concept is

the potential trade-off between the false positive rate of one
group and the false negative rate of another group.

Accuracy parity requires that the classifier guarantees the
same accuracy in different sensitive attribute groups.

Accuracy (ACC) is defined as [10]:

ACCa = TP + TN

TP + FP + TN + FN
(3)

So, accuracy parity can be represented by:

ACCP := P(Ŷ = Y |A = a) = P(Ŷ = Y |A = b) (4)

3.3.3 Equal opportunity (EO)

Equal opportunity is a state of fairness characterized by a
fair treatment of individuals, where they are afforded iden-
tical opportunities and rights. The principle asserts that the
representation of any subgroup within a larger population
(such as gender or ethnicity) should be determined based on
the relative size of that subgroup in the overall population.
This determination should be made without any hindrance
from artificial obstacles, prejudices, or preferences, unless
specific justifications can be provided for certain distinctions
[10, 18].

Equal opportunity is a relaxed version of equalized odds
that only considers conditional expectations with respect to
positive labels (i.e., Y = 1). This metric requires equal out-
comes only within the subset of records belonging to the
positive class and is defined in some cases as equal true pos-
itive rates (true positive parity or balance).

In the loaning example, equal opportunity requires that
the individuals in group a who are qualified to be given a
loan are just as likely to be chosen as individuals in group b
who are qualified to be given a loan. However, by not con-
sidering whether false positive rates are equivalent across
groups, equal opportunity does not capture the costs of miss-
classification disparities [16].

EO calculates the ratio of true positives to positive exam-
ples in the dataset TPR = TP/P , conditioned on a protected
attribute.

Likewise, false negative error rate balance measures the
probability of a subject in a positive class to have a nega-
tive predictive value being the same across the groups. So,
equal opportunity, false negative rate parity, false negative
rate difference and false negative rate balance are similar.

A common denominator that emerged in the systematic
literature review is that different articles presented the same
metrics with different names. A conclusion that was taken
is that every time an article addressed difference, parity and
balance they were describing or referring to the same metric
and trying to achieve the same conclusions based on slightly
different equations/calculations. So in this case, false nega-
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tive rate parity, difference and balance are exactly the same
metric, justifying its clustering into a same ethic metric, this
being equal opportunity [16, 52, 53].

For all a, b ∈ A:

EO := P(Ŷ = 1|Y = 1, A = a)

= P(Ŷ = 1|Y = 1, A = b)
(5)

FNR difference measures the equality (or lack thereof) of
false negative rates between groups. In practice, this metric
(false negative rate parity) is implemented as a difference
between the metric value for group a and group b [52].

FNRP := P(Ŷ = 0|Y = 1, A = a)

= P(Ŷ = 0|Y = 1, A = b)
(6)

The condition for a prediction to be considered accurate
is satisfied when the false negative rates (FNRs) for both
the protected and unprotected categories are equal. In other
words, the FNR indicates the probability that an individual in
the positive class will receive a negative prediction, specif-
ically, in this context, the likelihood that an individual who
has the ability to pay back a loan will be rejected one.

In this example, this implies that the probability of an
applicant with an actual good credit score being incorrectly
assigned a bad predicted credit score should be the same for
both male and female applicants, for instance (or for both
white and black, etc.): P(Ŷ = 0|Y = 1, A = a) = P(Ŷ =
0|Y = 1, A = b). Mathematically, a classifier with equal
FNRs will also have equal TPR: P(Ŷ = 1|Y = 1, A = a) =
P(Ŷ = 1|Y = 1, A = b) [18, 52].

For that matter, when evaluating AI based on equal oppor-
tunity, both TPR balance or FNR balance are acceptable.

3.3.4 Predictive parity (PrP)

Predictive parity, calibration, or false omission rate difference
(or parity) can also be described as Sufficiency [54] in some
instances.

The predictive value parity is satisfied when both positive
predictive value parity (PPV-parity) and negative predictive
value parity (NPV-parity) are satisfied, for both protected and
unprotected groups.

PPV is the probability of a subject with positive predictive
value to truly belong to the positive class. In the bank loan
scenario used as example, PPV is the proportion of granted
loans that were paid back, and the NPV is the proportion of
rejected loans that were denied to someone who could not
pay the loan [52].

PPV-parity equalizes the chance of success, given a
positive prediction. For example, in the bank’s example, PPV-

parity requires credit score rates to be equal across groups
(of admitted individuals).

So, for all a, b ∈ A::

Pr P := P(Y = y|Ŷ = ŷ, A = a) =
P(Y = y|Ŷ = ŷ, A = b), y ∈ 0, 1

(7)

This is equivalent to satisfying both:

PPVP := P(Y = 1|Ŷ = 1, A = a)

= P(Y = 1|Ŷ = 1, A = b) (8)

NPVP := P(Y = 0|Ŷ = 0, A = a)

= P(Y = 0|Ŷ = 0, A = b) (9)

In this example, this implies that, the score returned from
a prediction (used to determine the individuals’s eligibility
for the loan) for an individual, should reflect the person’s real
capability of paying for the loan.

In other words, for example, for both male and female
applicants, the probability that an applicant with a good pre-
dicted credit score will actually have a good credit score
should be the same [52].

Furthermore,mathematically, a classifierwith equal PPVs
will also have equal false discovery rates (FDRs):

FDRP := P(Y = 0|Ŷ = 1, A = a) =
P(Y = 0|Ŷ = 1, A = b).

(10)

An additional equation to prove false omission rate parity
is the other side of predictive parity:

FORP := P(Y = 1|Ŷ = 0, A = a) =
P(Y = 1|Ŷ = 0, A = b)

(11)

We conclude that when trying to measure the predictive
parity, the positive predictive parity, the negative predictive
parity, the false omission rate parity / difference and the false
discovery rate parity are all implicitly or explicitly obtained
and measured.

3.3.5 Counterfactuals (CF)

Kusner et al. [55] introduced the notion of Counterfactual
fairness, which is a form of fairness developed from Pearl’s
causal model. In this framework, the fairness of a prediction
made by themodel for an individual is determined bywhether
it remains consistent when the individual is hypothetically
assigned to a different demographic group [20].

The authors propose to employ counterfactuals and define
a decision-making process counterfactually fair if, for any
individual, the outcome does not change in the counterfactual
scenario where the sensitive attributes are changed.
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To measure this, they make explicit assumptions about
the causal relationships in the data. One way for a predictor
to be counterfactually fair is if it is a function of only non-
descendants of the sensitive attribute, so this will be different
depending on the chosen causal model [20, 55].

In other words, the predictor Ŷ is counterfactually fair if
under any context Y = y and A = a. The mathematical
formulation reads:

CF := P(ŶA←a = y|X = x, A = a) =
P(ŶA←b = y|X = x, A = a)

(12)

That is, taken a random individual with sensitive attribute
A = a and other features X = x and the same individ-
ual if she had A = b, they should have the same chance of
being accepted. The symbol ŶA←a represents the counter-
factual random variable Ŷ in the scenario where the sensitive
attribute A is fixed to A = a. The conditioning on A = a,
X = x means that this requirement is at the individual level,
in that is conditioning on all the variables identifying a single
observation [55].

3.3.6 Disparate impact (DI)

Disparate impact also known as proportional parity or even
adverse impact commonly refers to themeasurement of unin-
tentional discriminatory practice. It is a quantitative measure
of the adverse treatment of protected classes that compares
the positive outcome of one group versus another [56].

Disparate impact can also be part of the demographic par-
ity for some authors [10, 20].

DI is then not a difference or a parity, but the ratio of
predictions for a favorable outcome in a binary classification
task between members of the unprivileged group a to those
of the privileged group b [10]. For all a, b ∈ A:

DI := P(Ŷ = 1|A = a)

P(Ŷ = 1|A = b)
(13)

In the bank loan scenario, it can be the ratio of the pre-
diction for being approved for a loan between female and
male, for instance. Disparate impact is a one-side reformu-
lation of this condition, where 80% disparity is an agreed
upon tolerance decided in the legal arena. For example, if
the model predictions grant loans to 60% of men (group b)
and 50% to women (group a), then DI = 0.5/0.6 = 0.8, which
indicates a positive bias and an adverse impact on the other
group represented by a.

Values less than 1 indicate that group b has a higher pro-
portion of predicted positive outcomes than group a. This is
referred to as positive bias.

A value of 1 indicates demographic parity.

Values greater than 1 indicate that group a has a higher
proportion of predicted positive outcomes than group b. This
is referred to as negative bias.

3.3.7 Predictive equality (PrE)

Predictive equality also referred to as false positive error rate
balance is defined as the situationwhen accuracy of decisions
is equal across two groups, as measured by false positive rate
(FPR) [53].

A classifier satisfies this condition if subjects in the pro-
tected and unprotected groups have equal FPR, as indicated
by the fulfillment of the following equation. For all a, b ∈ A:

Pr E := P(Ŷ = 1|Y = 0, A = a) =
P(Ŷ = 1|Y = 0, A = b)

(14)

Mathematically, if a classifier has equal FPR for both
groups, it will also have equal TNR, satisfying the equation:

TNR := P(Ŷ = 0|Y = 0, A = a) =
P(Ŷ = 0|Y = 0, A = b)

(15)

3.3.8 Generalized entropy index (GE)

Generalized entropy index is proposed as a unified measure
of individual and group fairness by Speicher et al. [57]. It is
a measure of inequality at a group or individual level with
respect to the fairness of the algorithmic outcome [58].

This class of inequality indexes is based on the concept of
entropy. In thermodynamics, entropy is a measure of disor-
der.When applied to income distributions, entropy (disorder)
has the meaning of deviations from perfect equality [59].

Generalized Entropy Index measures the inequality
between all users with respect to how fair they are treated
by the algorithm. Entropy-basedmetrics such as Generalized
Entropy Index are a family of inequality indices that can be
used to measure fairness at both group level and individual
level.

The Theil index is the most commonly used flavor of GEI.
It can be considered a measure of the inequality between
all individuals with respect to how fair the outcome of the
algorithm is [57–59].

The GE index is defined as follows [57–60]:

GE(α) = 1

nα(α − 1)

n∑

i=1

[(
yi
y

)α

− 1

]
(16)

The values of the GE(α) index vary between 0 and ∞,
with 0 representing an equal income distribution and higher
values representing higher levels of income inequality. The
GE(α) index as shown in Eq. (16) defines a class because it
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assumes different forms depending upon the value assigned
to the parameter α, which is a weight given to inequalities in
different parts of the income distribution [60]. A positive α

captures the sensitivity of the GE index to a specific part of
the income distribution. With positive and large α, the index
GE will bemore sensitive towhat happens in the upper tail of
the income distribution. The less positive the parameter α is,
the more sensitive the index is to inequalities at the bottom of
the income distributionwhile themore positive the parameter
α is, the more sensitive the index is to inequalities at the top
[59, 60].

In principle, the parameter ∞ can take any real values
from−∞ to∞. However, from a practical point of view, α is
normally chosen to be positive. This is because, forα <0, this
class of indices is undefined if there are zero incomes.GE(0)
is referred to as the mean logarithmic deviation, which is
defined as follows [60]:

GE(0) = −1

n

n∑

i=1

ln

(
yi
ȳ

)
(17)

GE(1) is known as the Theil inequality index, named after
the author who devised it in 1967 [60]. It is calculated as
the generalized entropy of benefit for all individuals in the
dataset, with alpha = 1. Thus, it measures the inequality in
benefit allocation for individuals [10].

The Theil index is defined as follows:

GE(1) = 1

n

n∑

i=1

yi
ȳ
ln

(
yi
ȳ

)
(18)

3.3.9 Average odds difference (AOD)

Average odds difference is a fairness metric used to assess
the difference in predictive performance between two groups
or populations (between unprivileged and privileged groups)
in terms of both false positive rates and true positive rates. It
focuses on measuring the balance of the prediction outcomes
among different groups [10, 61].

So, the average odds denote the average difference in FPR
and TPR for groups a and b [18], defined by the following
equations.

For all a, b ∈ A:

AOD := 1

2
[(FPRA=a − FPRA=b)

+(TPRA=b − TPRA=a))]
(19)

This can be translated to:

AOD := 1

2
[(P(Ŷ = 1|Y = 0, A = a)−
P(Ŷ = 1|Y = 0, A = b))+

(P(Ŷ = 1|Y = 1, A = a)−
P(Ŷ = 1|Y = 1, A = b))] (20)

The ideal value of this metric is 0. A negative value (value
< 0) implies that the model produces higher false positive
rates and true positive rates for the privileged group (b), and
a positive value (value > 0) indicates a higher benefit for the
unprivileged group (a), both suggesting potential disparities
in predictive performance [10].

3.3.10 Error difference (ErrD)

Error difference is a metric that is intended to measure the
difference between the false positive and false negative rates
of unprivileged group (a) and the false positive and false
negative rates of privileged group (b).

The goal is to understand the proportion of missed predic-
tions based on the real value. This metric can be satisfied by
the following equation:

For a, b ∈ A:

ErrD := FPa + FNa

Nb + Na
− FPb + FNb

Nb + Na
(21)

This is equivalent to:

ErrD := P(Ŷ �= Y , A = a) − P(Ŷ �= Y , A = b) (22)

The ideal number is 0,meaning that both false positive and
negative rates for both privileged and unprivileged groups
are balanced. A negative value means there is a discrepancy
between groups’ predictions, meaning there may be poten-
tial bias toward the privileged group, since group b presents
a higher false positive and negative rate than group a. In rela-
tion to that, a positive value shows potential bias toward the
unprivileged group a.

3.3.11 Error ratio (ErrR)

Likewise, error ratio is a metric with the same intention of
the error difference, but now trying to look to the comparison
of both groups to try to understand how much of one group
is present in the other group, or, in other words, how two
distinct groups are related.

The metric is defined by the following equation:
For a, b ∈ A:

ErrR :=
FPa+FNa
Nb+Na

FPb+FNb
Nb+Na

(23)
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This is equivalent to:

ErrR := P(Ŷ �= Y , A = a)

P(Ŷ �= Y , A = b)
(24)

The ideal number is 1,whichmeans that both false positive
and negative rates for privileged and unprivileged groups are
balanced. A value close to zero indicates that there is a large
discrepancy between groups, meaning there are disparities
and potential bias toward the privileged group, since group b
presents a higher false positive and negative rate than group
a. In relation to that, a positive value greater than 1 shows a
potential bias toward the unprivileged group a.

3.3.12 False discovery rate ratio (FDRR)

Similar to false discovery rate parity, the false discovery rate
ratio is a method of conceptualizing the rate of type I errors
in null hypothesis testing when conducting multiple compar-
isons between two different groups.

Thismetric is used to assess the proportionof false positive
predictions among all positive predictions made by a classi-
fication model between two different sensitive attributes. It
quantifies the ratio of incorrect positive predictions relative to
the total number of positive predictions of sensitive attribute
a and attribute b and then compares them.

The formula for false discovery rate ratio is relatively
straightforward and is typically expressed as follows:

FDRR := P(Y = 0|Ŷ = 1, A = a)

P(Y = 0|Ŷ = 1, A = b)
(25)

3.3.13 False negative rate ratio (FNRR)

Similar to false negative rate parity, the false negative rate
ratio is used to assess the equality (or lack thereof) of the
false negative rates across groups. It quantifies the ratio of
incorrect negative predictions relative to the total number of
positive cases for the sensitive group a and the group b and
then compares them.

The equation for false negative rate ratio is typically
expressed as follows:

FNRR := P(Ŷ = 0|Y = 1, A = a)

P(Ŷ = 0|Y = 1, A = b)
(26)

3.3.14 False omission rate ratio (FORR)

Similar to false omission rate parity, the false omission rate
ratio is used to assess the equality (or lack thereof) between
groups of the rate of inaccurate “negative” predictions by the
model.

The formula for false negative rate ratio is typically
expressed as follows:

FORR := P(Y = 1|Ŷ = 0, A = a)

P(Y = 1|Ŷ = 0, A = b)
(27)

3.3.15 False positive rate ratio (FPRR)

Similar to false positive rate parity, this metric is used to
assess the equality (or lack thereof) of the false positive rates
across groups. It quantifies the ratio of incorrect positive pre-
dictions relative to the total number of negative cases, for
both unprivileged group a and privileged group b, compar-
ing them.

The formula for false positive rate ratio is typically
expressed as follows:

FPRR := P(Ŷ = 1|Y = 0, A = a)

P(Ŷ = 1|Y = 0, A = b)
(28)

3.4 Additional information

Some of the articles analyzed mentioned performance met-
rics such as accuracy (12), precision (5), AUC—Area Under
ROCCurve (3), recall (3),RMSE—RootMeanSquaredError
(1), MSE—Mean Squared Error (1), F1-score (1), Mann–
Whitney U test (1), among others. These are, however, in our
view a different kind of metric, which quantifies the over-
all predictive quality of a ML model. While these metrics
might be relevant to assess the level of ethical compliance
of a system, be relevant for ethical requirements such “Tech-
nical Robustness and Safety” and would surely be useful to
create ethics metrics, they cannot be exclusively considered
ethics metrics per se. For instance, accuracy can evaluate
the predictive quality of a model but not whether the model
is ethical; a model can have good overall/average accuracy
but poor accuracy for specific groups (discrimination). Not
only that, but these performance metrics obtained through
the full-text assessment were mostly referenced to evaluate
a model in terms of performance but not in terms of ethical
compliance. Additionally, although these performance met-
rics are relevant and shouldn’t be completely overlooked and
discarded, they were not discussed like the previous ones
since they have received plenty of attention in non-ethical
contexts already.

For this reason, we consider their future use in building
novel ethics metrics, but we did not consider them in this
literature review with the same level of detail as the previous
ones.

Another relevant disclaimer about this systematic liter-
ature review is that we found several papers that, when
addressing the ethical compliance of AI, presented some
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solutions/tools or methods for ethical analysis, bias mitiga-
tion, or model performance enhancement. Such tools and
metrics that were identified in the literature (e.g, SHAP,
LIME, conformity assessment, BLEU score, average pop-
ularity GAP, transparency score, reporting rate, etc.) are
undoubtedly relevant in AI Ethics. However, while they can,
to some extent, facilitate the implementation of efforts toward
Ethical AI, they are not objective metrics per se, as discussed
previously, and are therefore outside of the scope of this lit-
erature review. While mentioned here, they are not given the
same level of detail as the identified metrics.

For instance, Ruf and Detyniecki [25] present two tools
that canhelpoperationalizeAI fairness.The fairness compass
helps choose what fairness means for each specific situation
through a fairness tree. The Fairness Library helps choosing
the best way to make AI fair by providing a series of algo-
rithms for bias mitigation. This specific paper is an example
of one that presents a relevant tool, but does not put forward
any specific metric.

The following sections discuss the main findings and lim-
itations of this work and the key conclusions.

4 Discussion

This work started with the goal and motivation to find a wide
range of objective ethics metrics, catering to, if possible, all
of the majority of the widely accepted principles. This would
make it possible forDataScientists to have a list of observable
metrics, that they could easily implement and integrate into
any Data Science pipeline in order to assess its alignment
with ethical principles and guidelines.

However, it results from this literature review that the sub-
ject of ethics in the area of AI is still relatively immature.
While it has gained significant theoretical attention as one
of the prominent subjects of discussion, practical solutions
in this area are still underdeveloped. Maybe more inter-
disciplinary efforts that include, aside from ethics experts,
specialists such as Computer Scientists, Data Scientists, ML
Engineers, or AI Architects could be beneficial.

In face of the lack of practical solutions, the prevailing dis-
course predominantly revolves around the future trajectory
of AI and the imperative of ethical considerations, yet only a
minority of researchers actively engage in developing viable,
measurable and practical solutions to address this challenge.

While several of the articles identified analyzed the chal-
lenges of AI, the ethical needs for AI, or howAI is impacting
society, these were mostly theoretical works. Thus, it was
challenging to draw specific conclusions or identify actual
metrics.

Furthermore, it is generally acknowledged that all eth-
ical principles are relevant when evaluating a Data Science
pipeline, although some variationsmay occur between fields.

For instance, while privacy is always important, it might be
more important in healthcare or education than in certain
industrial settings. However, the lack of ethics metrics in 6
out of 7 ethical principles can be seen as potentially hin-
dering the progress toward a safe, fair and all-encompassing
ethical AI. The reason for this unbalance can be explained,
from our perception, by the relative facility that there is in
assessing fairness by following a distributive and compara-
tive approach. Generally, by analyzing how data (e.g., raw
data, processed data, model outputs) are distributed across
sensitive features.

We must thus be aware that the field of AI Ethics is nowa-
days very much biased toward Fairness, with a significant
disregard for other principles. This is, in our opinion, both a
current handicap of the field but also a major research oppor-
tunity.

Interestingly, a superficial analysis of the literature might
appear to indicate that there are many more metrics than
those identified in this literature review. However, this hap-
pens as many of the existing metrics overlap significantly or
represent the same concept, albeit with a different denomina-
tion. A relevant contribution of this work was to reduce such
groups of equivalent metrics into a single one, contributing
to a clarification of the terminology and of the metrics avail-
able. Specifically, we reduced the original set of 33metrics to
15, which still represent the same concepts being measured.

Aside from this, this SLR, which is, to the best of our
knowledge, the first one with these goals, also systematized
the existing knowledge regarding objective metrics that can
be used to quantify the ethical alignment of a Data Science
pipeline. As such, Data Scientists can use it to select the most
appropriate metrics to monitor their systems, in a transparent
and standardized way. Unfortunately, the existing metrics in
the literature only allow to assess the system in terms of
fairness.

We plan on bridging this gap in future work by proposing
and implementing, in the form of a software library, a group
of metrics for each of the identified ethical principles. This
library will connect to different batch and streaming data
sources and allow for themonitoring of the associated ethical
principles out of the shelf. These metrics will be validated
in different Data Science pipelines across different domains
in an attempt to evaluate their truthfulness and usefulness.
While we expected this implementation and development
work to follow directly from this work, the current state of
affairs demands we first devise and implement the lacking
metrics.

4.1 Main findings

This systematic review of the literature on the topic of objec-
tive metrics to assess AI ethics identified 38 papers, which
were considered for full-text analysis. These were organized
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according to seven main ethical principles (defined as per the
ethics guidelines for trustworthy AI) based on the subjects
addressed.

According to the results of the analysis, 24 articles
addressed Diversity, Non-Discrimination and Fairness, 14
articles discussed Transparency, 7 articles focused on
Accountability, 6 addressed Privacy and Data Governance,
6 were associated with Societal and Environmental Well-
being, 3 articles related to Technical Robustness and Safety,
and 2 addressed Human Agency and oversight.

Out of these 38 studies, only 12 presented actual objective
metrics, all ofwhich related toDiversity,Non-Discrimination
and Fairness, which can be assigned to the well-known cat-
egory of Fairness Metrics.

Out of these metrics, the ones that were most frequently
mentioned were demographic parity, equal opportunity, pre-
dictive parity and equalized odds.

This research exposes several key aspects:

• There is a significant gap between theoretical research
and practice, or practical solutions. While the need for
metrics related to different principles is often mentioned,
the proposal of actual metrics that can be operationalized
is scarce;

• The research devoted to each principle is highly unbal-
anced. Some principles are much more prevalent than
others (whether in theory or practice). Moreover, all
the metrics found are related to the principle of Fair-
ness, which means that the adherence to the remaining
principles cannot be objectively evaluated in current AI
systems;

• The apparent wealth of metrics that are mentioned in
the literature is not actually so rich, as many of the pro-
posed metrics are actually slight variations (sometimes
with only a change in the denomination) or sometimes
measuring the exact same concept in a slightly different
way;

• Similarly, many ethical principles have been proposed
in the literature. However, many of them overlap or are
closely related. Although some authors argue that the
seven AI-HLEG principles around which this literature
review is organized are not maximally representative [5,
62–64], we find that all the metrics identified and the
related principles can, in fact, be grouped into those seven
main principles.

5 Conclusion

In this systematic literature review, a total of 38 papers,
from a pool of 66 candidates, were examined. These papers
were categorized according to seven ethical principles. There
were two articles that focused on the topic of Human

Agency and Oversight, three articles that addressed Techni-
cal Robustness and Safety, six articles that explored Privacy
and Data Governance, fourteen articles that examined Trans-
parency, twenty-two articles that explored into Diversity,
Non-Discrimination and Fairness, six articles that discussed
Societal and Environmental Well-being and seven articles
that were related to Accountability.

The bulk of studies consisted of academic publications
that articulated the necessity of addressing ethical concerns in
the field of AI and proposed potential theoretical frameworks
for achieving this objective. However, most studies did not
offer concrete, practical answers or demonstrate real-world
applications.

Among the articles subjected to comprehensive textual
analysis, only 12 articles were found to incorporate at
least one discernible and practical ethics metric. Notably,
these metrics were predominantly centered around fairness
and pertained to the ethical principle of Diversity, Non-
Discrimination and Fairness.

The most frequent metrics were Demographic Parity (15
times), Equalized Odds (11 times), Equal Opportunity (10
times), Predictive Parity (9 times), Counterfactuals (5 times),
Disparate Impact (5 times) and Predictive Equality (3 times).

The key conclusion drawn from this study is that there is a
severe lack of practical solutions for the ethical assessment of
Data Science pipelines in six out of the seven ethical princi-
ples considered. Thus, there is both the need and the scientific
opportunity to develop such embracingmetrics. Nonetheless,
the existing metrics were systematized, and the generated
knowledge can be used by Data Scientists to integrate stan-
dardized, transparent, and objective ethics metrics into their
pipelines, ensuring that their applications are observable in
terms of their alignment with ethical standards and guide-
lines.
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