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Abstract Collaborative filtering (CF) is one of the most
well-known and commonly used techniques to build recom-
mender systems and generate recommendations. However,
it suffers from several inherent issues such as data sparsity
and cold start. This paper tends to describe the steps based
on which the ratings of an active users trusted neighbors are
combined to complement and represent the preferences to the
active user. First, by discriminating between different users,
we calculate the significance of each user to make recom-
mendations. Then, the trusted neighbors of the active user
are identified and aggregated. Hence, a new rating profile
can be established to represent the preferences of the active
user. In the next step, similar users probed based on the new
rating profile. Finally, recommendations are generated in the
same way as the conventional CF with the difference that if a
similar neighbor had not rated the target item, wewill predict
the value of the target item for this similar neighbor by using
the ratings of her directly trusted neighbors and applying
MoleTrust algorithm, to combine more similar users to gen-
erate a prediction for this target item. Experimental results
demonstrate that our method outperforms other counterparts
both in terms of accuracy and in terms of coverage.
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1 Introduction

With the rapidly growing amount of information available on
the WWW, it becomes necessary to have tools to help users
to select the relevant part of online information. Collabora-
tive filtering, as the most popular approach in establishing
recommender systems, has been successfully applied for a
wide range of applications. However, it suffers from sev-
eral inherent issues such as data sparsity and cold start. To
resolve these issues and model user preferences more accu-
rately, additional information from other sources is studied
and combined into CF, including friendship [1], membership
[2,3] and social trust [4,5]. In this paper, trust is defined as
ones belief toward others in providing accurate ratings rela-
tive to the preferences of the active user. Both implicit trust
(e.g., [6,7]) and explicit trust (e.g., [8–11]) have been inves-
tigated in the literature. The former trust is inferred from user
behaviors such as ratings, whereas the latter is directly speci-
fied by users. By definition, the explicit trust tends to bemore
accurate and reliable than the implicit one. We focus on the
explicit trust in this paper.

In this paper, we propose a novel trust-based approach
called Effective Trust by incorporating the trusted neighbors
explicitly specified by the active users in the systems, aim-
ing to improve the overall performance of recommendations
and to reduce the data sparsity and cold-start problems of
CF., Specifically, we calculate the significance of each user
to make recommendations. Then, we combine the ratings of
trusted neighbors of an active user by averaging the ratings
on the commonly rated items according to the extent towhich
the trusted neighbors are similar to the active user and also
according to the extent towhich the trusted neighbors are sig-
nificant to make recommendations. The set of new ratings is
subsequently used to represent the active users preferences
and to find similar users based on user similarity. Finally,
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recommendations are generated in the same way as the con-
ventional CF with the difference that if a similar neighbor
had not rated the target item, we will predict the value of the
target item for this similar neighbor by using the ratings of her
directly trusted neighbors and applyingMoleTrust algorithm,
so as to combine more similar users to generate a prediction
for this target item. Experiments on Flixster data set are con-
ducted to demonstrate the effectiveness of our method in
terms of accuracy and coverage. The results confirm that our
method achieves promising recommendation performance,
especially effective for the users comparing with the other
counterparts.

The rest of the paper is organized as follows: Section 2
gives a brief overview of related research on trust-based CF
from which the research gap is identified and motivating our
present work. The proposed approach is then elaborated in
Sect. 3 where we also highlight the advantages of our method
in principle. Experiments on Flixster data set are conducted
in Sect. 4 to verify the effectiveness of our method in pre-
dicting items ratings, especially for the users. Finally, Sect. 5
concludes our work and outlines potential future research.

2 Related work

Many CF approaches have been proposed in the literature
to resolve the data sparsity and cold-start problems. Gener-
ally, they can be classified under two categories: memory
based and model based. The most well-known models that
are based on matrix factorization (MF) approaches are SVD
[12], NNMF [13] and tensor factorization [14]. Model-based
approaches usually can achieve better accuracy and cov-
erage than memory-based approaches. This is because the
former ones will train a prediction model using global rating
data, whereas the latter concentrate on local rating infor-
mation. However, model-based approaches cannot properly
explain how the recommendations are generated and effec-
tively adopt new ratings due to trained static models.

Trust information can be explicitly collected from users or
implicitly inferred from users rating information. The former
trust is specified directly by users themselves. Typical appli-
cations are FilmTrust1 and Epinions.com where each user
can specify others as trustworthy or untrustworthy. In con-
trast, implicit trust is usually inferred from user behaviors,
such as ratings.

The closest approaches to ours are as follows. Massa et
al. [10] analyze the drawbacks of conventional CF-based
recommender systems and elaborate the rationale why incor-
porating trust can mitigate those problems. They propose the
MoleTrust algorithm, which performs the depth-first search,
to propagate and infer trust in the trust networks. Empirical

1 trust.mindswap.org/FilmTrust/.

results show that the coverage is significantly enlarged, but
the accuracy remains comparable when propagating trust.
Similarly, Golbeck et al. [9] proposed a breadth-first search
method called TidalTrust to infer and compute trust value.
Both approaches substitute similarity with trust to predict
item ratings, and the performance of the two algorithms is
close [15]. Hence, we will only compare our method with
one of them, namely MoleTrust in this paper. In addition,
Chowdhury et al. [8] proposed to enhance CF by predict-
ing the ratings of similar users who did not rate the target
items according to the ratings of their trusted neighbors,
so as to combine more similar users for recommendation.
However, it performs badly in conditions where only few rat-
ings are available, which is the main concern of the present
work. Another recent work using the explicit trust network is
proposed by [11]. They improve the prediction accuracy by
reconstructing the trust networks. More specifically, the trust
links between two users will be removed if their similarity
is lower than a threshold. Empirical results show that good
performance was achieved in the cost of poor coverage, and
it failed to perform its function in conditions in which the
user similarity may not be computed.

The purpose of ourwork is to take a step further in address-
ing the cold-start and sparsity problems by proposing a novel
approach to combine trusted neighbors in CF.

3 The effective trust method

In this section, we will present the proposed Effective Trust
method the basic principle of which is to combine the rat-
ings of trusted neighbors to complement and represent the
preferences of active users. Four steps are taken to make rec-
ommendations. The architecture of the proposed method is
shown in Fig. 1. First, by discriminating between different
users, we calculate the significance of each user to make
recommendations. Second, the ratings of trusted neighbors
are combined into a single value for each item that is rated
by at least one trusted neighbor. Hence, a new rating profile
can be formed to represent the preferences of the active user.
Trust propagation may be needed to combine more trusted
neighbors, especially useful for the users that affected by the
cold start problem. Third, similar users probed based on the
new rating profile. Fourth, recommendations are generated
in the same way as the conventional CF with difference that
if a similar neighbor had not rated the target item, we will
predict the value of the target item for this similar neigh-
bor by using the ratings of her directly trusted neighbors and
applyingMoleTrust algorithm to combinemore similar users
to generate prediction for this target item. Detailed descrip-
tions as well as the insights of the Effective Trust method are
given in the subsequent sections.

123



Int J Data Sci Anal (2017) 3:297–307 299

Fig. 1 Model proposed approach

3.1 Effective trust process

For clarity, we introduce a number of notations to model the
recommendation problem. Specifically, we denote the sets of
all users, all items and all ratings as U , U I and R, respec-
tively. We keep the symbols u, v for the users and i , j for the
items. Then, ru,i represents a rating given by user u on item i
and takes a value in a certain rating scope, such as an integer
from 1 to 5, predefined by a recommender system. Hence,
the task of a recommender can be modeled as: given a set of
user-item-rating (u,i ,ru,i ) triplets, provide a best prediction
(u, j ,?) for user u on an unknown item j . The predicted rating
is denoted as r̂u, j . In a trust-aware recommender system, the
active user u may have identified a set of trusted neighbors
TNu . For each trusted neighbor v ∈ TNu , user u also speci-
fies a trust value tu,v ∈ [0, 1] indicating the extent to which
user u believes in user vs ability in giving accurate ratings.
For simplicity, the total numbers of items in the catalog are
denoted by Iu = {i |ru,i ∈ R, i ∈ I } and the set of users who
rated item i is denoted byUi = {u|ru,i ∈ R, u ∈ U }. Hence,
the recommendation problem can be re-described as: given a
set of user ratings (u, i, ru,i ) and a set of user trust (u, v, tu,v),
predict a best prediction (u, j, û j ) for an active user u on a tar-
get item j . We are most concerned with the predictive accu-
racy of the predicted ratings (relative to the real preferences)
and the percentage of target items that can be predicted.

3.1.1 Calculation the significance of each user

Guo et al. [16] have shown that some users are more signif-
icant than other users to make recommendations. Suppose
W = {1, . . . , 5} be the set of possible values for ratings. Let
V = {4, 5} be the subset ofWwith elements that are regarded
as relevant ratings. Let V c = 1, 2, 3 be the subset of W
with elements that are regarded as non-relevant ratings. Let

Du = {i ∈ I | ∈ ru,i ∈ V } be the set of items that user u has
rated with a relevant value. Let Eu = {i ∈ I | ∈ ru,i ∈ VC }
be the set of items that user u has rated with a non-relevant
value. To weight the importance of a rating, we use the fol-
lowing factors:

f1 = 1 − #Du

#Du + #Eu
(1)

f2 = #Du + #Eu

#Iu
(2)

According to factor f1, the lower the number of relevant
ratingsmade by user u, the higher the significance of the users
u relevant ratings. According to the factor f2, the higher the
number of ratings made by user u, the higher the significance
of user u to make recommendations. Finally, we define the
significance of a user to make recommendations as:

su =
(
1 − #Du

#Du + #Eu

)(
#Du + #Eu

#Iu

)
(3)

where su ∈ [0, 1] is the significance of user u to make
recommendations. Equation (3) provides a measure of the
significance of the user u to make recommendations. This
measure was calculated instead of the following:

– The ratio of the relevant ratings made by the user u to the
number of ratings made by u.

– The ratio of the number of ratings made by u to the num-
ber of possible ratings that a user may make (that is to
say, the number of items).

3.1.2 Aggregating trusted neighbors

The few rated users (rfu) are generally defined as the users
who have rated less than five items [10]. Hence, to better
model user preference, additional information is adopted. In
our case, users social trust information is utilized since users
in the systems can specify other users as trusted neighbors.
Since few rated users usually are less active in the systems,
they may not have a large number of trusted neighbors. We
conduct experiments to show the statistics for these users in
Flixster data set, the specifications of whichwill be presented
in Sect. 4.1. Figure 2 shows the distribution of trusted neigh-
bors for these users in Flixster data set. Specifically, most
few rated users have only few trusted neighbors, and only
few users have identified many trusted neighbors. Although
social trust can be regarded as a (strongly and positively)
additional information source to model user preference, the
availability of trust information for few rated users is rela-
tively limited.

Fortunately, trust can be propagated along with the web-
of-trust. That is, if user A trusts B and B trusts C, it can
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Fig. 2 Distributions of trusted neighbors for the few rated users on
Flixster data set

be inferred that user A trusts C to some extent. MoleTrust
[10] and TidalTrust [9] are two typical algorithms to infer
trust value. To better use trust information, it is necessary
to propagate trust in order to find more (indirectly) trusted
neighbors. In this work, we adopt the MoleTrust to infer
the trust value of indirectly connected users. Note that the
trust value in the data set is binary, i.e., 0 or 1, where 0
means no direct trust connections, whereas 1 indicates that
a user directly connects with and trusts another user. As a
result, the inferred trust value by the MoleTrust will be also
binary, and thus, we cannot distinguish trusted neighbors in
a shorter distance with those in a longer distance. This issue
may deteriorate the performance of trust-based approaches.
Hence, like [16] we adopt a weighting factor to devalue trust
in a long distance:

tu,v = 1

d
× t ′u,v (4)

where t ′u,v denotes the inferred trust value by the MoleTrust
algorithm, d is the shortest distance between users u and v

determined by a breath first search algorithm, and tu,v ∈
[0, 1] is the trust value that user u has toward another user v.
In this way, directly specified trusted neighbors will be more
trustworthy than the users in a long distance (but connected
in the trust networks). Note that the greater d is, the more
trusted neighbors will be inferred. However, the more cost
will be taken and more noise is likely to be combined. In this
work, we restrict d ≤ 32 to prevent meaningless searching
and save computational cost for large-scale data sets. In fact,
as we will show later, the Effective Trust method works well
enough when d is small.

2 The same setting is used in [8,10]. Better performance may be
achieved by setting d ≤ 6 and searching in a longer distance in the
trust networks.

Hence, a set of users can be identified as trusted neighbor-
hood for user u if the trust value of a user v is greater than a
trust threshold:

TNu = {v|tu,v > θt , v ∈ U } (5)

where θt indicates the trust threshold. Since the distance is
restricted by d ≤ 3, we presume that the all connected trusted
neighbors are useful and hence set θt = 0 for simplicity.
In addition, we presume that user u will always believe in
her own ratings as they are accurately reflecting her real
preferences.

3.1.3 Incorporating the ratings of trusted neighbors

After determining the trust neighborhood, a set of items can
be identified as the candidate items for the Effective Trust
process:

Ĩu = { j |rv, j ∈ R , v ∈ TNu , j ∈ I } (6)

That is, Ĩu consists of items that have been rated by at least
one trusted neighbor from the trust neighborhood. Then all
the ratings of trusted neighbors on each item j ∈ Ĩu will be
combined into a single rating based on the weights of trusted
neighbors:

r̃u, j =
∑

v∈TNu
wu,vrv, j∑

v∈TNu
|wu,v| (7)

where r̃u, j indicates the combined value for user u on item
j ∈ Ĩu based on the ratings of all the trusted neighbors,
and wu,v denotes the importance weight of user vs ratings
relative to the active user u. We claim that the importance
weight wu,v is composed of four parts: significance value sv ,
trust value tu,v , rating similarity simu,v and social similarity
ju,v . Hence, wu,v is computed as a linear combination of the
four parts:

wu,v = αsimu,v + βtu,v + γ sv + (1 − α − β − γ ) ju,v (8)

where parameters α, β and γ indicate the extent to which
the combination relies on rating similarity, trust value and
significance value, respectively. The rationale behind this
computation, i.e., incorporating four parts rather than trust
value only, is that people trusting each other may not share
similar preferences [17]. Specifically, it is possible that
trusted neighbors have low similarity. According to the work
conducted by [11], it is noted that trusted neighbors with high
similarity have a positive influence on the predictive accu-
racy after eliminating those with low similarity. In addition,
all users do not have equal significance to make recom-
mendations [18]. Guo et al. [16] also noted that making
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recommendations based on more significant users will result
in good accuracy and good coverage. Therefore, it is neces-
sary to consider both significance value, rating similarity and
trust value.

Pearson correlation coefficient [19] is often used to com-
pute user similarity based on ratings:

simu,v =
∑

i∈Iu,v
(ru,i − r̄u)(rv,i − r̄v)√∑

i∈Iu,v
(ru,i − r̄u)2

√∑
i∈Iu,v

(rv,i − r̄v)2
(9)

where simu,v ∈ [0, 1] is the similarity between two users u
and v, and Iu,v = Iu∩ Iv denotes the set of items rated by both
users u and v. In particular, simu,v > 0 means positive corre-
lation between users u and v, simu,v < 0 indicates opposite
correlation and simu,v = 0 implies no correlation. Alterative
similaritymeasures could be cosine similarity [19], Bayesian
similarity [20], etc.

In addition, as indicated by [11] and as a general belief,
even trusted users may not share similar preference and so
does the social similarity. In other words, the trust and social
similaritymaybe noisy and inaccurate. Considering the cases
with positive trust, significance and social similarity but neg-
ative similarity may not make sense or be expected. Hence,
we only consider the positively correlated users in this regard,
i.e., simu,v > 0,; another reason to this deals with its con-
sistency with the value range of significance, trust and social
similarity in (3), (4) and (10).

The fourth component is the ratio of commonly trusted
neighbors between two users u and v; the intuition is that
two users are socially close, if they share a number of trusted
neighbors. Hence, a trusted neighbor who also shares some
social friends will be regarded as more important than the
user who has no friends in common with the active user.
The social similarity is defined as the ratio of shared trusted
neighbors over all the trusted neighbors and computed by the
Jaccard index:

ju,v = |TNu ∩ TNv|
|TNu ∪ TNv| (10)

where ju,v ∈ [0, 1] indicates the social similarity of two
users u and v based on their trusted neighbors. Hence, the
importance weight wu,v can be computed using (8) since
the four components are derived by (3), (4), (9) and (10),
respectively. In this way, all the ratings of trusted neighbors
on a certain item can be combined into a single value by (7).

Furthermore, since user u always gives accurate ratings
from her own viewpoint, all her ratings will be retained and
kept unchanged during the Effective Trust process as it is not
necessary for them to be approximated (by the ratings of other
trusted neighbors) in any way. Thus, we need to highlight
that only the ratings of trusted neighbors on the other items
that user u has not rated will be combined. To put it simply,

the active user will keep all her own ratings, and the ratings
of trusted neighbors will be used to complement her own
preferences so that a new more complete and accurate rating
profile can be formed and used to represent the preferences
of the active user.

3.2 Incorporating with collaborative filtering

Given the new rating profile on the item set Ĩu after the
Effective Trust process in Sect. 3.1, which represents the
preferences of the active user u, we then apply a conven-
tional CF technique to predict the rating of a target item j
that has not been rated by user u. More specifically, we first
probe a set NNu of similar users (i.e., nearest neighbors) for
user u based on the similarity between user u and other users
who either have rated item j or if they have not rated the
target item j we can predict the rating of the target item j for
them by using the ratings of their directly trusted neighbors
and applying MoleTrust algorithm to combine more simi-
lar users to generate prediction for this target item j . Then
the ratings of these nearest neighbors will be aggregated to
produce a prediction for user u on item j .

In general, Pearson correlation coefficient (PCC) is often
adopted to measure the similarity between two users u and
v as sim′

u,v according to their ratings on the items that they
commonly rated (see (9)):

sim′
u,v =

∑
i∈Iu,v

(r̃u,i − r̄u)(rv,i − r̄v)√∑
i∈Iu,v

(r̃u,i − r̄u)2
√∑

i∈Iu,v
(rv,i − r̄v)2

(11)

where Iu,v = Ĩu ∩ Iv denotes the set of items rated by both
users u and v after Effective Trust process, r̄u and r̄v are the
average ratings for users u and v, respectively.

After computing user similarity, a group of similar users
are then selected into the nearest neighborhood NNu of the
active user u. Herein we use the thresholding method, i.e.,
adopting, the users whose similarity with the active user u,
is greater than a predefined threshold:

NNu = {
v
∣∣sim′

u,v > θs , v ∈ U
}

(12)

where θs indicates a predefined similarity threshold. An alter-
native method to determine the nearest neighborhood is well
known as top K where the top K most similar users will
be used. However, since in this work we focus on the per-
formance of the few rated users, the top-K method is less
effective to determine the nearest neighborhood than the
thresholding method according to our experiments. Specifi-
cally, when we tune the values of K , no significant changes
are observed in the performance of comparing methods. This
may be due to the few similar users that can be identified
based on the little rating information. Therefore, we use the
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thresholding rather than the top-K method to select nearest
neighbors for the active users.

Finally, all the ratings of nearest neighbors are aggregated
to produce a prediction on a target item j that the active user
u has not rated [21,22]. We use the simple weighted aver-
age method, i.e., computing the average value of all ratings
provided by the nearest neighbors v weighted by their simi-
larity sim′

u,v with the active user u. Formally, the prediction
is computed by:

r̂u, j =
∑

v∈NNu
sim′

u,vrv, j∑
v∈NNu

|sim′
u,v|

(13)

where r̂u, j represents predicted value on item j . Hence, it
ensures that the users with greater similarity will have more
influence on predictions. We adopt the weighted average
because the two most related works [10,11] also take the
same equation.

3.3 An example

In this section, we intend to exemplify step-by-step applica-
tion of the Effective Trust method to generate a prediction
for a given item. Suppose there are nine users and nine items,
denoted by uk and i j , respectively, where k, j ∈ [1, 9] in a
certain system. Each user may rate a few items by giving an
integer rating ranged in [1,5] as given in Table 1. In addition,
users may specify other users as trusted neighbors as given
in Table 2, where an entry, for example, (u1, u2, 1) indicates
that user u1 specifies user u2 as a trusted neighbor. In this
example, we are interested in generating a prediction on a tar-
get item i5 (highlighted by the question mark) for an active
user u1. User u1 has only reported a rating 5 on item i3. She
has indicated that users u2 and u3 as her trusted neighbors and
both trusted users also pointed out others as trusted neigh-
bors. By linking all the trusted neighbors together, we form
a trust network for user u1 as illustrated in Fig. 3. Specifi-
cally, users are represented as nodes, and the trust links are
denoted as edges among users. Note that trust information is
asymmetric, that is, users u1 trusting u2 does not imply users
u2 trusting u1.

Second, the trusted neighbors of the active user are iden-
tified by allowing trust propagation in the trust network. In
Fig. 2, trust values between the active user u1 and other users
can be inferred by (4), and the results are presented in Table
3. In particular, as an active user, u1 always trusts himself
in giving accurate ratings and hence tu1,u1 = 1. Since users
u2 and u3 are directly specified by user u1, i.e., d = 1, their
trust values will be 1.0. For user u4, the minimum distance
to user u1 is 2, i.e., d=2. The shortest path of trust propaga-
tion is u1 → u2 or (u3) → u4, and the other path could be
u1 → u2 → u3 → u4. Hence, the trust value is computed
by tu1,u4 = 1/2 = 0.5. The minimum distance from users

Table 1 Data set consisting of rating information

i1 i2 i3 i4 i5 i6 i7 i8 i9 su

u1 5 ? 0

u2 5 4 3 2 0.222

u3 4 3 1 0.222

u4 3 5 2 0.222

u5 4 4 3 3 0.222

u6 3 3 5 5 0.222

u7 5 4 0

u8 4 2 1 0.222

u9 4 5 5 0

Table 2 Data set consisting of trust information

u1 u2 u3 u4 u5 u6 u7 u8 u9

u1 1 1

u2 1 1

u3 1 1

u4 1

u5 1 1

u6 1 1

u7

u8

u9

Fig. 3 Trust network

Table 3 Computed trust values between user u1 and others

u1 u2 u3 u4 u5 u6 u7 u8 u9

d 1 1 1 2 3 4

t(u1,uk ) 1.0 1.0 1.0 0.5 0.33 0.25

u1 to u5 will be: d(u1, u5) = d(u1, u4) + d(u4, u5) = 3,
and the distance to u6 can be computed in the same manner.
Note that this user will not be regarded as an inferred trusted
neighbors due to the constraint d ≤ 3, Hence, a set of users
T Nu1 = {u1, u2, u3, u4, u5} is identified as trusted neigh-
bors for active user u1, although the trust value of user u6 is
computable.
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Table 4 Combined rating profile for user u1

i1 i2 i3 i4 i5 i6 i7 i8 i9

r̄(u1, ii ) 4.31 4 5 3 2.72 1.73

Table 5 Computed similarity between user u1 and others

u1 u2 u3 u4 u5 u6 u7 u8 u9

PCC 1.0 0.870 0.854 0.793 0.913 −0.887 0.975 −0.932

Third, the ratings of trusted neighbors will be combined
using (7) and (8). For simplicity, in this examplewe setα = 0,
β = 0.8 andγ = 0.2 for (8), i.e., trust values and significance
values are used as user weights. The resultant combined rat-
ings are presented in Table 4. In particular, since user u1 has
rated item i3, we presume the active user will always believe
in her own ratings, and hence, there is no need to consider the
ratings of trusted neighbors. Therefore, the combined rating
on item i3 is equal to ru1,i3 = 5 (i.e., 5). For other items that
user u1 has not rated, the ratings of trusted neighbors will be
combined by (7). Take item i1 as an instance. The ratings of
users u2 and u4 will be averaged and weighted by their trust
and significance values, i.e.,

r̃u1,i1 =
5 × (0.8 × 1.0 + 0.2 × 0.222) + 3 × (0.8 × 0.5 + 0.2 × 0.222)

(0.8 × 1.0 + 0.2 × 0.222) + (0.8 × 0.5 + 0.2 × 0.222)

= 4.31

This procedure continues until all the items rated by at least
a trusted neighbor have been covered. A new rating profile is
formed and given in Table 4. The combined rating profile is
muchmore complete than the original. Fourth, user similarity
is computed by (11) based on the formed rating profile (see
Table 4). The results are given in Table 5. For consistency, the
similarity between user u1 and herself is 1.0. A set of users
NNu1 = {u2, u3, u4, u5, u8} is selected as nearest neighbors,
whose similarity is greater than the thresholds θs = 0 and
who either have rated the target item i5 or if they have not
rated the target item i5, we can predict the value of the target
item for them by using the ratings of their directly trusted
neighbors and applying MoleTrust algorithm, so as to com-
bine more similar users to generate prediction for this target
item i5. Note that user u3 did not rate item i5. The directly
trusted neighbors of user u3 are u2 and u4, so by applying
MoleTrust algorithm we have:

ru3,i5 = 1.0 × 3 + 1.0 × 2

1.0 + 1.0
= 2.5

Finally, a prediction for item i5 is generated by (13):

Table 6 Specifications of Flixster data set

Dataset #Users #Items #Rates #Trust Sparsity (%)

Flixster 2108 6356 50044 415883 99.63

r̃u1,i5 =
3 × 0.870 + 2.5 × 0.854 + 2 × 0.793 + 3 × 0.913 + 2 × 0.975

0.870 + 0.854 + 0.793 + 0.913 + 0.975
= 3.76

Compared with the values (2.72) shown in Table 4, the final
prediction is different from the combined ratingwhich is only
based on trusted and significant neighbors since more ratings
of similar users are used. In other words, generating a predic-
tion only based on trusted and significant neighbors may not
be reliable if only few trusted and significant neighbors can
be identified. This is the situation for the few rated users. In
contrast, by incorporating the ratings of trusted and signifi-
cant neighbors, the ratings of similar users can be adopted to
smooth the predictions.

4 Evaluation

In order to verify the effectiveness of the Effective Trust
method, we conduct experiments on one real-world data set.
Specifically, we aim to find out: (a) how the performance
of our method in comparison with other counterparts; (b)
what is the effect of trust propagation to our method and the
others.

4.1 Data acquisition

One real-world data set is used in our experiments, namely
Flixster3, that contains both the data of explicit trust state-
ments and user-item ratings. The specifications of data set
are summarized in Table 6.

Flixster is a social movie site in which users are allowed to
share their movie ratings, discover new movies and interact
with others who have similar taste. We adopt the data set4

collected by [23] which includes a large amount of data.
The ratings are real values ranged from 0.5 to 5.0 with an
interval 0.5, and the trust statements are scaled from 1 to
10 but not available. Hence, they are converted into binary
values, that is, trust value 1 is assigned to a user who is
identified as a trusted neighbor and 0 otherwise. Note that the
trust statements in this data set are symmetric. We sample a
subset by randomly choosing 2108 users who issued 50044

3 http://www.flixster.com/.
4 http://www.cs.sfu.ca/sja25/personal/datasets/.
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item ratings and 415883 trust ratings. The rating sparsity is
computed by:

Sparsity =
(
1 − #Ratings

#Users × #Items

)
× 100% (14)

It is noted that the selected data set is highly sparse, i.e., users
only rate a small portion of items in the system.

4.2 Experimental settings

In experiments, we compare the performance of our Effective
Trust method with a number of trust-based state-of-the-art
methods as well as a conventional user-based CF method.

– CF computes user similarity using the PCC measure,
elects the users whose similarity is above the predefined
similarity thresholds for (11), and uses their ratings to
generate itempredictions by (12). In thiswork, the thresh-
old θS is set 0 for all methods.

– MTx(x = 1, 2, 3) is the implementation of theMoleTrust
algorithm [10] in which trust is propagated in the trust
network with the length x . Only trusted neighbors are
used to predict item ratings.

– RN denotes the approach proposed by [11] that predicts
item ratings by reconstructing the trust networks. We
adopt their best performance settings where the corre-
lation threshold is 0.5, propagation length is 1, and the
top 5 users with highest correlations are selected for rat-
ing predictions.

– TCFx(x = 1, 2) denotes the approach proposed by [8]
that enhances CF by predicting the ratings of the similar
users who did not rate the items according to the ratings
of the similar users trusted neighbors, so as to combine
more users for recommendation. The best performance
that they report is achieved when the prediction iteration
x over trust network is 2. We adopt the same settings in
our experiments.

– UTx(x = 1, 2, 3) is our method with the trust propaga-
tion length x , tending to investigate the impact of trust
propagation on the Effective Trust method.

In addition, we split each data set into two different views
as defined in [10]: The view of All Users represents that
all users and their ratings will be tested, whereas the view
of few rated Users denotes that only these users who have
rated less than five items, and their ratings will be tested in
the experiments. In particular, we focus on the performance
in the view of few rated Users which mostly indicates the
effectiveness in mitigating the data sparsity and cold-start
problems.

4.3 Evaluation metrics

The performance of all the methods is evaluated in terms of
both accuracy and coverage. The evaluation is proceeding by
applying the leave-one-out method on the two data views. In
each data view, users ratings are hidden one by one in each
iteration and then their values will be predicted by applying
a certain method until all the testing ratings are covered.
The errors between the predicated ratings and the ground
truth are accumulated. The evaluation metrics are described
as follows:

– Mean Absolute Error, or MAE, measures the degree to
which a prediction is close to the ground truth:

MAE =
∑

u
∑

i |r̂u,i − ru,i |
N

(15)

where N indicates the number of testing ratings. Hence,
the smaller the MAE value is, the closer a prediction is to
the ground truth. Inspired by [24–26] who define a mea-
sure precision based on root-mean-square error (RMSE),
we define the inverse MAE, or iMAE as the predictive
accuracy normalized by the range of rating scales:

iMAE = 1 − MAE

rmax − rmin
(16)

where rmax and rmin are the maximum and minimum
rating scale defined by a recommender systems, respec-
tively. Higher iMAE values indicate better predictive
accuracy.

– Ratings Coverage, or RC, measures the degree to which
the testing ratings can be predicted and covered relative
to the whole testing ratings:

RC = M

N
(17)

where M and N indicate the number of predictable and
all the testing ratings, respectively.

– F-measure, or F1, measures the overall performance in
considering both rating accuracy and coverage. Both
accuracy and coverage are important measures for the
predictive performance.According to [24], theF-measure
is computed by:

F1 = 2.iMAE.RC

iMAE + RC
(18)

Hence, the F-measure reflects the balance between accu-
racy and coverage.
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Table 7 Predictive performance on the Flixster data set in the view of all users

View Approaches measured by MAE, RC and F1

CF MT1 MT2 MT3 RN TCF1 TCF2 UT1 UT2 UT3

All 0.786 1.079 1.008 0.940 0.820 0.795 0.781 0.744 0.735 0.711

Users 35.53% 2.77% 20.54% 48.71% 0.30% 51.29% 62.59% 56.35% 64.84% 69.60%

0.4967 0.0535 0.3284 0.6029 0.0061 0.6321 0.7122 0.6728 0.7266 0.7621

Table 8 Predictive performance on the Flixster data set in the view of few rated users

View Approaches measured by MAE, RC and F1

CF MT1 MT2 MT3 RN TCF1 TCF2 UT1 UT2 UT3

Cold 0.813 1.162 0.998 0.964 0.890 0.822 0.829 0.815 0.813 0.808

Users 19.25% 2.29% 18.70% 46.59% 0.13% 29.08% 39.99% 33.67% 40.97% 47.63%

0.3117 0.0445 0.3016 0.5850 0.0027 0.4290 0.5367 0.4772 0.5462 0.6027

Table 9 Improvements of all
methods comparing with CF in
F1

Dataset Views MTx (%) RN (%) TCFx (%) UTx (%)

Flixster All users 21.38 −98.77 43.39 53.43

Few rated users 87.68 −99.13 72.18 93.36

4.4 Results and analysis

In this section, we conduct a series of experiments on one
real-world data set to demonstrate the effectiveness of our
approach relative to others and thus to answer the research
questions proposed inSect. 4.Both data set views, namelyAll
Users, are tested. The results are presented in Tables 7 and 8
corresponding to the predictive performance on the Flixster.

4.4.1 Importance weights with parameters

An important step for the Effective Trust method is to com-
pute the importance weights of trusted neighbors which is
a linear combination of rating similarity, trust value, signif-
icance value and social similarity with parameters α, β and
γ [see (8)]. The experiments show that the settings of (α,
β, γ ) are (0.4, 0.3, 0.2) on Flixster. As the best parameters
are set by different value combinations across Flixster data
set, we may conclude that similarity (0.4) is more important
than trust value (0.3) which is superior to significance value
(0.2) which is superior to social similarity in determining
user preferences. Furthermore, it shows that rating, trust and
significance information are useful and should be integrated
to improve the recommendation performance.

4.4.2 Trust propagation in different lengths

An important factor for trust-based approaches is the use
of trust transitivity. By propagating trust values through

trust networks, more trusted neighbors can be identified, and
hence, the performance of CF can be further improved. We
investigate the influence of trust propagation on the perfor-
mance of the Effective Trust method. Compared with UT1,
UT2 and UT3 have a better accuracy and coverage. This may
be explained by that the combined ratings will be more accu-
rate. We may conclude that trust propagation is helpful to
improve recommendation performance, and for our method,
it shows that a short propagation length (i.e., 2) will be good
enough to achieve a satisfying performance. This is because
although more trusted neighbors can be identified via trust
propagation, it does not guarantee that the combined rating
profile will cover a lot more items and hence increase accu-
racy greatly. Rather, it is possibly that adding few trusted
neighbors may result in some noisy combined ratings (due
to few ratings) and hence harm the predictive performance.

To have a better view of the overall performance that
each method achieves, we further compute the percentage
of improvements that each method obtains comparing with
the CF in terms of F1. Formally, it is computed by5:

Improvement = Method.F1 − CF.F1

CF.F1
× 100% (19)

where Method refers to any one of the methods tested in
our experiments except the CF approach, whose F1 perfor-
mance is regarded as a reference. Hence, the greater positive

5 The formula can be referred to as the relative change defined in http://
en.wikipedia.org/wiki/Relative_change_and_difference.
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changes betweenMethod andCF, themore improvementswe
obtain. The results are given in Table 4 both in the view of
All Users and in the view of few rated Users. To explain, we
take one value in Table 9 as an example, namely 53.43% for
our methodUTx . In the view of All Users of Flixster, the best
Effective Trust method given in Table 7 is UT3 with F1 value
0.7621, while the F1 of CF is 0.4967. Hence, the improve-
ment is (0.7621−0.4967)/0.4967×100% = 53.43%,; other
values can be explained and verified as well. A conclusion
that canbedrawn from the results inTable 9 is that ourmethod
consistently outperforms the others (in term of improvement)
and significantly improve the performance of traditional col-
laborative filtering.

4.4.3 Comparison with other methods

For other methods, we obtain different results on Flixster
as given in Tables 7 and 8. More specifically, CF cannot
achieve large portion of predictable items. It confirms that
CF suffers from cold start severely. Unlike our imagination,
the RN method accomplishes bad accuracy and also cov-
ers the smallest portion of items, since only the ratings of
the users who have a large number of trusted neighbors and
high rating correlations are possible to be predicted. Hence,
RN is not comparative with others. Comparing with CF,
all other methods except of MT1 and MT2 achieve better
performance for few rated users. When only direct trusted
neighbors are used (MT1, UT1), our method achieves better
accuracy and coverage. When trust is propagated in longer
length, both accuracy and coverage are increased. Neverthe-
less, ourmethodoutperformsMTx in all propagation lengths.
TCF methods generally obtain better coverage in the view
of All Users. However, for few rated users, TCF functions
badly due to the limitation that it relies on CF to find sim-
ilar users before it can apply trust information on them. As
aforementioned, CF is not effective in few rated conditions.
This fact leads to bad performance of TCF methods. In con-
trast, our method is not subject to the ratings of few rated
users themselves. Instead, trust and significance information
are combined to form a more concrete rating profile for the
few rated users based on which CF is applied to find similar
users and hence generate recommendations. Consistently, we
come to a conclusion that the Effective Trust method outper-
forms the other approaches both in accuracy and in coverage
as well as a better balance between them.

5 Conclusion and future work

This paper proposed a novel method to combine trusted
neighbors into traditional collaborative filtering techniques,
aiming to resolve the data sparsity and cold-start problems
from which traditional recommender systems suffer. Specif-

ically, the ratings of trusted neighbors were combined to
complement and represent the preferences of the active users,
based on which similar users can be identified and recom-
mendations are generated. The prediction of a given item is
generated by averaging the ratings of similar users weighted
by their importance. Experiments on one real-world data
set were conducted, and the results showed that significant
improvements against other methods were obtained both in
accuracy and in coverage as well as the overall performance.
Further, by propagating trust in the trust networks, even bet-
ter predictive performance can be achieved. In conclusion,
we proposed a new way to better integrate trust, similarity
and significance to improve the performance of collaborative
filtering.

The present work depends on the explicit trust during the
Effective Trust process. However, usersmay not bewilling to
share or expose such information due to the concerns of, for
example, privacy. For future work, we intend to infer implicit
trust from user behaviors and enhance the generality of the
Effective Trust method.
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