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Abstract
The incorporation of heterogeneous data models into large-scale e-commerce applications incurs various complexities and 
overheads, such as redundancy of data, maintenance of different data models, and communication among different models 
for query processing. Graphs have emerged as data modelling techniques for large-scale applications with heterogeneous, 
schemaless, and relationship-centric data. Models exist for mapping different types of data to a graph; however, the unification 
of data from heterogeneous source models into a graph model has not received much attention. To address this, we propose 
a new framework in this study. The proposed framework first transforms data from various source models into graph models 
individually and then unifies them into a single graph. To justify the applicability of the proposed framework in e-commerce 
applications, we analyse and compare query performance, scalability, and database size of the unified graph with hetero-
geneous source data models for a predefined set of queries. We also access some qualitative measures, such as flexibility, 
completeness, consistency, and maturity for the proposed unified graph. Based on the experimental results, the unified graph 
outperforms heterogeneous source models for query performance and scalability; however, it falls behind for database size.

Keywords  Data mapping · E-commerce · Graph model · Ontology model · Relational model · Schema mapping

1  Introduction

The era of data modelling began with relational models rep-
resenting data in the form of relations and interconnections 
among them using foreign keys [9, 32]. The relational model 
is the most widely accepted data model owing to various 
features, such as normalisation, integrity, and consistency 
[5, 9]. However, this model is not suitable for applications 
requiring flexible schema and a higher number of joins for 
query processing [2, 21, 33]. To overcome such disadvan-
tages of the relational model, various other not-only-struc-
tured-query-language (NoSQL) models have been proposed 
(e.g. key–value models, document models, graph models, 
etc.). These models are suitable for various applications 
involving schema flexibility and faster query processing. 
However, these features are achieved at the cost of one or 

more properties, such as atomicity, consistency, isolation, 
and durability (ACID) [5, 17].

Subsequently, graphs have emerged as data modelling 
techniques for large-scale applications with heterogene-
ous, schemaless, and relationship-centric data [8, 33]. In a 
graph model, data are stored in the form of nodes and edges 
representing entities and relationships among the entities, 
respectively [25]. Nodes and relationships can have proper-
ties associated with them in the form of key–value pairs. 
The direct storage of edges with corresponding nodes helps 
in faster traversal of relationships in the graph model [21].

As several data models exist, it is very challenging to 
choose the appropriate data model for an application. For 
example, the relational model can be applied in e-com-
merce applications for transactional processing; however, 
these models do not cater to complex situations. Due to 
the inflexible schema and the higher number of joins, 
the relational model is inadequate for large e-commerce 
applications, requiring schema flexibility, personalised 
recommendations, etc. Therefore, other data models have 
also been considered for such applications. For exam-
ple, researchers have incorporated the ontology model 
in e-commerce applications for representing products 
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and their attributes [20, 39]. Graph models have been 
employed for the analysis of customer social networks in 
e-commerce applications [7]. However, the utilisation of 
heterogeneous data models in an application may leave out 
important relationships among entities of different data 
models. Moreover, queries entailing data from various 
data models may incur communication overheads [17].

To utilise the graph model for an application, its data 
needs to be mapped into the graph model. Different tech-
niques have been discussed for mapping different types 
of data to graph models. The mapping techniques from 
a relational model to a graph model have been discussed 
in [24, 32, 38]. In addition, a set of guidelines has been 
presented for mapping an ontology model to a graph model 
[16]. However, data unification from heterogeneous source 
models into a graph model has not received much atten-
tion. In this work, we propose a framework for the unifi-
cation of data from heterogeneous source models into a 
graph model. The motivation for adopting a graph model 
for the unification is due to its flexibility, and faster rela-
tionship traversals, which are important aspects in e-com-
merce applications [24]. We first transform each source 
model into a corresponding graph model and then unify 
all such graph models into a single graph. To assess this 
work’s applicability, we analyse and compare a few objec-
tive measures, such as run-time query performance, scal-
ability, and database size, of the proposed unified graph 
model with source data models. We also carry out the 
qualitative assessment of the different measures, namely 
flexibility, completeness, and consistency, for the proposed 
unified graph. The contributions of our research work are 
as follows:

•	 We design a framework for data mapping from heteroge-
neous source models into a unified graph model, and

•	 For the unification of data from different graph models, 
we propose an algorithm for schema unification from dif-
ferent schema graphs into a unified schema graph.

The rest of this article is organised as follows. We consider 
a motivating scenario to highlight the relevance of this work 
in Sect. 2. Next, we discuss the related work in Sect. 3. We 
present the proposed framework for the unification and 
illustrate the framework for e-commerce application data 
in Sect. 4. We detail the experimental design and include 
results in Sect. 5. Finally, we conclude this paper in Sect. 6.

2 � A Motivating Scenario

We have chosen this scenario from a popular e-commerce 
web application. When a customer clicks on a product, as 
shown in Fig. 1a, different types of results are generated 
by the application. In Fig. 1b, the products similar to the 
searched product are displayed. In Fig. 1c, the products 
liked by the customers with similar preferences are shown. 
In addition, the customer is provided with the option to 
explore the products with the same brand, colour, and cat-
egory (Fig. 1d).

As observed from this scenario, data from different 
sources is merged to provide appropriate recommendations 
to customers. Product attributes such as colour and brand 
have been considered to provide different results to custom-
ers. Customers’ search history of products has also been 
incorporated into the results.

Fig. 1   A scenario represent-
ing various search results in 
an e-commerce application: 
a product viewed by a given 
customer, b products similar to 
the searched product, c products 
liked by the customers with 
similar preferences, and d other 
optional results
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To model the scenario shown in Fig. 1, a graph model 
unifying the data from different data sources can be effec-
tively utilised (Fig. 2). The graph model stores different 
types of relationships a priori based on the requirements 
of the application; such an approach reduces overheads for 
the generation of search results. For this scenario, relation-
ships among products and customers have been created 
based on different features (Fig. 2); these relationships yield 
faster search results. For a given product, the products with 
the same brand, colour, etc., can be fetched in a one-level 
relationship traversal. In addition, the products visited by 
similar customers can be fetched in a two-level relationship 
traversal. The complexity of a traversal operation using the 
graph model is asymptotically lower than that of a join oper-
ation using the relational model [21]. Thus, the proposed 
framework for the unification of data from heterogeneous 
sources into a graph model is beneficial.

3 � Related Work

3.1 � Schemaless Data Models in E‑commerce

Schemaless data models are being evolved and adopted 
by applications to represent their data due to their flex-
ible nature [29]. The major categories of schemaless data 
models include: key–value model, document model, col-
umn-oriented model, and graph model [6]. Researchers 
have experimented with various schemaless data models 
for e-commerce applications to speed up query processing 
and improve search results. Liu et al. [20] incorporated the 
ontology model to store the preferences of customers which 

helped provide customised results to them. Zhang et al. 
[39] proposed a framework based on the ontology model 
for product information retrieval in e-commerce applica-
tions. The incorporation of ontology showed improvement 
of results over keyword-based searching.

Graph models have been applied successfully for data 
management and real-time recommendations by e-com-
merce companies, such as eBay and Walmart [11, 36]. Ríos 
et al. [28] represented co-purchased products in different 
transactions of e-commerce data in the form of a graph; they 
applied community detection techniques to find the clusters 
of similar products. Ranganath [27] utilised a graph model 
for representing query attributes which helped improve the 
ranking of relevant items for e-commerce queries. Ding et al. 
[10] proposed the snapshot-based dynamic graph to express 
users’ behaviour considering short-term and long-term pref-
erences for recommendations. The clustering of users and 
recommendations using the dynamic graph provided better 
results than other contemporary algorithms. Huang et al. 
[15] incorporated a graph model to assess the similarity 
among products. The generated graph model was utilised 
to analyse the impact of network parameters on the sale of 
products. Li et al. [19] included a graph model for repre-
senting different types of relationships among products in 
e-commerce applications. The graph-based modelling was 
found to be suitable for knowledge representation, search 
ranking, and recommendation.

3.2 � Graph Model‑Based Frameworks

The emergence of a graph as a data modelling technique has 
led to the design and development of different conceptual 
models for graphs. Virgilio et al. [34] proposed a technique 
for transforming an entity-relationship model into a graph 
database with a focus on minimising data access for queries. 
Angles et al. [4] proposed mapping techniques to transform 
an RDF database into a property graph database, includ-
ing data and schema. The authors verified the semantic and 
information perseverance of the proposed mapping tech-
niques. Pokorný [26] focused on the conceptual modelling of 
graph databases. The author also designed various types of 
integrity constraints to be incorporated into the graph data-
bases. Ghrab et al. [14] designed logical models for graph 
databases, their integrity constraints, and algebra to retrieve 
results from such databases.

Several frameworks have also been proposed for map-
ping different types of data into graphs. Petermann et al. 
[24] proposed an architecture for mapping relational data 

Fig. 2   Storage of relationships for results of the e-commerce search 
using a graph model
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from inter-related business information systems into a graph. 
Maccioni [22] proposed a flexible query answering system 
over graph modelled data. In this article, source data in dif-
ferent formats were converted into a graph and then different 
queries were performed on the graph model. Abulaish et al. 
[1] proposed a graph-based approach for modelling tweets in 
which relationships among tweets were created based on the 
correlation among them. The network was utilised for clus-
tering tweets for event detection. Noel et al. [23] designed a 
graph-based cyber-security model, which captured complex 
relationships among network entities. The generated graph 
model was utilised to predict possible attack paths as well 
as critical vulnerabilities.

Researchers have analysed and compared the perfor-
mance of the graph model with other data models. Vick-
nair et al. [32] performed several experiments to compare 
query performance, scalability, and space requirements of 
the graph model with the relational model. Based on the 
experiments, the graph model outperformed the relational 
model for structural as well as data queries. Yoon et al. [38] 
integrated heterogeneous biological data into a graph and 
compared its performance with the relational model. The 
research concluded the out-performance of the graph model 
over the relational model for various queries. Wang et al. 
[37] proposed a technique for improving query performance 
of the graph model based on the indexing of the query graph. 
For executing a query, the algorithm checked whether the 
new query was a sub/super query of the existing query graph 
and utilised it to run the new query. Maccioni [22] proposed 
a flexible query evaluation framework over heterogeneous 
data sources. The framework created a compressed graph 
model for processing queries, which significantly improved 

the query performance for different datasets. Kumar [18] 
designed various graph models to represent election tweets 
and analysed different types of queries on these data models. 
The author concluded the reduction in execution times by 
using the indices on frequently accessed attributes.

3.3 � Research Gaps

As per the state of the art of technology, multiple heteroge-
neous models have been utilised to represent different types 
of data in e-commerce applications [7, 19, 39]. However, 
queries entailing data from different data models may incur 
communication overheads [17]. Moreover, this may leave 
out important relationships existing among data from vari-
ous sources. Therefore, the unification of these heterogene-
ous data models into a single model is a challenging problem 
to be addressed. Petermann et al. [24] proposed a frame-
work for the unification of heterogeneous data sources into 
a graph; however, the unified graph’s performance was not 
analysed. Existing research articles in the literature focus on 
the mapping of data from relational/RDF models to graph 
models [16, 33]. In addition, the comparison of query per-
formance for graph models has been carried out with respect 
to relational or ontology models [3, 32]. Therefore, we iden-
tify the following research gaps:

•	 The unification of data from heterogeneous source mod-
els into a graph model has not been much considered, and

•	 The performance analysis of the graph model with het-
erogeneous source models has not been carried out.

Fig. 3   The proposed framework 
for the unification of heteroge-
neous data sources into a graph 
model
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In this work, we propose a framework to map data from het-
erogeneous source models into a unified graph model. The 
motivation for adopting a graph model for the unification is 
due to its flexibility, and faster relationship traversals [24]. 
We also compare the performance of graph models with 
heterogeneous data models.

4 � The Proposed Framework

We propose a framework for the unification of data from het-
erogeneous source models into a graph model, which con-
sists of three steps: (i) data source identification, (ii) schema 
and data conversion, and (iii) schema and data unification. 
These are depicted in Fig. 3.

4.1 � Terminology

Before discussing the proposed framework, we first describe 
terminologies used in this work, as follows:

•	 Source schema and source data: The source schema 
represents the schema of the data source considered for 
the unification. For different data sources, source sche-
mas can be relational models, ontology, graph models, 
etc. Source data represent data instances corresponding 
to the source schema [33].

•	 Schema graph and data graph: The schema graph 
represents the schema of the data source in the form of 
a graph model including nodes, relationships, and their 
properties [35]. The data graph represents data instances 
corresponding to the schema graph [33].

•	 Unified schema graph and unified data graph: The 
unified schema graph is the unification of different 

schema graphs where nodes of the same type are unified 
[24]. The unified data graph represents the unified data in 
the form of a graph corresponding to the unified schema 
graph.

4.2 � Data Source Identification

In an e-commerce application, different data sources are uti-
lised to provide relevant search results to customers. These 
data sources are represented in different data models based 
on requirements of the application. For example, an ontol-
ogy model can be used to represent products’ attributes [39]. 
Similarly, a graph model can be used to represent customers’ 
social network [7]. Therefore, the first step of the unifica-
tion is to identify all data sources as well as their schemas, 
which are further processed by the framework (Fig. 3). There 
may exist a data source having schemaless data model in an 
application. However, schemaless data models have implicit 
schema associated with them that can be extracted using 
different methods, as discussed in [6, 29].

4.3 � Schema and Data Conversion

The source schemas identified in the previous step exist in 
different data models; therefore, each of them is converted 
into a corresponding schema graph. Researchers have pro-
posed several techniques to convert various types of source 
schemas into a schema graph. The conversion from a rela-
tional schema into a schema graph is discussed in [33, 35]. 
In this work, we adopt an algorithm from [33] to convert a 
relational schema into a schema graph. We also propose an 
algorithm for schema conversion from an ontology model 
into a graph model based on guidelines discussed in [16].

Algorithm 1 Conversion from an Ontology Model into a Schema Graph
Input: Ontology {ONT}
Output: Schema Graph {SG}

1: SG ← φ
2: for all clsi in ONT.classes do
3: SG.addNode(clsi)
4: end for
5: for all dpi in ONT.DataProperties do
6: cls ← dpi.domain
7: cls.addProperty(dpi)
8: end for
9: for all opi in ONT.ObjectProperties do
10: clsd ← dpi.domain
11: clsr ← dpi.range
12: addEdge(clsd, clsr)
13: end for
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The steps for the conversion of an ontology model into a 
schema graph are presented in Algorithm 1. It takes an 
ontology ONT as input and returns a schema graph SG as 
output. The algorithm first initialises SG to � as shown in 
line 1. Then, it creates nodes in the SG corresponding to 
each class clsi in ONT (lines 2–4). For each data property 
dpi in ONT, its class cls is determined and the property 
is attached to the node corresponding to cls in SG (lines 
5–8). For each object property opi in ONT, its source class 
clsd and target class clsr are determined, and an edge is 
created from source class node clsd to target class node 
clsr (lines 9–13).

For each source schema SSi , schema graph SGi is gen-
erated using Algorithm 1. Based on SGi , source data SDi 
is also converted into the corresponding data graph DGi 
(Fig. 3).

4.4 � Schema and Data Unification

In this step, different schema graphs generated in the 
previous step are combined into a unified schema graph. 
This unification aims to combine nodes and edges of dif-
ferent schema graphs into a single schema graph. There-
fore, nodes representing same entities in different schema 
graphs are unified into one node by merging their attrib-
utes and relationships.

Fig. 4   Different data sources 
and their schema: a transac-
tional data (relational model), 
b social network (graph model) 
and c product description 
(ontology model)

Algorithm 2 describes the steps required for the unifi-
cation of schema graphs. It takes a set of schema graphs 
{SG1, SG2, ..., SGn} as input and returns a unified schema 
graph USG as output. The algorithm first initialises USG 
to � as shown in line 1. For each schema graph SGi , the 
algorithm processes nodes (lines 3–12) followed by edges 
(lines 13–18) of SGi . For each node nj of SGi , it adds nj to 
USG.nodes if it is not present in USG.nodes (lines 4–6). 
Then, it adds properties pk of nj to nj.properties . After pro-
cessing nodes of SGi , the algorithm adds edges ej of SGi to 
USG.edges (lines 13 and 14). Then, it adds properties pk of ej 

Algorithm 2 Unification of Schema Graphs
Input: Set of Schema Graphs {SG1, SG2, ..., SGn}
Output: Unified Schema Graph {USG}

1: USG ← φ
2: for SGi ∈ {SG1, SG2, ..., SGn} do
3: for all nodes nj in SGi do
4: if nj �∈ SGi.nodes then
5: USG.addNode(nj)
6: end if
7: for all properties pk in nj do
8: if pk �∈ nj .properties then
9: nj .addProperty(pk)
10: end if
11: end for
12: end for
13: for all edges ej in SGi do
14: USG.addEdge(ej)
15: for all properties pk in ej do
16: ej .addProperty(pk)
17: end for
18: end for
19: end for
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to ej.properties (lines 15–17). The same process is repeated 
for all schema graphs in the set.

Using Algorithm  2, the set of schema graphs 
{SG1, SG2, ..., SGn} is converted into a unified schema 
graph USG. Based on USG, the set of data graphs 
{DG1,DG2, ...,DGn} is also converted into a unified data 
graph UDG as shown in Fig. 3.

Using the architecture mentioned above, the data from 
heterogeneous sources with different data models are con-
verted into a unified data graph which is further used for 
query processing by different subsystems of an e-commerce 
application. The advantage of using the unified graph is the 
reduction in the query execution time. In addition, it reduces 
overheads of passing intermediate results from one model to 
another for query processing.

4.5 � An Illustration

To illustrate the proposed framework (Fig. 3), we con-
sider data from an e-commerce application with different 
data models. It consists of three different types of data: (i) 
transactional data, (ii) product ontology, and (iii) customer 
social networks. We have taken transactional data from an 
online repository1. The transactional data is represented in 
the form of a relational model consisting of four relations: 

Fig. 5   Schema graphs cor-
responding to a relational model 
in Fig. 4a, b graph model in 
Fig. 4b and c ontology model 
in Fig. 4c

Fig. 6   Unified schema graph for 
schema graphs in Fig. 5

1  https://​www.​kaggle.​com/​carri​e1/​ecomm​erce-​data/​data .

https://www.kaggle.com/carrie1/ecommerce-data/data%20
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CUSTOMER, ORDER, ORDER_DETAIL, and PRODUCT 
(Fig. 4a).

Product ontology has been crawled from the web and 
stored in RDF format containing four classes: PRODUCT, 
OS, BRAND, and PROCESSOR. Data properties and 
object properties associated with these classes are shown 
in Fig. 4c. Correspondingly, we have generated customer 
social networks using randomisation represented in the 
form of a graph model (Fig. 4b).

As described in the framework (Fig. 3), each source 
schema is converted into a corresponding schema graph. 
The schema graph corresponding to the relational model 
in Fig. 4a is generated using the technique given by [33] 
(Fig. 5a). As the schema of the social network of custom-
ers shown in Fig. 4b is already present in graph format, 
schema conversion is not required. For the product ontol-
ogy shown in Fig. 4c, the corresponding graph model 
(Fig. 5c) is generated using Algorithm 1. For each data 

source, the data graph is also generated based on the 
schema graph.

Different schema graphs shown in Fig. 5 are converted into 
a unified schema graph using Algorithm 2, as shown in Fig. 6. 
As CUSTOMER and PRODUCT nodes are present in more 
than one schema graph (Fig. 5), they are merged into the uni-
fied schema graph (Fig. 6). Based on the unified schema graph, 
different data graphs are also converted into the unified data 
graph.

5 � Experimental Design and Results

5.1 � Experimental Design

To demonstrate the effectiveness of our proposed work, we 
consider various objectives and subjective measures for the 
comparison of the unified graph with other data models. 
We design queries to analyse and compare the performance 
of source data models with the unified graph. The datasets 
contain data from heterogeneous sources, which are con-
verted into the unified graph using the proposed framework 
discussed in Sect. 4 (Table 1).

Datasets:
We consider data from heterogeneous sources: (i) trans-

actional data, (ii) product ontology, and (iii) customer social 
networks. We have taken transactional data from an online 

Table 1   Data subsets in increasing order of their size

Dataset No. of Transactions (K) Data Size (KB)

DS1 4 56
DS2 40 320
DS3 400 6570
DS4 2200 30900

Table 2   E-commerce queries for the comparison of unified graph with heterogeneous data models

R: Relational; O: Ontology; G: Graph

Query Before Unification Unified Graph

Data 
Model 
(R,O,G)

Operations Operations Description

Q1 R Aggregation 1-level traversal, aggregation For each product, find the number of times it has been 
purchased

Q2 3-level join 2-level traversal For a given customer c, find the products ordered by c
Q3 1-level traversal 1-level traversal For a given processor pr, find the products having 

processor pr
Q4 O 2-level traversal 2-level traversal For a given product p, find the products with the same 

brand as of p
Q5 1-level traversal Searching of nodes based on 

property value
For a given model m, find all the products having 

model m
Q6 3-level join (R), 2-level traversal (O) 4-level traversal For a given customer c, find the products with the same 

brand as of the products purchased by c in the past
Q7 R,O,G 1-level traversal (G), 3-level join (R) 3-level traversal For a given customer c, find the products purchased by 

the customers in the social network of c
Q8 1-level traversal (G), 3-level join 

(R), 2-level traversal (O)
5-level traversal For a given customer c, find the products with the same 

brand as of the products purchased by customers in 
the social network of c
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repository2, which is in the form of a relational model. Prod-
uct ontology is crawled from the web and stored in RDF for-
mat. Correspondingly, we have generated a social network of 
customers using randomisation. The schemas of heterogene-
ous data sources before the unification are shown in Fig. 4. 
The data from these heterogeneous sources are converted 
into the unified graph (Fig. 6) using our proposed architec-
ture. Further, we create appropriate indices in different data 
models for faster data access. The original dataset described 
above contains 400K e-commerce transactions and corre-
sponding customers, products, and their attributes. We cre-
ate subsets and supersets of the original datasets to analyse 
and compare the unified graph’s scalability and database 
size with heterogeneous data models. The subsets DS1 and 
DS2 contain 4K orders and 40K transactions, respectively. 
The complete dataset with 400K transactions is named DS3. 
The superset DS4 with 22,000K transactions is generated by 
randomisation of DS3. All datasets are stored in heteroge-
neous data models and the unified graph; then, we compare 
different performance measures.

Queries:
To compare the run-time query performance and scal-

ability of different data models, we design different queries, 
as shown in Table 2. The criteria for designing queries are 
based on the coverage of various functionalities of e-com-
merce subsystems as well as the coverage of different source 
data models [13, 39]. We design queries Q1 and Q2 to com-
pare the relational model with the proposed unified graph. 
To compare the ontology model with the proposed unified 
graph, we design queries Q3, Q4, and Q5. Similarly, queries 
Q6, Q7, and Q8 are designed to compare the proposed uni-
fied graph with heterogeneous source data models.

Set-up:
The experimental set-up consists of a system with an Intel 

Core i7 processor with 12 GB of RAM, running on Windows 
10, version 1709. During experimentation, only system pro-
grams and databases needed for query execution are run on 
the system. For the execution of queries on different data 
models, we chose MySQL3, Virtuoso4 and Neo4j5. for the 
implementation of relational, ontology, and graph models, 
respectively. The criteria for selecting these tools are their 
open source availability and support from the academic and 
scientific community. We have loaded different types of data 
in their corresponding databases for the execution of queries.

5.2 � Results

To assess the viability of the proposed framework, we have 
tested and compared the run-time query performance, scal-
ability, and database size of the unified graph with those of 
heterogeneous data models. We have also accessed quali-
tative parameters for the unified graph, such as accuracy, 
completeness, and flexibility.

5.2.1 � Run Time Query Performance

Query execution is considered an important criterion for 
the comparison of different data models [32]. Therefore, we 
have tested and compared the run-time performance of the 
unified graph with that of source data models for a prede-
fined set of queries (Subsect. 5.1). Using dataset DS4, we 
have executed each query ten times over source data models 
as well as the unified graph and measured their execution 
time in milliseconds. In addition, parameters for queries are 
generated randomly, and the same parameters are used to 
compare different data models.

We have used box-plots to compare the unified graph’s 
execution time with source data models. Although error-bar 
plots are the most popular method for showing data distribu-
tions, they are not appropriate for our results. The amount 
of information provided by error-bar plots is limited to two 
values, namely mean and standard deviation, which is also 

Fig. 7   Analysis and comparison of execution times of the unified 
graph with a relational, b ontology and c heterogeneous data models

2  https://​www.​kaggle.​com/​carri​e1/​ecomm​erce-​data/​data.
3  https://​www.​mysql.​com/.
4  https://​virtu​oso.​openl​inksw.​com/.
5  https://​neo4j.​com/.

https://www.kaggle.com/carrie1/ecommerce-data/data
https://www.mysql.com/
https://virtuoso.openlinksw.com/
https://neo4j.com/
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affected by the presence of outliers [12, 31]. The cold start 
execution time for queries can be much higher than the sub-
sequent execution times; therefore, error-bar plots may also 
give misleading results. On the other hand, box-plots can 
display different measures, including median, lower and 
upper quartiles, and whiskers. They also explicitly represent 
outliers. Thus, a box-plot helps to understand results with 
better accuracy and precision.

Comparison with relational model: To compare the uni-
fied graph’s performance with the relational model, we have 
considered queries Q1 and Q2 (Table 2). It can be observed 

from Fig. 7 that the cold execution time of Q1 using the 
unified graph is greater than that of the relation model, rep-
resented as outliers in box-plots. It is due to a single relation 
that is accessed in the relational model, whereas a one-level 
relationship traversal is performed for every product node 
in the unified graph. However, all other values such as the 
median, first, and third quartiles are lower for the unified 
graph than the relational model. For query Q2, the graph 
model outperforms the relational model in cold execution as 
well as in other subsequent executions (Fig. 7). Evidently, 
the time-complexity of relationship traversals in the graph 
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model is asymptotically lower than that of join operations 
in the relational model [21].

Comparison with ontology model:
We have executed queries Q3, Q4, and Q5 for fetching 

data from the ontology model before the unification and 
the unified graph model after the unification (Table 2). As 
observed for queries Q3 and Q4, the unified graph performs 
better in cold execution, represented as outliers in box-plots, 
as well as in other subsequent executions (Fig. 7). It shows 
the unified graph’s efficiency over the ontology model for 
such traversal queries [3]. For query Q5, the unified graph 
outperforms the ontology model as indices created on node 
properties in the graph model help in faster searching.

Comparison with heterogeneous models:
We have designed queries Q6, Q7, and Q8 entailing 

data from heterogeneous data models before the unifica-
tion and compared their execution time with the unified 
graph (Table 2). It can be observed from Fig. 7 that the 
graph model outperforms heterogeneous data models in 
cold executions and other subsequent executions for all the 
queries. The unified graph’s better performance is due to 
low-cost operations in the graph model compared with other 
data models. In addition, heterogeneous data models cre-
ate overheads for passing data from one model to another; 
this further increases execution time. Therefore, the unified 
graph performs much better for queries entailing data from 
multiple heterogeneous sources.

5.2.2 � Scalability

To analyse the impact of data size on execution times of dif-
ferent data models, we have executed queries on all datasets 
using the unified graph as well as source data models, and 
calculated their average execution times. For comparing the 
scalability of the unified graph with the relational model, 
we have executed queries Q1 and Q2 on both data models. 
It can be observed from Fig. 8, the growth of the average 
execution time of the unified graph is slower than that of 
the relational model. It justifies the scalability of the unified 
graph as compared to the relational model.

We have executed queries Q3, Q4, and Q5 on both data 
models to compare the unified graph’s scalability with the 
ontology model. As can be seen from Fig. 8, the growth of 
the average execution time of the ontology model is faster 
than that of the unified graph. The unified graph’s scalability 
is justified as the increase in the execution time of the uni-
fied graph is slower than that of the ontology model. Similar 
behaviour can be seen for queries Q6, Q7, and Q8, as rep-
resented in Fig. 8.

5.2.3 � Database Size

For each of datasets (Sect. 5.1), we have measured disk 
space utilised by the unified graph as well as heterogeneous 
source data models. It can be observed from Fig. 9 that the 
growth of the database size of the unified graph is faster than 
that of heterogeneous data models. It is due to the index-
free adjacency in the graph model, which physically stores 
relationships with associated nodes [32]. However, this is 
not a matter of much concern owing to the economics of the 
storage technology.

5.2.4 � Qualitative Measures

Qualitative measures are of great significance for the com-
parison of different data models. We have considered vari-
ous qualitative measures, namely accuracy, completeness, 
flexibility, and maturity. The similarity in results produced 
by heterogeneous models and the unified graph justifies the 
consistency and completeness of the unified graph. The 
graph model has a simple mutable schema, making it more 
flexible than other heterogeneous data models. However, 
the graph model may not be considered superior concern-
ing maturity as this currently has lower market penetration 
and a smaller user base.

•	  Flexibility: The graph model provides better flexibil-
ity over other data models. For instance, the schema of 
the relational model is difficult to modify for changing 
requirements. In the ontology model, properties of rela-
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tionships cannot be specified. On the other hand, the 
graph model provides better schema flexibility over other 
available data models. The graph model can also be used 
to specify types and properties of nodes and their rela-
tionships.

•	  Completeness: The queries chosen for the experimen-
tation were run on source data models and the unified 
graph using the same parameters. The equivalence of the 
result sets generated by heterogeneous data models and 
the unified graph ensures the unified graph’s complete-
ness. However, more extensive formal techniques need 
to be employed to verify completeness. This is an area of 
future research.

•	  Consistency: The usage of heterogeneous data models 
in an application may lead to inconsistency as data for 
some entities are present in different models. However, 
the unified graph aggregates the same entities in differ-
ent models and creates one node corresponding to them. 
Therefore, it is more consistent than the heterogeneous 
source data models. However, formal techniques need to 
be employed to verify consistency. This is also an area 
of future research.

•	  Maturity and support: Being an emerging data model, 
the graph model has lesser maturity and community sup-
port at present. There currently exist only few commer-
cial databases implementing graph models, but most of 
them do not implement most features of the graph model.

6 � Discussion and Conclusion

This research work proposes and validates an architec-
ture that can be used to unify data from heterogeneous 
data sources into a graph model. To validate the proposed 
framework’s effectiveness, we have analysed the run-
time query performance, scalability, and database size 
of the unified graph and compared them with those of 
heterogeneous source data models. We have shown that 
the graph model outperformed the relational as well as 
ontology models in all performance measures, except for 
aggregation queries. The cold execution time using the 
relational model for aggregation queries was lower than 
that of the graph model. However, the graph model out-
performed the relational model for descriptive statistics 
of the execution time, namely median, lower quartile, and 
upper quartile values. The unified graph performed much 
better for all queries entailing data from multiple hetero-
geneous sources before the unification. Besides, the uni-
fied graph was found to be more scalable compared with 
corresponding source data models. However, the database 
size of the unified graph was larger than that of source 
data models owing to the physical storage of relationships 
with associated nodes. We have also compared qualitative 

measures, such as flexibility, completeness, consistency, 
maturity, and support for various data models, and found 
them comparable. As an emerging technique, the unified 
graph model has less maturity and support than other data 
models at present.

As the graph model revolutionises, our work can be 
a prerequisite for e-commerce applications to map vari-
ous data sources into a unified graph. It can also help 
in unveiling relationships hidden in heterogeneous data 
sources. The data transformation into the unified graph 
will reduce the query processing time for different sub-
systems of e-commerce applications. However, there are 
some limitations to our research work. First, we have con-
sidered a few data models, namely relational and ontol-
ogy models, for the unification and comparison with the 
unified graph. In the future, we will also incorporate other 
emerging schemaless data models for the unification and 
analysis. Second, we have not considered entity linking for 
the unification of the same entities with different names 
in heterogeneous data models [30]. In the future, we will 
incorporate entity linking for the unification of these types 
of entities. In addition, we will apply the proposed unifica-
tion architecture in other domains such as e-mail targeting 
and social networking.
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