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Abstract
Governments, central banks, private firms and others need high frequency informa-
tion on the state of the economy for their decision making. However, a key indicator 
like GDP is only available quarterly and that too with a lag. Hence decision makers 
use high frequency daily, weekly or monthly information to project GDP growth in 
a given quarter. This method, known as nowcasting, started out in advanced coun-
try central banks using bridge models. Nowcasting is now based on more advanced 
techniques, mostly dynamic factor models. In this paper we use a novel approach, a 
Factor Augmented Time Varying Coefficient Regression (FA-TVCR) model, which 
allows us to extract information from a large number of high frequency indicators 
and at the same time inherently addresses the issue of frequent structural breaks 
encountered in Indian GDP growth. One specification of the FA-TVCR model is 
estimated using 19 variables available for a long period starting in 2007–08:Q1. 
Another specification estimates the model using a larger set of 28 indicators avail-
able for a shorter period starting in 2015–16:Q1. Comparing our model with two 
alternative models, we find that the FA-TVCR model outperforms a Dynamic Factor 
Model (DFM) model and a univariate Autoregressive Integrated Moving Average 
(ARIMA) model in terms of both in-sample and out-of-sample Root Mean Square 
Error (RMSE). Further, comparing the predictive power of the three models using 
the Diebold-Mariano test, we find that FA-TVCR model outperforms DFM consist-
ently. In terms of out-of-sample forecast accuracy both the FA-TVCR model and the 
ARIMA model have the same predictive accuracy under normal conditions. How-
ever, the FA-TVCR model outperforms the ARIMA model when applied for now-
casting in periods of major shocks like the Covid–19 shock of 2020–21.
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Introduction

Governments, central banks, private firms and others need high frequency data on 
the state of the economy for their decision making. However, data on Gross Domes-
tic Product (GDP) growth, a key indicator of the state of the economy, is typically 
available only on a quarterly basis and that too with a lag. In India, for example, the 
quarterly GDP estimate is made available with a lag of two months. Consequently, 
decision makers use high frequency monthly, weekly or daily information to project 
GDP growth for a given quarter. This method of gauging the present state of the 
economy using information from high frequency indicators is known as ‘nowcast-
ing.’ In this paper, we propose to employ a Factor Augmented Time Varying Coef-
ficient Regression Model (FA-TVCRM) to nowcast quarterly year-on-year (y–o–y) 
growth in India.

Nowcasting was first introduced by central banks in the advanced economies 
from around 2000 onwards. The approach initially adopted was the Bridge Model 
(BM) where quarterly frequency national accounts variables were regressed on their 
lagged values and other high frequency indicators, converted to quarterly frequency 
(Baffigi et al. 2004). Subsequently, more advanced techniques, mainly Dynamic Fac-
tor Models (DFMs) were developed (Giannone et al. 2008; Banbura et al., 2010). In 
this class of models, quarter-on-quarter GDP growth and month-on-month growth 
of a large set of monthly indicators are assumed to be driven by a set of unobserved 
factors which follow a Vector Auto Regression (VAR) structure among themselves. 
DFMs have been successfully implemented to nowcast GDP growth in Euro Area 
(Giannone et  al. 2008; Banbura et  al., 2010), Japan (Urasawa 2014) and Canada 
(Chernis and Sekkel, 2017).

Nowcasting GDP growth has always been a challenge in emerging market econ-
omies because of the limitations of data availability, irregular release of high fre-
quency indicators and frequent structural breaks in the data. Still, DFMs have been 
found to work satisfactorily for nowcasting GDP growth in countries like Brazil, 
Indonesia, Mexico, South Africa, Turkey, (Cepni et  al., 2019; Cepni et  al., 2020, 
Luciani et al., 2017). In India, the picture is mixed. While Bhattacharya et.al (2011) 
found that a bridge regression model performed better than a DFM, Bragoli and 
Fosten (2018) found that their DFM outperformed a bridge model. Bhadury et al. 
(2019) and Iyer & Sen Gupta (2020) also found DFMs to perform better compared 
to Random Walk and Auto Regressive Models.

In this paper, we have adopted a novel approach to address the frequent structural 
breaks in Indian GDP.1 We employ a Factor Augmented Time Varying Coefficient 

1  Basu (2020) found four structural breaks in post-Independence India—1964–65, 1978, 1990–91 and 
in 2004–05. Much of the Indian empirical literature has examined structural breaks for India pre–2011–
12 (the Great Financial Recession). However, Kar & Sen (2016) and Subramanian & Felman (2019) 
amongst others have presented evidence of a sharp economic slowdown post 2011–12.
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Regression (FA-TVCR) model following Bhattacharya et  al. (2019) and apply it 
using a large number of high frequency indicators to nowcast quarterly GDP growth. 
This model allows us to extract information from a large number of indicators and 
also inherently addresses the issue of frequent structural breaks in GDP growth. 
Comparing our model with two alternative models, we find that the FA-TVCR 
model outperforms a Dynamic Factor Model (DFM) and a univariate Autoregres-
sive Integrated Moving Average (ARIMA) model in terms of both in-sample and 
out-of-sample Root Mean Square Error (RMSE). Further, comparing the predictive 
power of the three models using the Diebold-Mariano test, we find that FA-TVCR 
model outperforms DFM consistently. In terms of out-of-sample forecast accuracy, 
both the FA-TVCR model and the ARIMA model have the same predictive accuracy 
under normal conditions. However, the FA-TVCR model outperforms the ARIMA 
model when applied for nowcasting in periods of major shocks like the Covid-19 
shock of 2020–21.

The rest of the paper is organised as follows: Sect.  2 details the model. 
Sect. "Model" describes the indicators that have been used. It should be pointed out 
that while monthly time series data is available for some indicators from 2004 to 
05 onwards, some monthly indicators for some additional variables are available for 
shorter periods, including a few since 2014–15. Accordingly, the model has been 
estimated separately for two separate periods: Specification I estimates the model 
for the period 2007–08:Q1 to 2019–20:Q3 using only 19 indicators. Specification 
II for the period 2015–16:Q1 to 2019–20:Q3 includes a larger set of 28 indicators, 
i.e., those available since 2004–05 plus those that are available from 2014 to 2015 
onwards. Sect. "The Data" reports the estimation results. Sect. "Model estimation" 
and "Performance of the models for the period including Covid-19 pandemic" dis-
cuss the forecast performance of the model for the pre-pandemic period Jan–Mar, 
2019 to Oct–Dec, 2019, and the pandemic period from Jan–Mar, 2020 to Jan–Mar, 
2021 respectively. Finally, Sect. "Concluding remarks" concludes the paper.

Model

Nowcasting of quarterly y–o-y GDP growth is essentially predicting the GDP 
growth for the quarter Qt, using information from high frequency indicators (we use 
monthly indicators for our analysis) spanning that particular quarter Qt. The estima-
tion process consists of the following steps:

(i)	 Depending on the flow of information for the set of monthly indicators for months 
i, where i = 1,2,3 span quarter Qt, the nowcasting is conducted for “2 months 
ahead”, “1 month ahead” and “zero month ahead” of GDP data released by the 
statistical agency of the country. Since high frequency indicators are released 
with different lags on different dates in a month, addressing the “ragged-edge 
data” problem at the end of the sample period is a major challenge in the now-
casting methodology. Converting monthly indicators into quarterly frequency by 
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forecasting the observation/s unavailable for the month/s in a particular quarter 
is a commonly used method of handling the ragged-edge data problem.2

(ii)	 When a monthly indicator Yi is available till month i = 1 in quarter Qt, we fore-
cast the values for i = 2 and 3 in quarter t using Seasonal ARIMA (p,d,q)(P, D, 
Q) model:

where L is the lag operator ( LYi = Yi−1 ); s is the seasonal period and hence 
s = 12 for monthly data; �(L) = 1 − �1L-�2L

2 −… . − �pL
p is the non-seasonal 

autoregressive (AR) operator; Φ(L) = 1 − Φ1L-Φ2L
2s −… . − ΦPL

Ps is the 
seasonal AR operator; �(L) = 1 − �1L-�2L2 −… . − �qL

q is the non-seasonal 
moving average (MA) operator; and �(L) = 1 − �1L-�2L2 −… . − �QL

Q is the 
seasonal MA operator. Here D stands for the number of differencing required 
to remove seasonal unit root. Similarly, d represents the number of differencing 
required to remove the non-seasonal unit root. Here ∈i is the i.i.d error with 
zero mean and variance �2 . The Seasonal ARIMA structure is optimally chosen 
using X13-SEATS Seasonal Adjustment Programme of U.S. Census Bureau. 
When a monthly indicator Yi is available till month i = 1 and 2 in quarter Qt, we 
forecast the values for i = 3 in quarter Qt using the same method. Forecasting 
is not conducted when information on a monthly indicator is available for all 
three months spanning quarter Qt.

(iii)	 Once information for all the three months spanning the quarter Qt are obtained, 
the monthly series is converted to quarterly frequency. The quarterly y–o-y 
growth of the indicator is then derived.

(iv)	 Assuming that a set of unobserved factors determines performance of the 
observed monthly economic indicators, the static factors are estimated from 
y–o-y growth in the set of monthly indicators converted to quarterly frequency 
using Principal Component Analysis (Stock and Watson,  2002). The first k num-
bers of factors that explain at least 80% of the variation in the data are chosen. 
The weighted sum of estimated factors provides a single composite indicator 
where weights are the shares of variance of each factor in total variation.

(v)	 Next, we regress quarterly y–o-y growth in GDP available till quarter Qt-1 on the 
k number of factors till quarter Qt-1 and one period lagged GDP growth where 
the regression coefficients are assumed to vary over time. Finally, using the 
estimated coefficient and the values of k factors obtained for the quarter Qt from 
the set of monthly indicators, the nowcast of the GDP growth for Qt is obtained.

The details of the regression model are as follows:
Measurement equation:

(2.1)�(L)Φ(Ls)(1 − L)d(1 − Ls)
DYi = �(L)�(Ls)∈i

2  Since this method attaches equal weights to all the monthly observations in a quarter, more complex 
weighting schemes, widely known as “Mixed Data Sampling (MIDAS)” method (Marcellino and Schu-
macher, 2010; Forni and Marcellino, 2014) have been applied to both regression and DFM structure. We 
are unable to apply this method for nowcasting Indian GDP growth because of the paucity of data.
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where Xt s is a (k + 1 × 1) vector consisting of k number of chosen factors Ft and 
one quarter lagged GDP growth.

Transition equation.

If the eigen values of the (k + 1 × k + 1) matrix G are all inside the unit circle, then 
β is interpreted as the average or steady-state value for the coefficient vector.

Assuming that,

where zt−1 ≡ (y
�

t−1
,y�

t−2
,……,y′

1
 , X�

t−1
,X�

t−2,
………..,X′

1
).’

Here the regression coefficients β are not unknown constants but latent, stochastic 
variables that follow random walks, estimated by Kalman Filter (Hamilton 1994; 
Kim and Nelson 1999). Equations  (2.2), (2.3) and (2.4) represent the state-space 
form of the time-varying parameter model, with state vector st = βt − β¯.

The measurement equation can then be re-written as.

which is an observation equation with a(Xt) = X′

t
�, H(Xt) = Xt, and R(Xt) = σ2. 

These values are then used in the following Kalman Filter iterations (see Hamil-
ton(1994) for details):
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(2.7)

The Data

The target variable in our analysis is the quarterly y–o-y growth rate of aggregate 
GDP in India. The GDP data are sourced from the Central Statistical Organisation, 
Ministry of Statistics and Programme Implementation (CSO, MOSPI) for the period 

(2.2)yt = X�
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(2.8)st+1|X , zt−1 ∼ N (̂st+1|t ,Pt+1|t )

(2.9)ŝt+1|t = Gŝt|t

(2.10)Pt+1|t = GPt|t G
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2004–05: Q1, to 2020–21:Q4.3 In its quarterly GDP estimates, MoSPI regularly 
publishes the indicators which are used to estimate it. We have used the same set of 
indicators plus some additional indicators, mostly drawn from the Centre for Moni-
toring Indian Economy (CMIE). The high frequency dataset consists of 29 monthly 
indicators which have been listed in Appendix A.

The monthly indicators are taken for the period April, 2004 to February, 2021. 
The data sources, along with their date of periodic release are given in Appendix A, 
Table 8.

We test for stationarity of quarterly y–o–y growth rates of the high frequency 
indicators using Augmented Dickey-Fuller (ADF) test and Phillips-Perron (PP) 
test with the null hypothesis of presence of unit root in the series. We also employ 
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test with the null hypothesis that the 
series is stationary around a constant or a deterministic trend against the alternative 
hypothesis that the series contains unit root. All variables are found to be stationary 
by either one or both the tests, except for CPI inflation and growth in cargo move-
ment by air.4

Model Estimation

Since India experienced a massive contraction shock in the 2020–21 due to the 
Covid–19 pandemic, we first estimate our model till the period ending at Oct–Dec, 
2019, i.e., before the outbreak of the pandemic, and evaluate the model performance 
till that period., We then assess the performance of the model for the pandemic 
period i.e., Jan–Mar, 2020 to Jan–Mar, 2021.

As a first step, we apply static factor analysis to summarise the information about 
the performance of the economy from quarterly y–o–y growth rates of monthly indi-
cators converted to quarterly frequency. The full sample or long period analysis in 
Specification I includes 19 high frequency indicators.

The factors extracting information from these 19 indicators are then estimated 
using Maximum Likelihood Method. The number of factors estimated are 3.5 
Table 1 reports factor loadings, i.e., the correlation of each of the indicators with the 
estimated latent factors. The factor loadings give the variance explained by the data 
associated with each factor. As a rule of thumb, in our analysis a factor loading with 
value 0.6 or more is taken to indicate that the factor extracts sufficient variation from 
that variable. Table 1 suggests that the factor F1 extracts variations from growth in 
aggregate deposits, food and non-food credit, exports of goods and GST revenue.

The factor F2 extracts variations from the growth in cargo handled in major sea 
ports, IIP, National Stock Exchange turnover and the indicator for tourism. Finally, 
the factor F3 extracts variations from the growth in car sales, production of two 
wheelers and the production of commercial vehicles.

3  In India, the financial year calendar starts from 1st April of a particular calendar year to 31st March of 
the following year. Thus 2004–05: Q1 refers to the April–June quarter in the year 2004. In this paper we 
have followed the Indian financial year calendar.
4  The unit root test results are available from the authors on request.
5  We choose three factors as only 78 percent of the variation is explained by the first two factors.
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Next, Eq. (2) is estimated where GDP growth is regressed on F1, F2, F3 and one 
period lagged GDP growth. The coefficients are assumed to vary over time and are 
estimated in a state-space framework, using Kalman filtration technique. Figure 1 
depicts actual GDP growth along with the estimated GDP growth for the sample 
period Jan–Mar, 2008–Oct–Dec, 2019. The figure shows that predicted GDP growth 
using FA-TVCR model captures most of the turning points in Indian GDP growth 
series for the full sample period quite well.

In the second exercise, Specification II, we incorporate a few additional variables 
which are available for a shorter sample period. Information from a total of 28 high-
frequency indicators is used in this exercise. The number of factors estimated is 3. 
However, given the limited number of observations in this exercise, only the first 
factor explaining 71.5 percent variation in the data is considered for the time-vary-
ing coefficient regression model (see Table 2).6

The factor loadings reported in Table 2 suggests that the first factor extracts vari-
ations from transport services indicators such as cargo movements via sea, air and 
rail, and passengers travelling by air; production indicators such as IIP, production 
of coal and cement, production of two wheelers and commercial vehicles; trade 
indicators such as exports of goods and services, and non-oil imports of goods and 

Table 1   Loadings of indicators in estimated factors

Source: Authors’ estimates

Indicator (YoY growth, %) F1 F2 F3

Passenger Car Sales 0.31 0.26 0.60
Cargo Handled in Ports 0.03 0.87 0.04
CPI 0.45 (–)0.30 0.46
Aggregate Deposits 0.77 0.18 (–)0.04
Electricity Demand 0.24 0.13 0.20
Exports of Goods 0.58 0.05 0.37
Food Credit 0.59 –0.38 (–)0.07
GST 0.62 0.31 0.53
IIP 0.43 0.85 0.22
Non-food Credit 0.98 0.13 0.08
Non-oil Imports of Goods 0.47 (–)0.04 0.23
NSE Turnover (–)0.16 0.61 0.004
Deviation of Rain from Normal Level 0.10 0.08 (–)0.14
Revenue Expenditure (Net of Interest Payments) 0.31 (–)0.14 –0.20
Rice Production 0.15 0.12 0.07
Net Tax Revenue 0.15 0.36 0.23
No. of tourists arrival in India (–)0.04 0.52 0.24
Production of Two Wheelers (–)0.07 (–)0.002 0.91
Production of Commercial Vehicles (–)0.01 0.36 0.76

6  Given that the data on consumption of finished steel products are available from December, 2013, the 
quarterly y-o-y growth of this indicator is available from the quarter Jan-Mar, 2015. Consequently, we 
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services; electricity demand and supply; other demand indicators such as car sales, 
fiscal indicators such as net tax revenue and consolidated GST revenue.

Forecast Performance of FA‑TVCR Model

We compare forecasting performance of our model with two alternating modelling 
strategy, namely, a univariate ARIMA model and a Dynamic Factor Model (DFM).

Univariate Quarterly Model

Univariate Auto-Regressive Integrated Moving Average (ARIMA) models is the 
simplest method of projecting growth rate of an economy. Following this method, 
quarterly y-o-y growth rate of GDP (gt

Q) can be modelled as

Here, L is the lag operator ( LgQt = g
Q

t−1
) ; d is the order of integration; A1, A2, …..,Ap 

are the coefficients of autoregressive components; B1, B2, ……., Bq are the coeffi-
cients of moving average components; and �t is the i.i.d error term. Given informa-
tion available at period t, GDP growth rate for period t + 1 can be projected as

(5.1)
(1 − L)dg

Q

t
= A + A1g

Q

t−1
+ A2g

Q

t−2
+… . + Apg

Q
t−p + B1�t + B2�t−1 + B3�t−2 +… . + Bq�t−q

̂
g
Q

t+1|t = Â +

p∑

i=0

Âi

(
ĝ
Q

t−i
− Â

)
+ �̂t +

q∑

j=1

B̂j�̂t−j,

Fig. 1   Actual and Predicted GDP Growth (Jan–Mar, 2008–Oct–Dec, 2019). Source: Authors’ estimates
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The order of integration d and the order of AR and MA process, i.e., p and q are 
optimally chosen using Box-Jenkins methodology in an iterative process and using 

(5.2)where �t−j =

(
1 − A1L − A2L

2 −… . − ApL
p
)

(
1 + B1 + B2 +⋯ + Bq

) (g
Q
t − A)

Table 2   Loadings of indicators 
in estimated factors: Jan–Mar, 
2015 onwards

Source: Authors’ estimates

Indicator (YoY growth, %) F1

Cargo Movement by Air 0.78
Passengers Travelled by Air 0.58
Car Sales 0.83
Cargo Handled in Ports 0.75
Production of Coal 0.74
Production of Cement 0.83
CPI (–)0.31
Aggregate Deposits (–)0.20
Electricity Supply 0.82
Electricity Demand 0.85
Exports of Goods and Services 0.57
Food Credit (–)0.39
GST 0.89
IIP 0.90
Non-food Credit 0.40
Non-oil Imports of Goods and Services 0.78
NSE Turnover (–)0.09
Production of Crude Oil 0.39
Deviation of Rain from Normal Level (–)0.46
Revenue Expenditure (Net of Interest Payments) (–)0.07
Rice Production 0.13
Goods Movement vial Rail 0.90
Passengers Travelled by Rail 0.47
Net Tax Revenue 0.57
Telephone/Mobile Subscribers 0.13
Domestic Sale of Tractors 0.42
Production of Two Wheelers 0.96
Production of Commercial Vehicles 0.89

have 24 observations for each of 28 indicators. Since the number of observations is less than the number 
of variables, the factor matrices are rank deficient and ML Estimator technique is not applicable (Robert-
son and Sumons, 2007). Hence we apply Iterated Principal Factor method in this stage.

Footnote 6 (continued)
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AIC, BIC and SC criteria. The optimally chosen univariate model for quarterly YoY 
GDP growth follows an ARIMA(1,0,1) specification.

Dynamic Factor Model

The Dynamic Factor Model (DFM) assumes that a common unobservable state vari-
able st drives N number of macroeconomic indicators yt. The framework of Dynamic 
Factor Model (DFM) is outlined as follows:

where yt is (N × 1), st is (K × 1), A is (N × K), B is (N × N ) and φ is
(K × K). Here A, B, C are parameters to be estimated and et and ut are modelled 

as Gaussian error terms et ∼ iid N (0, R), ut ∼ iid N (0, Q), and E(etut) = 0.
The DFM specification is a state-space model where the first equation, the meas-

urement equation, describes the relation between the observed variable yt and the 
unobserved state variable st. Eq. (B.1) is the transition equation which describes the 
dynamics of unobserved variables. All the variables in the model are required to be 
stationary.

The model estimation aims at estimating the parameters A, B, C and φ to recover 
the unobserved state space variable st. The model is estimated using Kalman fil-
tering technique which is a recursive algorithm that provides an optimal estimate 
of st conditional on information up to time t − 1 and knowledge of the state space 
parameters A, B, C, φ, R and Q. The estimation results from DFM specifications are 
reported in Table 9 in Appendix B.

Forecast Performance of FA‑TVCRM for Specification I: Using Indicators Available 
from 2004–05

In order to evaluate the in-sample and out-of-sample performance of the model, we 
divide the sample period into train data and test data periods respectively. The train  
data period is Apr–Jun, 2007 to Oct–Dec, 2018. The test data period is Jan–Mar, 
2019 to Oct–Dec 2019. We estimate the model for the train   data period using 
the FA–TVCR model Specification I and the in-sample Root Mean Square Error 
(RMSE) is found to be 0.35.7

We then obtain the out-of-sample period nowcasts for the four quarters of 2019 
in the following way. With the model estimated till Oct–Dec, 2018, the nowcast of 
GDP growth for Jan–Mar, 2019 is obtained using the estimated coefficients and the 
factors summarizing information from high frequency indicators available for the 
quarter Jan–Mar, 2019. The model is then re-estimated with data till Jan–Mar, 2019 

(5.3)yt = Ast + Byt−1 + et

(5.4)st = C + �st−1 + ut

7  The model is estimated with the indicators standardized using their respective mean and standard devi-
ation which is a standard practice in the estimation of forecasting models.
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and the nowcast for Apr–Jun, 2019 is obtained using the re-estimated parameters 
and the factors estimated using monthly indicators for Apr–Jun, 2019. We repeat 
this procedure to obtain nowcast of GDP growth for the quarter Oct–Dec, 2019.

Table 3 and Fig. 2 compare the in-sample nowcast performance of the FA-TVCR 
model Specification I with two alternative models, namely a Dynamic Factor Model 
(DFM) and a univariate ARIMA model.

In terms of in-sample RMSE, FA-TVCR model Specification I performs best 
with the lowest RMSE, followed by the ARIMA model and DFM (Table 3). Addi-
tionally, when we compare the predictive power of FA-TVCR Specification I and 
ARIMA models using the Diebold-Mariano test (Diebold and Mariano 1995), the 

Table 3   Comparing in-sample forecast performance of FA-TVCR model Specification I and alternative 
models

Source: Authors’ estimates

Model In-sample RMSE DM Test 
H0: Two forecasts 
have same predictive 
accuracy
H1: Two forecasts 
have different predic-
tive accuracy

DM Test 
H0: Two forecasts 
have same predictive 
accuracy
H1: Forecast 1 is 
more accurate than 
forecast 2

Test Statistic p-value Test statistic p-value

FA-TVCRM Specification I 0.35
DFM 1.00
ARIMA 0.70
FA-TVCRM Specification I vs. DFM (–)3.018 0.003 (–)3.018 0.001
FA-TVCRM Specification I vs. 

ARIMA
(–)2.775 0.006 (–)2.775 0.003

Fig. 2   In-sample fit from alternative models. Source: Authors’estimates
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null hypothesis that the two models have the same predictive accuracy is rejected 
at 5% level of significance against the alternative hypothesis that the two models 
have different accuracy as well as against the alternative hypothesis that nowcast 
from FA-TVCR model is more accurate than the nowcast from the ARIMA model 
(Table 3 row 5, columns 2–5).

Further, when we compare the predictive power of FA-TVCR model with DFM 
using Diebold-Mariano test, the null hypothesis that the two models have the same 
predictive accuracy is rejected at a 5% level of significance against the alternative 
hypothesis that the two models have different accuracy as well as against the alterna-
tive hypothesis that nowcast from FA-TVCR model is more accurate than the nowcast 
from DFM (row 4, columns 2–5 in Table 3).

In terms of out-of-sample RMSE, FA-TVCR model performs best followed by 
ARIMA model and DFM (Table 4). Using the Diebold-Mariano test, we reject the 
null hypothesis that FA-TVCRM and DFM have same predictive accuracy against the 
alternative hypothesis that the out-of-sample nowcast from FA-TVCRM is more accu-
rate than the out-of-sample nowcast from DFM (row 4, columns 2 to 5 in Table 4). 

Table 4   Comparing out-of-sample forecast performance of alternative models

Source: Authors’ estimates

Model Out-of-
sample 
RMSE

DM Test 
H0: Two forecasts 
have same predictive 
accuracy
H1: Two forecasts have 
different predictive 
accuracy

DM Test 
H0: Two forecasts 
have same predictive 
accuracy
H1: Forecast 1 is more 
accurate than forecast 2

Test Statistic p-value Test statistic p-value

FA-TVCRM Specification I 0.33
DFM 0.82
ARIMA 0.51
FA-TVCRM Specification I vs. DFM (–)2.720 0.007 (–)2.720 0.003
FA-TVCRM Specification I vs. ARIMA (–)0.958 0.338 (–)0.958 0.169

Table 5   Out of sample 
projection of GDP growth rates 
for Q4 2018–19 to Q3: 2019–20

Source: Authors’ estimates

Period Quarterly 
y–o-y 
GDP growth
(Actual)

Quarterly 
y–o-y 
GDP growth
(Flash esti-
mates)

Quarterly y–o-y 
GDP growth 
(Projection from
Specification I till 
pre-covid period)

Jan-Mar 2019 5.8 5.7 3.7
Apr-Jun 2019 5.4 5.2 5.2
Jul-Sep 2019 4.6 4.4 4.3
Oct-Dec 2019 3.3 4.1 3.8
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However, we cannot reject the null hypothesis that the predictive accuracy of the FA-
TVCR and the ARIMA models are the same.

Table 5 compares out of sample projections of quarterly y–o-y GDP growth with the 
actual growth outcome for the period Jan–Mar 2019 to Oct–Dec 2019 using Specification 
1. Since a subset of indicators used in Specification II are available from Jan-Mar 2015, 
we do not have sufficient number of observations to perform out-of-sample projection for 
the pre-covid period. Hence we compare performance of out of sample nowcasts for the 
covid period using Specification II, along with Specification I in Table 7.

Performance of the Models for the Period Including Covid‑19 
Pandemic

We next investigate the nowcast performance of the model for the period including the 
Covid-19 pandemic when the economy was hit by a massive negative shocks. We esti-
mate both the specifications of FA-TVCR model and the ARIMA model. We then test the 
in-sample and out-of-sample nowcast performance of all the three (Table 6).

The in-sample RMSE for the FA-TVCR model Specification I is the lowest of the 
three at 0.66, followed by FA-TVCR model Specification II and ARIMA. The RMSE of 
the FA-TVCR model Specification I is also the lowest of the three for the out-of-sample 
period. Both specifications of our FA-TVCR model also perform better than the ARIMA 
model in terms of the D-M test.

Comparing between the two specifications of FA-TVCR model, we find that both 
the in-sample RMSE and out-of-sample RMSE for Specification I is lower than 
that of Specification II. Further, Specification I better predicts the contraction of 
Apr–Jun, 2020, as well as the recovery pattern (Table 7). However, the DM test sug-
gests that both the specifications have the same predictive accuracy, implying that 
the model is robust and its predictive power is invariant with respect to the length of 
the time series or the number of indicators used.

Concluding Remarks

Governments, central banks, private firms and others need high frequency data on the 
state of the economy for their decision making. However, a key indicator like GDP is 
only available quarterly and that too with a lag. Decision makers have therefore adopted 
the technique of nowcasting, projecting quarterly GDP growth based on high frequency 
daily, weekly or monthly indicators, mostly based on DFM models. In this paper we 
have presented an alternative model, the FA-TVCR nowcasting model which allows us 
to extract information from a large number of indicators and also inherently addresses 
the issue of frequent structural breaks in GDP growth. This model has been estimated 
for India for a full sample period from January–March 2007 to October– December 
2018 using 19 high frequency indicators (Specification I) and for a shorter sample 
period from April– June 2015 to October– December 2018 using a larger set of 28 indi-
cators which are available for this shorter period (Specification II).

Comparing forecast performance of the two specifications, we find that the FA-TVCR 
model is robust in the sense that Specification I uses a fewer set of indicators for a longer 
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period and Specification II which uses a larger set of indicators for a shorter period are 
equally efficient in terms of predictive power. We also find that our model outperforms 
a DFM and a univariate ARIMA model in terms of both in-sample and out-of-sample 
RMSE. Comparing the predictive power of the three models using the Diebold-Mariano 
test, we find that the FA-TVCR model outperforms DFM consistently. Both our model 
and the ARIMA model have the same predictive accuracy in terms of out-of-sample fore-
cast accuracy under normal conditions. However, our model outperforms the ARIMA 
model when applied for nowcasting during a period including the Covid-19 pandemic 
shock. It suggests that the FA-TVCR model is a more appropriate tool for nowcasting 
GDP in countries characterised by frequent structural breaks and large shocks.

With recent advances in computer science, machine learning (ML) algorithms are used in 
forecasting and nowcasting research to capture the complex dynamics of macroeconomic pro-
cesses (Pratap and Sengupta 2019). Several studies have found that ML methods outperform 
time series models in nowcasting GDP growth in both advanced and emerging economies 
(Babii et al. 2021; Marcellino and Sivec 2021; Richardson et al. 2021; Muchisha et al. 2021). 
Further, recent developments in forecasting research highlight the importance of news and the 
google trend data (Bortoli et al. 2018; Woloszko 2020). These studies are primarily for data-rich 
advanced economies. Application of ML technique to forecast GDP growth in India, with its 
data constrained environment, and comparing its predictive power with the present state-space 
model can be an interesting extension of the present exercise.

Disclaimer

The views expressed in study are those of the authors and do not necessarily reflect the views 
and policies of the organisations they are affiliated in.

Appendix A

See appendix Tables 8, 9.

Table 7   Out of sample projection of GDP growth rates for Q4 2019–20 to Q4 2020–21

Source: Authors’ estimates

Period Quarterly y–o-y 
GDP growth
(Actual)

Quarterly y–o-y 
GDP growth
(Flash estimates)

Quarterly y–o-y 
GDP growth 
(Projection from
Specification I)

Quarterly y–o-y 
GDP growth 
(Projection from
Specification II)

Jan-Mar 2020 3.0 3.1 2.7 3.5
Apr-Jun 2020 − 24.4 − 23.9 − 13.3 − 1.2
Jul-Sep 2020 − 7.4 − 7.5 − 5.4 − 5.9
Oct-Dec 2020 0.5 − 0.6 − 0.8 − 1.5
Jan-Mar 2021 1.6 2.4 2.1 − 3.0
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Appendix B

The number of factor optimally estimated by DFM is 1. Growth rate in all the 
macroeconomic indicators, except for food credit, NSE turnover, rainfall devia-
tion, revenue expenditure, and rice production are explained by the estimated 
common unobserved factor.

Data availability  Data used in the analysis can be available upon request to the authors.
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