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Abstract
This paper assesses the Granger causality between government spending and gross 
domestic product (GDP) in the United States at multiple horizons. This paper also 
analyses the role the real exchange rate plays in the causality measure during the 
zero lower bound (ZLB) period. Many researchers using theoretical models built in 
a closed economy suggest that the elasticity between government spending and GDP 
is very large, when the nominal interest rate is binding. Other researchers, also using 
theoretical models generally built in an open economy, suggest that the elasticity in 
the ZLB period is not large. The same conflicting results are reported in the empiri-
cal literature mostly using vector auto regressives (VARs), with different restric-
tions. In this paper, we use a different approach to measure the link between the two 
variables. The new approach has the advantage of not relying on any restrictions, 
as is the case with VARs when dealing with causalities. Moreover, our approach 
is not related to the way the model is built, as is the case with dynamic stochastic 
general equilibrium (DSGE) types of models. In this paper, we use a Granger cau-
sality measure to compare the causality for normal periods with the causality for the 
ZLB period. We emphasize the role played by the real exchange rate. Our empirical 
results provide evidence that the causality measures between government spending 
and GDP are larger and persistent in the ZLB period, but only if the exchange rate is 
not taken into account. When the exchange rate is taken into account, our measure of 
causality becomes very small and non-persistent.
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Introduction

This paper assesses the Granger causality between government spending and the 
gross domestic product (GDP) in the United States at multiple horizons. In addi-
tion, this paper analyses the effect of the real exchange rate on the causality meas-
ure during the zero lower bound (ZLB) period. During the 2007 financial crisis and 
the recession that followed, the nominal interest rate reached its lower bound and 
remained at a very low level for a long period. As we can see in Fig.  1, in 2007 
the Federal Reserve Bank started to progressively cut the federal fund rate until it 
reached a very low level, where it remained until 2015. This paper refers to this 
period of crisis (from 2007 to 2015) as the ZLB period. When the nominal inter-
est rate reached the lowest level, the Federal Reserve Bank lost its monetary policy, 
which consisted of lowering the nominal interest rate to increase the GDP. The gov-
ernment of the United States then started to increase government spending to grow 
the GDP.

Many researchers have shown that the elasticity between government spending 
and the GDP is very large when the nominal interest rate is binding (see for exam-
ple, Christiano et  al. 2011; Woodford 2011). Their results are due to the fact that 
there is no longer a crowding out effect via the interest rate in a closed economy. In 
Christiano et  al. (2011) the multiplier in their dynamic stochastic general equilib-
rium (DSGE) model in a closed economy can be close to 4. In a simple new Keynes-
ian model in a closed economy, that can be solved analytically, Woodford (2011) 
showing that the multiplier is greater than 1, without specifying the value of the 
multiplier. The author suggests that the reason for having a multiplier greater than 1 
is due to the fact that fiscal expansion causes the real interest rate to fall.

The textbook framework that explains the rule of the exchange rate in the rela-
tionship between the government spending and GDP is the Mundell–Fleming model 
(see Mundell 1963). In a context of perfect capital mobility in a small open economy 
with flexible exchange rates, the Mundell–Fleming model predicts that increasing 
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Fig. 1  Effective federal funds rate Source: Graph based on economic data from the Federal Reserve Bank 
of St. Louis (US). The figure presents the effective federal fund rate from 2006 to 2019.
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government spending is ineffective. The model shows that an increase in govern-
ment spending financed by borrowing creates an excess demand for goods and ser-
vices, which tends to increase the GDP. This triggers the increase of the demand 
for money and interest rate increases. Interest rate increases, in turn, attract foreign 
capital. Exchange is thus appreciated and leads to an equivalent decrease of GDP.

Extensive literature shows that an increase in government spending also appreci-
ates the real exchange rate. Using panel data from 48 industrial countries and emerg-
ing markets, Ricci et al. (2013) found that increasing government spending is associ-
ated with appreciating real exchange rates. Miyamoto et al. (2019) used panel data 
on military spending for 125 countries to show that an increase in government pur-
chases triggers a real exchange rate appreciation.

Other researchers have found that the government spending multiplier may not 
be as large as presented by Christiano et al. (2011), especially for open economies 
(see for example, Zubairy 2014; Mao Takongmo 2017; Ramey and Zubairy 2018; 
Miyamoto et al. 2018; Chodorow-Reich 2019). Using US data, Ramey and Zubairy 
(2018) and Chodorow-Reich (2019) estimated the government spending multiplier 
in the US to be 1.5 and 1.8, respectively. Using Japan data, Miyamoto et al. (2018) 
estimated the value to be 1.5. In their DSGE model, Zubairy (2014) obtained a mul-
tiplier of 1.07. Using a DSGE model in an open economy, Mao Takongmo (2017) 
found the government spending multiplier to be 1.03. In Mao Takongmo (2017), the 
result in an open economy was due to appreciation of the real exchange rate after an 
increase in government spending. The author called this a crowding-out effect via 
the exchange rate.

In this paper, we measure the Granger causality during a normal period (1959Q1 
to 2006Q4) compared with the same measure during the ZLB period (2007Q1 to 
2015Q4). We put more emphasis on the role played by the real exchange rate. Our 
empirical results provide evidence that the Granger causality measures between gov-
ernment spending and GDP are very high and persistent in the ZLB period, but only 
if the exchange rate is not taken into account. When the exchange rate is taken into 
account, our measure of Granger causality between government spending and GDP 
becomes very small and non-persistent.

Many researchers have empirically compared the link between government 
spending and the GDP. Using a vector auto regressive (VAR) method and annual 
panel data from 1951 to 2007 for 62 developed and developing countries, Karras 
(2012) showed that an increase in trade openness by 10% of the GDP reduces the 
fiscal multiplier by 5% . However, this research was done using data from a normal 
period. Ilzetzkiet al. (2013) used panel data from 1960Q1 to 2007Q4 from 44 devel-
oped and developing countries and the structural VAR (SVAR) method to show that 
fiscal multipliers are usually lower for open economies. Ilzetzkiet  al. (2013) also 
did not cover the ZLB period. Zhang et al. (2016) used the same methodology pre-
sented in this paper to measure the causality between exchange rates and commod-
ity prices. To our knowledge, this is the first time the Granger causality measure is 
used to assess the link between government spending and GDP at multiple horizons. 
Moreover, we discuss the role played by the real exchange rate.

The impact of government spending on the aggregate production has been one 
of the main concerns for economists, taxpayers and policymakers. The general 
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consensus, summarized by the Rhan curve (see , Mitchell et al. 2005, page 4), sug-
gests that, if government spending is too low, there will be little economic growth 
because of negative externalities faced by private agents, in the absence of the 
government, and the lack of infrastructures. On the other hand, when government 
spending is too high, it will also lead to little growth because of the lack of incen-
tive for the private sector to produce. In the relevant literature, many researchers 
have found that, in normal periods, government spending is correlated with negative 
growth (see for example, Ahmed 1986; Fölster and Henrekson 1999; Barro 1991; 
Lee 1995; Grier and Tullock 1989). As explained by Mitchell et al. (2005), govern-
ment spending crowds out the private sector; moreover, government decisions are 
generally less efficient than private decisions. Government spending is also associ-
ated with extraction costs.

Some researchers and policymakers have argued that government spending mul-
tipliers are larger in difficult economic conditions (e.g., period of slack, financial 
crisis, and recently the coronavirus crisis [COVID-19]). For example, Auerbach and 
Gorodnichenko (2012), using US data and cross-country data, found that the multi-
plier was close to zero during expansions and about 1.5 during recessions. Gordon 
and Krenn (2010) also obtained a larger multiplier before 1941 compared to that 
after 1941, using United States data from 1919 to 1953.

Even in periods of severe slack, some researchers have reported a very small 
government spending multiplier. For example, Crafts and Mills (2013) used data 
from the UK from 1922 to 1938 and obtained multipliers less than 0.8. Note that 
1922–1938 is known as a period of extreme slack. Owyang et al. (2013) did not find 
any difference in terms of the value of multipliers when comparing periods of slack 
with normal periods using newly constructed historical US data.

Researchers usually measure the link between government spending and GDP 
using VARs models. In that case, authors usually assume some restrictions in order 
to identify the government spending shock, that will make the interpretation of their 
estimator causal. They then compute the effect of that shock to the GDP. There are 
many restrictions in the literature. Each restriction leads to a different estimator. In 
the causality measure used in this paper, we do not have to use those restrictions. 
The method of this paper also provides a different way to assess the impact of gov-
ernment spending on DGP.

Compared to the existing empirical literature that mostly uses controversial 
restrictions in the VARs in order to identify the effect of government spending 
shocks1, we use the Granger strategy to measure the causality between government 
spending and GDP. We contribute to the literature by comparing the measures of 
causality between government spending and GDP during the ZLB period versus 
that during the normal period. Our second contribution is to assess the role of the 
exchange rate on the measure of the causal link between government spending and 
the GDP in the ZLB period compared to that in normal periods. Additional tests of 
comparison are also presented in the paper.

1 Note that each restriction method in the VARs leads to its own results.
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The paper is organized as follows: “The Framework” presents the theoretical 
framework. “Empirical Analysis” presents the data used and the results. “Conclu-
sion” concludes the paper.

The Framework

A time series {X(t)} causes another time series {Y(t)} , in the sense of Wiener (1956) 
and Granger (1969), if it is possible to better predict {Y(t)} using all available infor-
mation rather than using all available information without {X(t)} . Following Dufour 
and Renault (1998), we define the concept of non-causality in terms of orthogonal-
ity conditions between sub-spaces of a Hilbert space of random variables with finite 
second moments.

Let L2 ≡ L2(Ω, A, Q) represent a Hilbert space of real random variables with 
finite second moments and mean zero, defined on a common probability space 
(Ω, A, Q) with covariance as the inner product. As defined by Dufour and Renault 
(1998), the information available at time t ⊆ ℤ is a closed Hilbert subspace I(t) ⊆ L2 . 
The set of integers is denoted by ℤ . We consider a set of non-decreasing sequences 
of information I with a starting point � ∈ ℤ ∪ {−∞} . That information set I can be 
written as:

where I(t) is a Hilbert subspace of L2 , � ∈ ℤ ∪ {−∞} represents a “starting point,” 
and ℤ is the set of integers. Using the notation of Dufour and Renault (1998), X(�, t] 
and Y(�, t] are information contained, respectively, in the variables X and Y up to 
time t. The information is added as follows:

IX(t) is information obtained by adding X(�, t] to I(t), and IXY (t) is the infor-
mation obtained by adding Y(�, t] to IX(t) . For horizon h > 0 , P[X(t + h)|B(t)] 
is the best forecast of X(t + h) based on the information set B(t) , with 
U[X(t + h)|B(t)] = X(t + h) − P[X(t + h)| B(t)] , the forecasting error. The vari-
ance–covariance matrix of the forecasting error is:

Causality Measures

Causalities may exist from X to Y or from Y to X. As Dufour and Taamouti 
(2010) pointed out, a statistical test cannot achieve that goal as it is only informa-
tive of the existence or non-existence of causality and statistical significance 
usually depends on available data and power. As McCloskey and Ziliak (1996) 

(1)I = {I(t) ∶ t ∈ ℤ , t > 𝜔} with t < t� ⇒ I(t) ⊆ I(t�) for all t > 𝜔 ,

(2)IX(t) =I(t)+X(�, t] ,

(3)IXY (t) =I(t)+X(�, t]+Y(�, t] = IX(t)+Y(�, t].

(4)Σ[X(t + h) |B(t)] = �
{
U[X(t + h) |B(t)]U[X(t + h) |Bt]

�}
.
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and Dufour and Taamouti (2010) argued, at a given level, a large effect may not 
be statistically significant and a statistically significant effect may not be rele-
vant from an economic point of view. This is why the magnitude of forecasting 
improvement based on a loss function is preferred.

The causality measures proposed in Dufour and Taamouti (2010) for horizon 
h > 0 are based on the ratio of the restricted and unrestricted forecasting error. 
These causality measures are non-negative, cancel only when the causality does 
not exist, and increase with the strength of the causality. Definition 4.1 in Dufour 
and Taamouti (2010) defines the causality measure as follows.

Definition (Causality Measures at Horizon h).

The function

defines the  causality measure at horizon h from Y to X, given I. Similarly, the 
function

defines the causality measure from X to Y at horizon h given I.
C(Y

h
⟶ X | I) (resp. C(X

h
⟶ Y | I) ) measures the degree of the causal effect 

from Y to X (resp. X to Y) given I and the past of Y (resp. X).
C(Y

h
⟶ X | I) measure the causal effect from Y to X at horizon h, given I and 

the past of X (see, Dufour and Taamouti 2010). C(Y
h

⟶ X | I) is also a measure 
of the reduction of the variance of the forecast error of X(t + h) when taking into 
account the past of Y, given information I (Geweke 1982). Lastly, C(Y

h
⟶ X | I) 

represent the amount of information from the past of Y which improves the fore-
cast of X(t + h) , given I (see Dufour and Taamouti 2010; Geweke 1982).

Causality Measure Based on VARMA Models in Terms of Impulse Response 
Functions

Consider three second-order stationary time series variables: X(t), Y(t), and S(t). 
Let W(t) =

(
X(t)�, Y(t)�, S(t)�

)�
∈ L2 . Assume that W(t) has the following VARMA 

(p,q) representation:

where,

(5)C(Y
h

⟶ X | I) = ln

[
detΣ[X(t + h) | IX(t)]
detΣ[X(t + h) | IXY (t)]

]

C(X
h

⟶ Y | I) = ln

[
detΣ[Y(t + h) | IY (t)]
detΣ[Y(t + h) | IXY (t)]

]

(6)Φ(L)W(t) = Θ(L)u(t)
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for l ≠ k and l, k = X, Y , S,

Σu is a symmetric positive definite matrix and u(t) is assumed to be orthogonal to 
{W(s), s < t} . If the process W(t) is stationary, it has a MA(∞) representation, which 
can been written as follows:

where Ψ0 = I3.
A vector moving average, VMAR(∞) , representation of the unconstrained model is 

written as

and the forecasting error of W(t + h) is

The covariance matrix of W(t + h) is

The variance–covariance matrix of the unconstrained forecast error of X(t + h) is

Φ(L) =

⎛
⎜⎜⎝

�XX(L) �XY (L) �XS(L)

�YX(L) �YY (L) �YS(L)

�SX(L) �SY (L) �SS(L)

⎞
⎟⎟⎠
; Θ(L) =

⎛
⎜⎜⎝

�XX(L) �XY (L) �XS(L)

�YX(L) �YY (L) �YS(L)

�SX(L) �SY (L) �SS(L)

⎞
⎟⎟⎠

�ll(L) =1 −

p�
i=1

�lliL
i, �lk(L) =

p�
i=1

�lkiL
i,

�ll(L) =1 −

q�
j=1

�lljL
j, �lk(L) =

q�
i=1

�lkjL
j,

E[u(t)] = 0, E
[
u(t)u(s)�

]
=

{
Σu

0

for s = t

for s ≠ t

(7)W(t) =Ψ(L)u(t),

(8)Ψ(L) =Φ(L)−1Θ(L) =

∞�
j=0

ΨjL
j =

∞�
j=0

⎛⎜⎜⎝

ΨXXj(L) ΨXYj(L) ΨXSj(L)

ΨYXj(L) ΨYYj(L) ΨYSj(L)

ΨSXj(L) ΨSYj(L) ΨSSj(L)

⎞⎟⎟⎠

W(t + h) = Ψ(L)u(t + h) =

∞∑
j=0

ΨjL
ju(t + h)

U
(
W(t + h) ∣ IW (t)

)
=W(t + h) − E

[
W
(
(t + h) ∣ IW (t)

)]

=

h−1∑
j=0

Ψju(t + h − j).

Σ
[
W(t + h) ∣ IW (t)

]
=

h−1∑
j=0

ΨjΣuΨ
�

j
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and the variance–covariance matrix of the unconstrained forecast error of Y(t + h) is

where J1 = (1, 0, 0) and J2 = (0, 1, 0).
Similarly, the constrained model is

where � and Ψ represent the structural errors and the parameters in the restricted 
models, respectively. The forecasting error of the constrained model W0(t + h) is

and its variance–covariance is

The variance–covariance of the constrained forecast error of X(t + h) is

with J0 = (1, 0).
Under a VARMA representation in (6) and invertibility, Theorem 5.1 in Dufour 

and Taamouti (2010) shows that the causality measure from Y to X at horizon 
h ≥ 1 , in terms of reduced-form impulse responses, is:

with J1 = (1, 0, 0) and J0 = (1, 0).
If S is not taken into account in the measure, Eq. (9) is a measure of uncondi-

tional causality from Y to X.

Σ
[
X(t + h) ∣ IW (t)

]
=

h−1∑
j=0

J1ΨjΣuΨ
�

j
J
�

1

Σ
[
Y(t + h) ∣ IW (t)

]
=

h−1∑
j=0

J2ΨjΣuΨ
�

j
J
�

2

W0(t) =

∞∑
i=0

ΨjL
j�(t)

U0

(
W0(t + h) ∣ IW0

(t)
)
=W0(t + h) − E

[
W0

(
(t + h) ∣ IW0

(t)
)]

=

h−1∑
j=0

Ψj�(t + h − j)

Σ
[
W0(t + h) ∣ IW0

(t)
]
=

h−1∑
j=0

ΨjΣ�Ψ
�

j

Σ
[
X(t + h) ∣ IW0

(t)
]
=

h−1∑
j=0

J0ΨjΣ�Ψ
�

j
J0

(9)C(Y
h

⟶ X ∣ I) = ln

⎡
⎢⎢⎢⎢⎣

det

�∑h−1

j=0
J0ΨjΣ�Ψ

�

j
J0

�

det

�∑h−1

j=0
J1ΨjΣuΨ

�

j
J
�

1

�
⎤⎥⎥⎥⎥⎦
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Estimation and Inference

Assume that for each variable we have T observations. Also assume that our 
ARMA(p, q) model is equivalent to a VAR model with infinite order, Φ(L)W(t) = u(t) , 
that can be approximated by a VAR representation with finite order. The order k(T) 
may depend on the sample size. The finite order VAR representation can be written 
as

The order of the process is chosen using the Akaike information criteria (AIC). The 
ordinary least squares (OLS) estimators of unknown parameters of the VAR[k(T)] 
model are estimated. These estimates are used to compute the impulse response esti-
mators Ψ̂k of the unrestricted model. The same methodology is used in the estima-
tion of the impulse response estimators of the restricted model ̂Ψk . The OLS estima-
tors of the variance–covariance matrix of the forecasting error of the unrestricted 
model Σ̂u,k and restricted model Σ̂�,k are used as estimators of a corresponding 
unknown variance–covariance matrix of forecasting errors. These estimators replace 
the unknown parameters in the causality measure to obtain an estimator of the cau-
sality measure.

An estimator of the causality measure from Y to X at horizon h ≥ 1 , in terms of 
reduced-form impulse responses, is:

with J1 = (1, 0, 0) and J0 = (1, 0).
Proposition 8.1 of Dufour and Taamouti (2010) shows that, under some regularity 

conditions,

where

� =
[
vec(Φ)�, vech(Σu)

�
]
 and Σ� is the asymptotic variance–covariance matrix of �̂ .

Bootstrap

The bootstrap method to build confident intervals was proposed by Dufour and 
Taamouti (2010). 

(10)Φk(L)W(t) = u(t).

Ĉ(Y
h

⟶ X ∣ I) = ln

⎡⎢⎢⎢⎢⎣

det

�∑h−1

j=0
J0
̂
Ψj,kΣ̂�,k

̂
Ψ

�

jk
J0

�

det

�∑h−1

j=0
J1Ψ̂j,kΣ̂u,kΨ̂

�

jk
J
�

1

�
⎤⎥⎥⎥⎥⎦

√
T

�
Ĉ

�
X

h
⟶ Y�I

�
− C

�
X

h
⟶ Y�I

��
d

⟶ N(0,Σc(h))

Σc(h) =

�C

(
X

h
⟶ Y|I

)

��
Σ�

�C

(
X

h
⟶ Y|I

)�

��
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1. Let W =
(
X�, Y �, S�

)� . Estimate the VAR(p) model, W(t + h) = Φ(L)W(t) + �(t + h) 
and save the OLS estimator of the parameters Φ̂(L) and the residual �̂(t + h) . Let {
�∗(t) = (�∗

1
(t + h), ...�∗

N
(t + h))

}
 denote  the bootst rap sample from {

�̂(t + h) = W(t + h) − Φ̂(L)W(t)
}

2. . Generate the bootstrap panel data using the following bootstrap data-generating 
process: 

3. Estimate the VAR(p) model, W∗(t + h) = Φ(L)∗W∗(t) + �(t + h) , and save the 
bootstrap OLS estimator Φ̃∗(L) and bootstrap residual �̃∗(t + h).

4. L e t  W0 =
(
X�, S�

)�  .  E s t i m a t e  t h e  c o n s t r a i n e d  m o d e l , 
W∗

0
(t + h) = Φ0(L)

∗W∗
0
(t) + �∗(t + h) using the bootstrap sample W∗.

5. Calculate, at step j, the bootstrap causality measures at horizon h, denoted by 

C̃(j)∗

(
X

h
⟶ Y|I

)

6. Repeat steps 2 through 5 B times, and save the bootstrap distribution of the meas-
ure of causality.

Proposition 8.2 from Dufour and Taamouti (2010) shows that, under some regularity 
conditions,

where Σc(h) is defined in the previous subsection.

Empirical Analysis

Data

Our main objective is to assess empirically the causality measure between govern-
ment spending and real GDP in the case of ZLB and analyse that causality meas-
ure when the exchange rate is taken into account. The data are quarterly observa-
tions from 1959Q1 through 2015Q4 United States macroeconomic time series from 
McCracken and Ng (2016). This is an updated version of Stock and Watson (2012). 
The main source of data is the database of the Federal Reserve Bank of St. Louis. 
Outliers have been removed, and the series have been transformed by the authors 
to induce stationarity. We use data from the panel data created by those authors 
to facilitate the replication of this paper. The US real GDP is expressed in billions 
of chained 2009 dollars, as is the real government consumption. We also use the 
exchange rate between Canada and the United States. All three times series have 
been transformed by the authors by applying the first difference of the log in the 
original data.

W∗(t + h) = Φ̂(L)W(t) + �∗(t + h)

√
T

�
C̃∗

�
X

h
⟶ Y�I

�
− Ĉ

�
X

h
⟶ Y�I

��
d

⟶ N(0,Σc(h))
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It is well known that, when univariate processes contain a unit root, the asymp-
totic distribution and rate of convergence of estimators are different than for station-
ary variables (Hamilton 1994, page 475). In fact, the asymptotic distribution of the 
estimators is functional of Brownian motion. We plot the data used in this paper in 
Fig. 2. We also verify that the variables are stationary.

Coefficient Stability at the Break Point 2007Q1

We use the Chow (1960) test to assess the possibility of structural change during 
the ZLB period compared to the normal periods. The explanatory variables are gov-
ernment spending and exchange rate, and the dependent variable is the GDP. The 
break point chosen is the beginning of the crisis, i.e., 2007Q1. The result of the test 
presented in Table 1 suggests that we can reject the null hypothesis of the stability 
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Fig. 2  Data. This graph represents government spending, gross domestic product, and exchange rate, 
transformed to induce stationary variables. Data span from Q1 1959 to Q4 2015
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of the coefficients at the 1% confidence level (i.e., there is a significant structural 
change when comparing the normal periods to the ZLB period).

Unit Root Tests

We perform the Phillip–Perron (PP) test and the augmented Dickey–Fuller (ADF) 
tests. The Phillip–Perron test adjusts the statistics for the serial correlation of 
data in difference. The Dickey–Fuller tests adds the lags of difference data to the 
auto-regression.

For the Phillips–Perron unit-root tests, the null hypothesis and the alternative are:

The null hypothesis and the alternative for the Dickey–Fuller test are:

Table 2 presents the results obtained for the two tests. As we can see from the table, 
each test rejects the null hypothesis of non-stationarity at the 1% confidence level.

For simplicity, let G define the stationary transformation of real govern-
ment spending, GDP the stationary transformation of real GDP, and S the sta-
tionary transformation of exchange rate. In our VAR representation in (10), 

H0 ∶ xt = xt−1 + et

H1 ∶ xt = c + bxt−1 + et

with AR(1) coefficient b < 1.

H0 ∶ xt = xt−1 + 𝛽1 △ xt−1 + 𝛽2 △ xt−2 +⋯ + 𝛽p △ xt−p + 𝜖t

H1 ∶ xt = c + 𝜙xt−1 + 𝛽1 △ xt−1 + 𝛽2 △ xt−2 +⋯ + 𝛽p △ xt−p + 𝜖t

with AR(1) coefficient𝜙 < 1.

Table 1  Chow test

Test is for stability of coefficients of � in a multiple linear regression 
model y = X� + � . Data are split at the break points 2007Q1

Stat p-value

Chow test
5.649 0.000

Table 2  Unit root test

The “t statistic” is the standard t statistic, “Lag adj t statistic” is the lag-adjusted, unstudentized t statistic

Variables ADF test PP

t Statistic Lag adj t statistic t Statistic Lag adj t statistic

Stat p-value Stat p-value Stat p-value Stat p-value

Government spending − 5.71 0.001 − 77.97 0.001 − 12.12 0.001 − 180.3 0.001
GDP − 6.26 0.001 − 97.13 0.001 − 10.02 0.001 − 140.8 0.001
Exchange rate − 6.54 0.001 − 122.0 0.001 − 10.66 0.001 − 152.4 0.001
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W(t) =
(
GDP(t)�,G(t)�, S(t)�

)� for conditional causality, and W(t) =
(
GDP(t)�,G(t)�

)� 
for unconditional causality. The value k that represents the order of the VAR is cho-
sen using AIC information criteria.

Empirical Results

This section presents the estimated conditionals and unconditional causality meas-
ures between the variables of interest for ZLB periods and the normal period. This 
section also presents the results for test statistics that compare the obtained causality 
measures.

Conditional Causality Versus Unconditional Causality Between Government 
Spending and GDP in the ZLB Period

Figure 3 presents the unconditional and conditional causalities between government 
spending and GDP in ZLB. In ZLB, we observe that, when the exchange rate is 
taken into account (see panels c and d of Fig. 3), the causality measures between 
government spending and GDP are lower than the causality when the exchange 
rate is not taken into account (see panels a and b). In addition, the causality lasts 
less time (no longer than h = 1 period ahead when the bootstrap confidence’s lower 
value starts to take the value of zero). This suggests that the exchange rate may be a 
channel that reduces the causality between government spending and gross domestic 
product.

To test for stochastic inequality between the sets of causality measures, we also 
report the p-values of both the Wilcoxon signed-rank test2 and the Welch test.3

The second column of Table  3 presents the result for the tests comparing the 
conditional causality and the unconditional causality from government spending to 
GDP in ZLB periods. The p-values reported for the Wilcoxon rank test (0.00) and 
Welch test (0.04) are both less than 5%. This suggests that we can reject the null 
hypothesis that the population’s conditional causality and the population’s uncondi-
tional causality are the same in the ZLB period at the 5% confidence level.

Conditional Causality Versus Unconditional Causality Between Government 
Spending and GDP in Normal Periods

Figure 4 presents the unconditional and conditional causalities between government 
spending and GDP in normal periods. Even in normal periods, we observe that the 
conditional causalities between government spending and GDP are lower than the 
conditional causalities. The exchange rate may thus be a channel that reduces the 
causality between government spending and gross domestic product. However, in 

2 Wilcoxon (1945) and Fay and Proschan (2010).
3 The null hypothesis stipulates that the two data sets come from the same distribution (Fay and Pro-
schan 2010).
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normal periods the differences between the conditional causalities and unconditional 
causalities do not seem to be substantial.

The last column of Table 3 presents the results of the tests comparing the condi-
tional causality and unconditional causality from government spending to GDP in 
normal periods. The p-values reported for the Wilcoxon rank test (0.07) and Welch 
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(A) Unconditional causality from G to GDP in ZLB (Q1 2007 to Q4 2015)
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(B) Unconditional causality from GDP to G in ZLB (Q1 2007 to Q4 2015)
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(C) Conditional causality from G to GDP with exchange rate (Q1 2007 to Q4 2015)

95 % Percentile boostrap interval OLS causality estimate
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(D) Conditional causality from GDP to G with exchange rate (Q1 2007 to Q4 2015)

95 % Percentile boostrap interval OLS causality estimate

Fig. 3  Unconditional (a, b) and conditional (c, d) causality measures between government spending and 
real gross domestic product in ZLB period (Q1 2007 to Q4 2015). Note: This figure presents the uncon-
ditional and conditional causalities between government spending and the exchange rate during the ZLB 
period. The unconditional causalities a, b are measured without taking into account the real exchange 
rate whereas the conditional causalities c, d take into account the real exchange rate. A presents the 
unconditional causality from G to GDP while b presents the unconditional causality from GDP to G. c 
represents the conditional causality from G to GDP, and d represents the conditional causality from GDP 
to G. In ZLB, the causality measures are lower when the exchange rate is taken into account than when 
the exchange rate is not taken into account (see a, b). In addition, the causality lasts less time (no longer 
than h = 1 period ahead when the bootstrap confidence’s lower value starts to take the value of zero). 
Data used in this graph span from Q1-2007 to Q4-2015. The model for the unconditional causalities is 
W(t) = Φ0,k +

∑k

i=1
Φi,kW(t − i) + u(t) with W(t) =

(
GDP(t)�,G(t)�

)� . The model for the conditional cau-
sality is W(t) = Φ0,k +

∑k

i=1
Φi,kW(t − i) + u(t) with W(t) =

(
GDP(t)�,G(t)�, S(t)�

)�
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(A) Unconditional causality from G to GDP for normal period (Q1 1959 to Q4 2006)

0 2 4 6 8 10 12 14 16 18 20
Quaterly Horizon h

0

0.02

0.04

0.06

0.08

0.1

0.12

C
a
u
s
a
li
ty

 m
e
a
s
u
re

 a
t 
h
o
ri
z
o
n
 h

(B) Unconditional causality from GDP to G for normal period (Q1 1959 to Q4 2006)
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(C) Conditional causality from G to GDP with exchange rate (Q1 1959 to Q4 2006)

95 % Percentile boostrap interval OLS causality estimate

0 2 4 6 8 10 12 14 16 18 20
Quaterly Horizon h

0

0.01

0.02

0.03

0.04

0.05

0.06

C
a
u
s
a
li
ty

 m
e
a
s
u
re

 a
t 
h
o
ri
z
o
n
 h

(D) Conditional causality from GDP to G with exchange rate (Q1 1959 to Q4 2006)

95 % Percentile boostrap interval OLS causality estimate

Fig. 4  Unconditional (a, b) and conditional (c, d) causality measures between government spending and 
real gross domestic product in normal periods (Q1 1959 to Q4 2006). Note: This figure presents the 
unconditional and conditional causalities between the government spending and the exchange rate dur-
ing normal periods. The unconditional causalities a, b are measured without taking into account the real 
exchange rate whereas the conditional causalities c, d take into account the real exchange rate. a Presents 
the unconditional causality from G to GDP; b indicates the unconditional causality from GDP to G. c 
Represents the conditional causality from G to GDP, and d shows the conditional causality from GDP to 
G. Both the conditional and unconditional causalities are lower in normal periods than in ZLB periods. 
Moreover, as shown in this graph, the conditional causality is lower and lasts less than the unconditional 
causality

Table 3  Comparing 
unconditional causality from G 
to GDP and the corresponding 
conditional causality

This table shows results obtained for the Wilcoxon rank test and 
Welch test that compare the unconditional causality from G to GDP 
and the corresponding conditional causality. The p-values for these 
tests are reported for the ZLB and normal periods

ZLB period Normal periods

Tests comparing conditional versus unconditional causalities
 p-value of the Wilcoxon test 0.0000 0.0731
 p-value of the Welch test 0.0425 0.9947



154 Journal of Quantitative Economics (2021) 19:139–160

1 3

test (0.99) are both greater than 5%. This suggests that we cannot reject the null 
hypothesis that the population’s conditional causality and the population’s uncondi-
tional causality are the same in normal periods at the 5% confidence level.

Unconditional Causality in ZLB Versus Unconditional Causality in Normal Periods, 
Between Government Spending and GDP

Panel a of Fig. 3 presents the unconditional causality from government spending to 
GDP in ZLB. Panel a of Fig. 4 presents the same measure in normal periods. We 
observe that the unconditional causality in ZLB is very large compared to normal 
periods. The unconditional causality is also more persistent in the ZLB period. To 
test for stochastic inequality between the sets of unconditional causality measures 
(ZLB versus normal), we also report the p-values of both the Wilcoxon signed-rank 
test and Welch test.

The second column of Table  4 presents the result for the tests of difference 
between unconditional causality in the ZLB period and normal periods (from gov-
ernment spending to GDP). The two p-values reported for the Wilcoxon rank test 
(0.000) and Welch test (0.007) are both less than 1%. This suggests that we can 
reject the null hypothesis that the population’s unconditional causality in ZLB ver-
sus normal periods is the same at the 1% confidence level.

Conditional Causality in ZLB Versus Conditional Causality in Normal Periods, 
Between Government Spending and GDP

Panel c of Fig.  3 presents the conditional causality from government spending to 
GDP in ZLB. Panel c of Fig. 4 presents the same measure in normal periods. We 
observe that the conditional causality in ZLB is a little bit greater than in normal 
periods. The difference is not substantial. The conditional causality is also a little bit 
more persistent in the ZLB period.

The last column of Table 4 presents the result for the tests comparing the condi-
tional causality from government spending to GDP in ZLB periods, with the corre-
sponding conditional causality in normal periods. The p-values reported for the Wil-
coxon rank test (1.00) and Welch test (0.115) are both larger than 5%. This suggests 

Table 4  Comparing causalities 
from G to GDP in ZLB versus 
normal periods

This table shows results obtained for the Wilcoxon rank test and 
Welch test that compare, in the second column, the unconditional 
causality in ZLB versus the unconditional causality in normal peri-
ods, from G to GDP. The table also compares, in the last column, 
the conditional causality in ZLB versus the conditional causality in 
normal periods, again from G to GDP. The p-values for these tests 
are reported

Unconditional Conditional

Tests: causality from G to GDP in ZLB versus normal periods
 p-value of the Wilcoxon test 0.0000 1.0000
 p-value of the Welch test 0.0073 0.1154
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that we cannot reject the null hypothesis that the population’s conditional causality 
in ZLB and the population’s conditional causality in normal periods are the same at 
the 5% confidence level.

Discussion

Comparing the Results with those from the Theoretical Literature

This paper shows empirically that the measure of causality from government spend-
ing to GDP is significantly larger in the ZLB period than the normal period when 
the exchange rate is not taken into account (unconditional causality). However, the 
causality measure is not significantly larger in the ZLB period than in the normal 
period when the exchange rate is taken into account (conditional causality). These 
results are consistent with those obtained by Christiano et  al. (2011) as well as 
Mao Takongmo (2017) using DSGE models.4 In their respective theoretical mod-
els, Christiano et al. (2011) and Mao Takongmo (2017) both used the government 
spending multiplier as an indicator of the link between the government spending and 
the gross domestic product. In this paper, we use a causality measure.

Christiano et al. (2011) showed that, in a closed economy (i.e., when the exchange 
rate is not relevant), the government spending multiplier can be very large because in 
the ZLB period of such an economy, when the government increases spending, there 
is no crowding out effect through a nominal interest rate, as is usually the case in 
normal periods.5 The mechanism that led to a large government spending multiplier 
in Christiano et al. (2011) can be summarized as an increase in government spend-
ing leading to an increase in production, the marginal cost, and the usual expected 
inflation. This causes a decrease in the real interest rate6 (because the nominal inter-
est rate is bound [approximately constant] in ZLB periods). Households then con-
sume more.7 The increase in household spending increases GDP, marginal costs, 
and expected inflation, leading to another decrease in the real interest rate; thus, the 
multiplier process continues. This leads to a large increase in the government spend-
ing multiplier. Christiano et al. (2011) showed that the government spending multi-
plier can be four.8

Mao Takongmo (2017) also provided more information about the link between 
government spending and the GDP in ZLB periods and in an open economy (i.e., 
when the exchange rate is taken into account). The author showed that, in an open 
economy, while increased government spending in the ZLB period increases the 
aggregate demand, it also leads to an appreciation of the real exchange rate, which 
reduces the aggregate demand, thereby leading to a lower government spending 

4 Mao Takongmo (2020) provides a theory and a quantitative description of DSGE models.
5 The crowding out effect is a situation in which we observe an increase in the real interest rate and a 
reduction of private investments due to the increase in government spending.
6 The real interest rate is approximately equal to the nominal interest rate minus the expected inflation.
7 Because lending does not provide large real interest.
8 i.e., an increase of $1 of government spending leads to an increase of approximately $4 of GDP.
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multiplier than what Christiano et  al. (2011) presented. As presented in Table  3 
of Mao Takongmo (2017), the government spending multipliers are larger in ZLB 
periods than in normal periods, when the economy is closed (i.e., the exchange rate 
is not relevant). Table 3 of Mao Takongmo (2017) also indicates that, in an open 
economy (i.e., when the exchange rate matters), even if the government spending 
multiplier is greater in ZLB than in normal periods, the difference is not as large as 
in a closed economy.

Role Played by the Exchange Rate

We saw that the causalities between government spending and GDP when the 
exchange rate is taken into account (conditional causality) is lower than the causal-
ity when the exchange rate is not taken into account (unconditional causality). This 
suggests that the exchange rate might be absorbing the link between government 
spending and gross domestic product. To see this, we estimate the causality between 
the exchange rate and government spending and the link between the exchange rate 
and GDP.

Panels c and d of Fig.  5 present the conditional causality measures between 
the exchange rate and gross domestic product in ZLB, conditional on government 
spending. Panels c and d of the figure show a direct causality between exchange rate 
and gross domestic product as well as vice versa, up to horizon 2. Thus, any impact 
on exchange rate is likely to spread out into an impact on GDP and any impact of 
GDP is likely to spread out into an impact on the exchange rate.

Panels a and b of Fig. 5 present the causality measure between the exchange rate 
and government spending in ZLB, conditional on the gross domestic product. The 
figure shows that the exchange rate affects the government spending up to horizon 
2 and government spending affects the exchange rate up to horizon 3. Once again, 
any impact on government spending will have an impact on the exchange rate, and 
any impact on the exchange rate will have an impact on government spending. The 
unconditional causality between government spending and the exchange rate is even 
very strong and persistent (see panels a and B of Fig. 6).

A plausible mechanism driving the results in this paper is the strong direct cau-
sality between government spending and the exchange rate. In other words, when a 
government increases spending, it affects only the real exchange (which represents 
the main real price of goods and services in an open economy). Increasing govern-
ment spending does not significantly directly affect the GDP. It has to go through a 
multiplier process—in this case, the exchange rate. If the exchange rate did not sig-
nificantly affect the GDP, we would observe a low direct causality between govern-
ment spending and the exchange rate. The plausible picture is that increasing gov-
ernment spending only changes the real international price of goods and services 
(the real exchange rate) and does not significantly affect the production.

This fact is also visible in panels a and b of Fig. 6, which plot the unconditional 
causality between the exchange rate and government spending. These panels show a 
large and persistent unconditional causality measure between the exchange rate and 
government spending in the ZLB period. This result is consistent with the DSGE 
literature, which shows that an increase in government spending affects the real 
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exchange rate (the real international price of goods and services). Thus, this strong 
causality between government spending and the exchange rate absorbs the direct 
causality between government spending and the GDP.

Conclusion

The aim of this paper is to assess, for the United States, the Granger causality meas-
ure between government spending and real GDP and to compare the value obtained 
in ZLB to that obtained in normal periods. We used quarterly data from 1959Q1 to 
2015Q4 for the United States. Variables used included the real GDP, government 
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(A) Conditional causality from exchange rate to G (Q1 2007 to Q4 2015)
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(B) Conditional causality from G to  exchange rate (Q1 2007 to Q4 2015)
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(C) Conditional causality from exchange rate to GDP (Q1 2007 to Q4 2015)

95 % Percentile boostrap interval OLS causality estimate
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(D) Conditional causality from GDP to  exchange rate (Q1 2007 to Q4 2015)

95 % Percentile boostrap interval OLS causality estimate

Fig. 5  Conditional causality measures between the exchange rate and government spending and between 
the exchange rate and GDP in the ZLB period (Q1 2007 to Q4 2015). Note: This figure presents the con-
ditional causalities between the exchange rate and government spending, conditional on GDP (a, b). The 
figure also shows the causality measures between the exchange rate and GDP, conditional on government 
spending (c, d). Data used in the estimation process span from Q1 2007 to Q4 2015
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spending, and the real exchange rate between the United States and Canada. Many 
researchers have used a theoretical model in a closed economy to show that the elas-
ticity between government spending and the GDP might be very large in the ZLB 
period compared to normal periods. Meanwhile, in an open economy in general, 
other researchers have built theoretical models to show that the elasticity between 
government spending and the GDP in the ZLB period might not be very large. The 
same conflicting results are reported in the empirical literature that mostly used 
VARs, with different restrictions. This paper uses a different approach to meas-
ure the link between government spending and GDP. The new approach has the 
advantage of not relying on any restrictions, as is usually the case with VARs when 
researchers are identifying the government spending shock in order to provide an 
estimator that can be viewed as causal. Moreover, our approach is not related to the 
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(A) Unconditional causality from G to exchange rate in ZLB (Q1 2007 to Q4 2015)
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(B) Unconditional causality from exchange rate to G in ZLB (Q1 2007 to Q4 2015)
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(C) Unconditional causality from exchange rate to GDP in ZLB (Q1 2007 to Q4 2015)

95 % Percentile boostrap interval OLS causality estimate
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(D) Unconditional causality from GDP to exchange rate in ZLB (Q1 2007 to Q4 2015)

95 % Percentile boostrap interval OLS causality estimate

Fig. 6  Unconditional causality measures between the exchange rate and government spending and 
between the exchange rate and GDP in the ZLB period (Q1 2007 to Q4 2015). Note: This figure pre-
sents the unconditional causalities between the exchange rate and government spending and between the 
exchange rate and GDP in the ZLB period
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way the model is built, as is the case with DSGE types of models. In this paper, 
the Granger causality is used to compare the measure of causality for a normal 
period with the measure of causality obtained for ZLB periods. We emphasize the 
role played by the real exchange rate. Our results present evidence that, in ZLB, the 
Granger causality measure is stronger and more persistent if the exchange rate is 
not taken into account, but it becomes lower and does not last very long if the real 
exchange rate is taken into account.
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