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Abstract
We report the results of a novel protocol for running online experiments using a 
combination of an online experimental platform in parallel with web-conferencing 
software in two formats—with and without subject webcams—to improve subjects’ 
attention and engagement. We compare the results between our online sessions 
with the offline (lab) sessions of the same experiment. We find that both online for-
mats lead to comparable subject characteristics and performance as the offline (lab) 
experiment. However, the webcam-on protocol has less noisy data, and hence better 
statistical power, than the protocol without a webcam. The webcam-on protocol can 
detect reasonable effect sizes with a comparable sample size as in the offline (lab) 
protocol.
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1  Introduction

With the onset of the COVID-19 pandemic, experimental researchers have faced an 
increasing need to explore options for running online experiments—both to continue 
existing projects and to begin new projects. While existing platforms for running 
online experiments, such as MTurk, have been used successfully to study certain 
questions (Horton et al. 2011; Paolacci and Chandler 2014), other experiments may 
be impractical to run on those platforms due to task length, complexity, desired sub-
ject pool, or synchronous decision-making.1 A natural goal, then, is to find an online 
experimental format that can approximate as closely as possible the typical offline 
(lab) experimental setting. To achieve this, we take advantage of another conse-
quence of the pandemic: greater availability and subject comfort with web-confer-
encing software such as Zoom. Web-conferencing software has potential value for 
online experiments both in facilitating communication between experimenter and 
subjects, and to increase subject engagement and focus due to a more direct interac-
tion with the experimenter (closer to what subjects experience in the lab). To explore 
the efficacy of this approach, we conduct experimental sessions using a combination 
of the newly developed ZTREE Unleashed (ZTu) (Duch et al. 2020) platform (which 
allows subjects to participate in an experiment programmed in Z-tree through their 
web browser) to run the experimental task, and a parallel Zoom session. We then 
compare both subject recruitment (demographics of participating subjects) and sub-
ject performance in the experimental tasks to sessions conducted in person shortly 
before the pandemic.

We explore two protocols for using web-conferencing software: whether sub-
jects are asked to have their webcam on or off during the experiment. In both cases, 
the experimenter can use voice and text chat throughout the experiment to convey 
instructions and information, or to answer questions from subjects sent through text 
chats. Having the webcam off has the greatest level of subject anonymity and con-
trol (in terms of limiting the possibility that subjects use the webcam to influence 
one another); however, one may be concerned that subjects will be less engaged 
and focused on the task (early pilots suggested this may be a concern). Having the 
webcam on may help subjects stay on task and engaged, due to a feeling of being 
observed by the experimenter.2 Our experiment uses an individual decision task, 

1  While MTurk has become a popular platform to recruit subjects and to organize online experiments, 
it has a number of design features that differ from the standard lab setting. MTurk recruits subjects from 
the internet instead of university students. While that has some benefits, it may not be ideal for experi-
menters that want to align with past lab studies as closely as possible. Additionally, MTurk is primarily 
used for surveys and relatively short tasks (often less than half an hour) (Arechar et al. 2018). Experi-
menters can also run into problems of high drop-out rates (Zhou and Fishbach 2016), and low subject 
effort (Chandler et al. 2014; Hauser et al. 2019).
2  Our focus is on creating the feeling of the experimenter watching to make sure subjects stay on task 
that is typical in the lab context. One might also worry that the webcam could create or exacerbate exper-
imenter demand effects. We do not think that is a concern in our setting. First, the primary task is a 
cognitively difficult dynamic decision problem that lacks a simple obvious “correct” answer. It is not 
clear what specific actions the subjects would think the experimenters “want.” Second, if there was such 
a clear demanded behavior, it should distort the average choice/performance in Webcam versus No Web-
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where subjects repeatedly solve a complex dynamic resource allocation problem. 
Therefore, we are not concerned about potential spillover between subjects from 
seeing others’ reactions.3 Our goal is to identify the experimental protocols (Web-
cam versus no Webcam) that have the best chance of generating comparable results 
as the offline (lab) experiment.

For comparability to lab studies, it is important that our protocol does not create 
distortions in subject recruitment or participation. For example, certain demographic 
groups (e.g., men versus women) may be more or less comfortable participating via 
web-conferencing software relative to the lab, which would create selection effects 
if those traits were also correlated with behavior in the decision task. We compare 
several demographic traits of participating subjects in our online formats to our lab 
data for the dynamic decision task. Neither online protocol leads to significant dif-
ferences in subjects’ age, gender or STEM major status based on the data from this 
dynamic decision-making study.4 We also hope that subjects will perform the exper-
imental task in a similar fashion to the lab format. We compare decision accuracy 
(with respect to the optimal policy) and profit earned in our primary dynamic deci-
sion problem between the online and lab data. We additionally look at three diagnos-
tic measures: risk preferences, the cognitive reflection test (CRT), and the HIT-15 
measure of backward induction ability. Overall, we find that subjects’ performance 
in both online experimental protocols aligns with the lab experiment for both the 
primary task and the diagnostic measures. Using these protocols, we are able to gen-
erate high quality data using online experiments with complex and lengthy experi-
mental tasks that require substantial subject attention and cognitive effort.5

Finally, we give some guidance about how experimenters may want to make 
design decisions such as sample size using these protocols. While both protocols 
yield data consistent with the lab data, we note that (1) the No Webcam protocol 
always leads to directionally worse average performance than the Webcam protocol, 
although the difference is not statistically significant; (2) in the primary dynamic 
decision problem, the No Webcam protocol leads to a larger variability in subject 
performance. This suggests that data with No Webcam is somewhat noisier, which 
may lead to issues if experimenters use too small a sample size. To examine this 
concern, using a simulation study, we find that both online experiment protocols 
have reasonable statistical power to detect the effect sizes observed in our data. 

3  This would be more of a concern for a strategic game. However, to address this, one could send sub-
jects to breakout rooms either individually, or by role, and have separate experimenter connections to 
Zoom to monitor each room.
4  As explained in Sect. 2.2, there are some subject characteristic differences between our online studies 
and another laboratory study we have demographic data on, but these differences are of comparable mag-
nitude as between our lab study and that lab study. Hence, the observed selection effects there may sim-
ply reflect the natural variation between studies, rather than a systematic selection effect between online 
and offline studies.
5  We note that some researchers comparing MTurk data from before and during the pandemic have seen 
subject performance degrade (Arechar and Rand 2021).

cam, e.g. by leading to improved performance in the most difficult version of the decision task. However, 
we see similar outcomes between protocols—just with less noisy data (explained in Sect. 3.4).

Footnote 2 (continued)
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However, when we consider a range of possible effect sizes, the Webcam protocol 
is preferable. When effect sizes are moderate to large, the Webcam protocol has bet-
ter power (due to lower performance variability) than the No Webcam protocol. For 
these treatment effect sizes, the statistical power of the Webcam protocol, and hence 
the required sample size, is comparable to the offline (lab) protocol.

2 � The experiment

In this section, we give an overview of the experiment setup, subject recruitment, 
and the decision contexts we consider.

2.1 � Experiment setup and subject recruitment

The online experiments were conducted using the newly developed platform ZTREE 
Unleashed (ZTu) that allows us to stream the ZTREE program to subjects who can 
then join the experiments remotely. The offline (lab) experiment was conducted in 
the Behavioral and Experimental Economics lab in the University of Michigan, Ann 
Arbor.

During the online experiments, we have a Zoom room set up in parallel to the 
experiment program.6 The Zoom room mimics the lab experience of having all the 
subjects gather, check-in, conduct experiments together, and check out. We consider 
two protocols for the use of Zoom: requiring subjects to have their webcam on or 
off. To control for cross-subject communication and to protect subject anonymity, 
in both protocols: (1) subjects are only allowed to send private chats to the experi-
menter; the cross-subject chat function is disabled; (2) subjects are muted upon 
entry and throughout the experiment session; (3) subjects are renamed as soon as 
entering the Zoom room.7

Across the three formats, we utilize the same recruitment method using ORSEE 
(Greiner 2015), and recruit from the same subject pool. In the recruitment email for 
online experiments, subjects are notified that they will participate in the experiment 
by joining a Zoom room; they are also notified of the webcam-on requirement in the 
Webcam protocol, and we clearly noted that the video from the Zoom session would 
NOT be recorded. Subjects consist of undergraduate and graduate students from the 
University of Michigan, Ann Arbor. No subjects dropped out in any of the three 

7  The supplementary material offers additional details about the administration process we use, includ-
ing figure illustrations for ZTu and Zoom setups.

6  Our protocol for using Zoom mirrors the procedures that Zhao et  al. (2020) have used for their lab. 
We also thank Alex Brown and Valon Vitaku for helpful information about the approach to using Zoom 
monitoring for online experiments that they developed in parallel. Their preliminary data using a coordi-
nation game (played against past subject choices) also finds similar outcomes between lab and online for-
mat. We note that, to our knowledge, there is no existing study that compares different online experiment 
protocols (with and without webcam).
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formats.8 A total of 194 subjects participated in our experiment: 69 subjects in No 
Webcam, 70 in Webcam, and 55 in the offline (lab) sessions.

2.2 � The experiment decision tasks

We use the same decision tasks in all three experimental formats. Our primary deci-
sion task is a dynamic resource allocation problem modeled after a firm’s product 
development process (described briefly below, additional details are provided in the 
supplementary material B). We also use three diagnostic tasks. Subjects’ payments 
depend on their performance in all four tasks and range from 15 to 25 US dollars. 
The entire experiment lasts around 2 h for all three formats.

Dynamic resource allocation task
In the dynamic resource allocation task, subjects act in the role of a manager 

who is responsible for allocating a limited financial budget to sequentially arriving 
opportunities (abstractly representing potential design improvements). The manager 
must decide whether to accept the opportunity immediately and cannot wait and 
bundle the decisions. The opportunities vary in their benefits and costs and can only 
be accepted if enough budget is available. The manager’s payoff is the total benefits 
accrued, plus any leftover budget.

Specifically, subjects begin with a budget of B experimental credits, which they 
can spend on up to 10 opportunities. Ex-ante, the benefits of the opportunities are 
random, drawn independently from a three-point distribution known to the subject. 
The task has two conditions (run between-subjects) that vary the cost of an oppor-
tunity. In the “simple condition", B = 5000 , and the cost to implement each oppor-
tunity is fixed at 1000 credits throughout the project. In the “complex condition", 
B = 6000,9 and the cost begins at 1000 but increases to 2000 for the last five oppor-
tunities (subjects know this in advance). This cost change substantially changes the 
optimal policy and makes the complex condition much more challenging for sub-
jects. A session consists of subjects completing the allocation task 5 times under one 
cost condition (followed by the diagnostic tasks described below). We are interested 
in the gap in subject performance between the two conditions.

Diagnostic tasks and demographics
After the dynamic resource allocation task, subjects conduct three additional 

diagnostic tasks: (1) a risk preference measure, based on Holt and Laury (2002); 
(2) the cognitive reflection test (Frederick 2005);10 (3) the Hit-15 task (Gneezy et al. 
2010; Carpenter et al. 2013), which measures subjects’ ability to backward induct. 

8  Two subjects in the Webcam protocol experienced internet connectivity issues during the session; 
however, they were able to complete the whole session, including the post-experiment demographic sur-
vey.
9  The budget increase in the complex condition ensures that a comparable number of opportunities can 
be implemented between the two conditions.
10  For the online sessions, we modified the wording of the CRT questions to prevent subjects from 
searching for the answers.
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Subjects have 5 minutes to complete each of the three diagnostic tasks, and they 
receive monetary payoffs based on their performance.

In the post-experiment questionnaire, we collect subjects’ demographic informa-
tion. Three kinds of information are collected: subjects’ gender, age, and college 
major. Gender and age often play an important role in economic decision-making 
(Croson and Gneezy 2009; Kovalchik et al. 2005), and for our task, we anticipate 
that STEM majors may have better performance.

3 � Experiment results

This section compares the results of the three experiment formats, with a focus on 
comparing subject recruitment (demographic characteristics of participating sub-
jects) and subject performance.

3.1 � Subject demographics

We compare the average age, gender, and share of STEM major students across 
each of our three experimental formats. As an additional point of reference, we also 
include the data from a different unrelated study (hereafter Study B) with 126 sub-
jects. Both Study B and our offline (lab) experiment were conducted in the same lab 
in the same academic year and recruited from the same subject pool. In Table 1, we 
present the related results for the three experiment formats as well as the data from 
Study B.

When we consider the data from our dynamic decision-making problem, we find 
no indication that the experimental format influences any of the three demographic 
characteristics. None of the pair-wise comparisons between formats is statistically 
significant for either the age, gender ratio, or STEM ratio (proportions test for gen-
der and STEM ratio, rank-sum test for age; p > 0.20 for all).

When using the data from Study B as the alternative lab benchmark, we first note 
that there is noticeable variability in age and proportion of STEM students across the 
two lab studies. With this in mind, we find that, compared to Study B, subjects in the 
No Webcam protocol are slightly older (23.59 vs. 21.95; rank-sum test p = 0.01 ); 

Table 1   Subject demographic information

Standard deviations for age are in parentheses

Demographic information Experiment format Data from

No webcam Webcam Lab Study B

Proportion of female students 0.64 0.74 0.71 0.71
Average age 23.59  

(5.23)
22.92  

(4.26)
23.17  

(5.78)
21.95 

(3.09)
Proportion of STEM major students 0.58 0.56 0.49 0.39
Number of subjects 69 70 55 126
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the other age and gender comparisons are not significant. We also find that both 
webcam protocols lead to significantly more STEM students (0.58 vs. 0.39, 0.56 vs. 
0.39; proportions test p < 0.03 for both comparisons).

To further increase the power of our demographic comparisons, in Table 2, we 
present the results where we pooled the data from the two online formats (Web-
cam and No Webcam) and the two lab formats (the lab study of our dynamic deci-
sion problem and Study B), respectively, and compare the two pooled data. We find 
that the gender ratios are comparable between the pooled online and pooled lab data 
(0.69 vs. 0.71; proportions test p > 0.20 ). Meanwhile, subjects from the pooled 
online data are slightly older (23.26 vs. 22.32; rank-sum test p = 0.06 ), and signifi-
cantly more likely to be in STEM majors (0.57 vs. 0.42; proportions test p < 0.01).11

In summary, based on the data from our dynamic decision-making experi-
ment, both online experiment protocols can lead to generally comparable subject 

Table 2   Subject demographic 
information—pooled

Standard deviations for age are in parentheses

Demographic information Pooled Pooled
Online data Lab data

Proportion of female students 0.69 0.71
Average age 23.26 (4.76) 22.32 (4.11)
Proportion of STEM major students 0.57 0.42
Number of subjects 139 181

11  We conduct an ex-post power calculation by following the methods in (Howell 2012). The goal is to 
calculate the power given the sample sizes and conjectured mean differences between samples (formats); 
the results are all shown with respect to a significance level of 5 % . For age analysis, the comparison 
between No Webcam (Webcam) and Study B leads to a power of 37% (47% ) for a conjectured age dif-
ference of 1 year between formats. The pooled analysis does improve the power but not by much - the 
power becomes 52% . However, if we consider a conjectured age difference of 2 years, then we always get 
a good power: the power is higher than 90% for all the comparisons: No Webcam vs. Study B, Webcam 
vs. Study B, and Pooled Online vs. Pooled Lab. In other words, our current sample sizes are not well-
powered to detect small age differences, but for any age differences larger than 2 years our samples sizes 
in either unpooled or pooled analysis are well-powered to detect them.
  For the STEM ratio, for the two comparisons of No Webcam vs. Study B and Webcam vs. Study B, 
we derive a power of 52% for a conjectured proportion difference of 0.15. In the pooled analysis, how-
ever, we derive a power of 75% for a conjectured proportion difference of 0.15 between the two formats. 
Hence, the pooled analysis does help to significantly improve the power of our conclusions in STEM 
ratio comparisons.
  Finally, for the ratio of female students, in our study the comparisons are not significant in any pair-wise 
comparisons across formats, either pooled or unpooled. Nonetheless, it may be useful to conduct an ex-
post power calculation to determine the minimal “treatment effect" (the mean differences between two 
samples (formats)) such that it can be detected with a high power of 80% , given the sample sizes we have 
here. We find that such minimal treatment effect is 0.20 (0.19) when we consider No Webcam vs. Study 
B (Webcam vs. Study B), and is equal to 0.15 when we consider Pooled Online vs. Pooled Lab.
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demographic characteristics as the offline (lab) experiment. We observe subject 
characteristics differences between our online studies and another laboratory study 
(Study B); most noticeably, the proportion of STEM students are higher in our 
online experiments. However, the differences are comparable to the demographic 
differences between the two lab studies (our lab study of dynamic decision-making 
and Study B). Hence, such observed selection effect may be explained by the natural 
variation between studies rather than a systematic selection effect between online 
and offline (lab) studies.

3.2 � Subject performance: dynamic resource allocation task

We next examine subjects’ performance in the primary decision task.12 Here, we 
compare subjects’ payoffs to what can be achieved using the optimal policy (via 
dynamic programming). We consider two performance metrics: (1) decision accu-
racy rate; (2) normalized profit ratio. The decision accuracy rate is the percent of 
decisions coinciding with the optimal policy. For the normalized profit ratio, we 
begin with a benchmark profit achieved by the conservative policy of accepting the 
first 5 opportunities. The normalized profit ratio is then: (realized profit - benchmark 
profit)/(optimal policy profit - benchmark profit). Hence a profit ratio near 1 indi-
cates the subject achieved nearly optimal profit, while a ratio near 0 indicates the 
subject did barely better than the benchmark. The results are summarized in Table 3.

For the simple condition, we observe that, directionally, the No Webcam proto-
col leads to the worst performance for both decision accuracy and profit among the 
three formats. However, none of the pair-wise comparisons in either performance 
metric is significant (rank-sum test p > 0.20 for all). The conclusion is the same in 
the complex condition. The No Webcam protocol leads to the lowest performance 

Table 3   Dynamic resource allocation decision task

We have more subjects in the complex condition since we observe larger variability of profit performance 
there. Standard errors are in parentheses

Experiment format

No webcam Webcam Lab

Simple condition
Average decision accuracy rate 0.53 (0.05) 0.57 (0.03) 0.57 (0.04)
Average normalized profit ratio 0.79 (0.06) 0.81 (0.04) 0.82 (0.03)
Number of subjects 19 20 25
Complex condition
Average decision accuracy rate 0.54 (0.03) 0.55 (0.03) 0.56 (0.03)
Average normalized profit ratio 0.26 (0.07) 0.29 (0.07) 0.38 (0.08)
Number of subjects 50 48 30

12  We remove the performance data from the two subjects who experienced continuous internet connec-
tivity issues in the experiment.
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for both metrics, but the difference is not significant ( p > 0.20 for all pair-wise 
comparisons).

We are also interested in the difference in performance between the simple and 
complex conditions, fixing the experimental format.13 We find that, regardless of the 
format, the following conclusions are true: (1) subjects have similar average deci-
sion accuracy rate between the simple and the complex condition (rank-sum tests 
p > 0.50 ); (2) subjects have substantially lower normalized profit ratios in the com-
plex condition ( p < 0.01 ). However, we note that the magnitude of the performance 
decrease from moving from simple to complex is largest in the online formats. The 
profit ratio decreases by 0.53 and 0.52 for the No Webcam and Webcam formats, while 
it only decreases by 0.44 in the lab format, although regressions suggest that the dif-
ference in magnitude of the treatment effect (i.e. the difference in profit ratios between 
the two conditions) is not significant.14 One interpretation is that as we increase the 
complexity of the decision task, the potential concerns about subject attention and 
focus from online experiments have a larger impact on subject performance.

Next, we use regression analysis to study the robustness of our conclusion, par-
ticularly to the inclusion of demographic characteristics that may vary by format. 
We consider the following simple regression model that regresses the performance 
metric (either decision accuracy or normalized profit) on treatment dummy variables 
and demographic information.

Here, i denotes the subject. Metrici denotes the relevant performance metric (deci-
sion accuracy rate or normalized profit ratio). NoWebcami and Webcami are treat-
ment dummy variables. STEMi , and Femalei are demographic dummy variables. 
We run the regression for the two conditions (simple and complex) separately. The 
results are summarized in Table 4.

In both conditions (simple and complex) and for both metrics, we find that including 
the demographic information variables does not change our conclusion that both online 
experiment protocols are able to generate comparable results as the offline (lab) experi-
ment (the p-value for the estimates of �NW and �W is always larger than 0.10 in Table 4).

3.3 � Subject performance: diagnostic tasks

We now consider subject performance in the three diagnostic tasks: risk preferences, 
CRT and Hit-15. From Table  5, we see that the different formats yield compara-
ble subject performance for all three tasks (rank-sum test p > 0.15 for all pair-wise 

(1)
Metrici = �0 + �NWNoWebcami + �WWebcami + Agei + STEMi + Femalei + �i.

13  This is the primary focus of our companion paper (available on request). In that paper, we explore the 
mechanisms underlying the performance difference summarized here, as well as potential interventions 
to improve performance in the complex condition.
14  We pool the data from both conditions of the three protocols together, and regress the profit ratios on  
treatment dummies, online protocol dummy, and the dummy interaction terms: Profit Ratioi = �

0
+ �

IC
⋅

IncreasingCosti + �NWNoWebcami + �W ⋅Webcami + �ICNWIncreasingCosti ⋅ NoWebcami + �ICW
IncreasingCosti ⋅Webcami + �i. Both interaction effects are insignificant (p value>0.40), hence we can-
not reject the null hypothesis of equal treatment effects between the two online and the lab protocols.
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Table 4   Dynamic resource allocation decision task regression analysis

“Accuracy" stands for the “Decision Accuracy Rate" metric, and “Profit" stands for the “Normalized 
Profit Ratio" metric. Data from all three formats is used. Standard errors clustered at the subject level in 
parentheses. Significance is denoted: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

Estimates for the independent variables

No webcam Webcam Female Age STEM

Simple condition
Accuracy − 0.02 (0.06) 0.00 (0.05) 0.02 (0.05) − 0.01 (0.00)** 0.03 (0.05)
Profit − 0.01 (0.07) 0.00 (0.05) − 0.01 (0.05) − 0.01 (0.00)** − 0.01 (0.06)
Complex condition
Accuracy − 0.02 (0.04) − 0.03 (0.04) − 0.01 (0.04) − 0.00 (0.00) 0.08 (0.03)**
Profit − 0.13 (0.10) − 0.16 (0.10) 0.08 (0.09) 0.01 (0.01) 0.27 (0.08)***

Table 5   The three diagnostic 
tasks

Standard errors are in parentheses. The number in the Risk Prefer-
ence task is the # of the lottery that serves as the “turning point" 
where subjects switch from preferring the lottery to the fixed 
amount. The number in the CRT task is the number of correct 
answers to the three questions in this task. The number in the Hit-15 
task is the number of correct answers to the two questions designed 
to test subjects’ understanding of the winning strategy in this task

Task Experiment format

No Webcam Webcam Lab

Risk preference 5.06 (0.18) 5.13 (0.20) 5.19 (0.26)
CRT​ 1.62 (0.14) 1.68 (0.13) 1.91 (0.15)
Hit-15 0.83 (0.09) 0.99 (0.09) 0.89 (0.11)

15  In the risk preference task, for all three formats more than 94% of subjects have a single switching 
point. The analysis here includes only subjects with a single switching point. If instead we consider all 
subjects and count the number of safe choices, all the results here hold. There is no significant pair-
wise comparison among the three experiment formats, nor are any estimates significant in the analogous 
regression to Table 6.

comparisons).15 However, we note that as previously, subjects in the No Webcam 
protocol have directionally the worst performance in the two tasks with objectively 
“correct" solutions (CRT and Hit-15).

Table 6 reports the results of regressing diagnostic task performance on treatment 
dummies and demographic variables (as in Function 1). We find that the two online 
protocols lead to comparable performance as the offline (lab) experiment for the risk 
preference task and the Hit-15 task. For the CRT, the No Webcam protocol leads 
to worse performance with weak significance ( p = 0.09 ). Hence, in line with our 
previous results, we conclude that both online experimental protocols are capable of 
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generating comparable results to the offline (lab) format (with the Webcam protocol 
slightly preferred).

3.4 � Implementation recommendations: sample size comparison

When choosing between the two online experiment protocols, a natural question 
is how the differences between protocols affect the statistical power, and hence the 
required sample size, of the experimental design. To provide guidance on that deci-
sion, in this section, we use our experimental data to conduct a series of bootstrap 
simulations to estimate the statistical power of each protocol to detect a treatment 
difference between simulated simple and complex conditions. We focus on a sub-
ject’s profit as the outcome variable, as we observed a large and significant profit 
difference between the simple and complex conditions for all three formats.

Our data suggest two factors that could affect the statistical power of an experi-
ment similar to ours: potential differences in the magnitude of a treatment effect, and 
potential differences in the variability (and thus possibly the noise) in the data. For 
the first factor, Table 3 shows that the treatment effect (reduction in average profit 
in the complex treatment) is directionally larger in the online protocols compared to 
the offline (lab) protocol. For the second factor, the variability of subjects’ profits is 
directionally larger in both online protocols - but especially the No Webcam proto-
col. This can be seen more directly in Table 7, where we present the coefficient of 
variation (CV) for the normalized profit ratio. Profit in the No Webcam protocol has 
the greatest relative variability in both treatments.16

Table 6   Diagnostic tasks regression analysis

Standard errors clustered at the subject level in parentheses. Data from all three formats are used. Signifi-
cance is denoted: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01

Task Estimates for the independent variables

No Webcam Webcam Female Age STEM

Risk − 0.17 (0.33) − 0.06 (0.32) − 0.42 (0.28) 0.03 (0.04) 0.08 (0.24)
CRT​ − 0.33 (0.19)* − 0.30 (0.18) − 0.33 (0.16)** − 0.04 (0.01)*** 0.71 (0.15)***
Hit-15 − 0.03 (0.14) 0.10 (0.14) 0.11 (0.12) − 0.01 (0.01) 0.03 (0.11)

Table 7   Dynamic resource 
allocation decision coefficient of 
variation analysis

Coefficient of variation Experiment format

No Webcam Webcam Lab

Simple condition 0.33 0.23 0.20
Complex condition 1.77 1.55 1.11

16  We use the Feltz and Miller test (Feltz and Miller 1996) to compare the CV of profit between proto-
cols. We find that the No Webcam protocol has a significantly larger CV compared to the offline (lab) 
experiment in the simple condition (p value = 0.02) and directionally larger CV in the complex condition 
(p value = 0.28). None of the other pair-wise comparisons are significant.



178	 J. Li et al.

1 3

We now describe the bootstrap simulation analysis we use to formally compare 
the statistical power of each protocol. We use the following general steps to conduct 
the bootstrap analysis, as in Kleinman and Huang (2016) and Peng et al. (2005). 

1.	 Conduct independent resampling from the two conditions (simple and complex) 
for the given sample size under consideration.17

2.	 Perform statistical tests to compare the two bootstrapped samples; to be consist-
ent with our original method in identifying the treatment effect, here we use the 
rank-sum test to compare the two bootstrapped samples.

3.	 Repeats steps 1 and 2 a thousand times for each considered sample size.18

4.	 The proportion of samples where the null hypothesis is rejected is the estimated 
statistical power.

Figure 1 shows the results of this bootstrap simulation using the data from the 
simple and complex treatments for each protocol. This exercise helps us examine 
the statistical power of a protocol to detect the size of the effect observed in that 
protocol. By this criterion, each protocol achieves a reasonable level of statistical 
power. All three protocols would require fewer than 30 subjects to achieve 80% 
power to detect the empirically observed effect size for that protocol at a 5 % sig-
nificance level. Comparing across protocols, the two online protocols have higher 
power compared to the offline (lab) experiment. This is largely driven by the online 
formats having a larger treatment effect size (we will confirm this through an addi-
tional simulation analysis discussed below). Comparing between the two online 
protocols, the Webcam protocol has higher statistical power than the No Webcam 
protocol, consistent with the smaller variability of subjects’ profits in that format. 
In summary, this analysis suggests that both online formats can achieve comparable 
statistical power to the offline format (and hence will require comparable sample 
sizes), but that between the online formats the Webcam protocol is preferable as it 
has better power.

However, the above analysis is not quite an apples-to-apples comparison, as it 
only asks whether a protocol has good power to detect the effect size observed in 
its own data. Because the protocols led to different treatment effect magnitudes, a 
protocol’s performance is driven by two factors: (1) the difference in treatment effect 
sizes; (2) the difference in the variability of subject profit. Our preliminary compari-
son suggested that the primary potential issue with the No Webcam protocol is the 
greater noise in the data. We, therefore, conduct a follow-up simulation analysis to 
isolate the effect of variability alone on statistical power by holding fixed the con-
jectured size of the treatment effect across protocols. By varying the conjectured 

17  For each sample size, we allocate 1
3
 of the sample size to the simple condition and 2

3
 to the complex 

condition to account for the greater variability in the complex condition. The “sample size” or “number 
of subjects” in the text and figures all represent this total number of subjects from both conditions.
18  This number of samples per considered sample size is in line with past research. Kleinman and Huang 
(2016) used 100 simulated samples per sample size, while Peng et al. (2005) used 1000 simulated sam-
ples.
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treatment effect size from small to large, we can examine how decision noise affects 
statistical power for each experimental protocol across a range of situations.

For this bootstrap simulation, we follow the general steps outlined above. How-
ever, before we conduct the resampling from the two conditions in Step 1, we first 
demean the two conditions such that they have a common mean of 0 for subjects’ 
normalized profit ratios. Then, we add an adjustment factor 𝛿 > 0 to subjects’ profits 
in the simple condition to create a “conjectured treatment size”. With this, we pro-
ceed to the resampling from the two (adjusted) conditions, and the rest of the boot-
strapping procedures are the same. This approach allows us to equalize the (conjec-
tured) treatment effect size across the three protocols and solely focus on the effect 
on power coming from the different variability of subjects’ performance (i.e., nor-
malized profit ratio) in each protocol. Note that this is similar to the typical approach 
taken when estimating the likely statistical power for a new treatment design with 
an unknown effect size. We consider � ranging from in value 0.35 to 0.55 to capture 
small to large treatment effect sizes.

The simulation results are summarized in Figs. 2, 3 and 4. We observe that at 
� = 0.35 , the No Webcam protocol is slightly weaker in power compared to the 
other two experiment formats although the differences across formats are not so 
salient: With around 50 subjects, all three formats can achieve a power of 80% 
at a 5 % significance level. For � = 0.45 , the No Webcam protocol has noticeably 
weaker power compared to the other two protocols. Specifically, to achieve 80% 
power to detect this moderate effect size, the No Webcam protocol requires more 
than 30 subjects while the other two protocols both require fewer than 30 sub-
jects. Finally, for large effect sizes ( � = 0.55 ), all three formats require fewer than 
30 subjects to achieve a power of 80% , but the No Webcam protocol continues to 
have less power compared to the other two formats.
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Fig. 1   Sample size simulation, empirically observed effect size
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In summary, both online protocols can give acceptable statistical power. How-
ever, the results here further highlight the consequence of the larger variation of 
subject performance in the No Webcam protocol and suggests that, between the 
two online protocols, the Webcam protocol is again the preferable format—with 
performance comparable to the offline (lab) experiment.
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Fig. 2   Sample size simulation, treatment effect adjustment factor � = 0.35
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Fig. 3   Sample size simulation, treatment effect adjustment factor � = 0.45
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4 � Discussion and conclusion

In this paper, we discuss a novel protocol to combine an experimental platform like 
ZTREE Unleashed with web-conferencing software like Zoom to conduct the kind 
of complicated experiments typically done in an offline laboratory format. We show 
that both methods provide comparable data to the lab setting, both in terms of sub-
ject demographics and performance; however, we also show that the format with 
subjects’ webcams on yields somewhat less noisy data (yielding better statistical 
power) and hence should be preferred. We contribute to the best practices in con-
ducting online experiments both in terms of experiment protocols (webcam on ver-
sus off) as well as estimating statistical power and the selection of sample size. Our 
research is particularly relevant for researchers who wish to continue their research 
agendas online using ZTREE with the same subject pool.

We note that our four decision tasks are all individual decision-making tasks. For 
experiments with interactions among subjects, several of our results provide very 
positive indicators that such experiments can be successfully run online as an alter-
native or complement to in-person lab studies: Subjects are able to keep focused in 
relatively long and complicated economic experiments, and subjects dropping out is 
not an issue in our study. Hence, we believe that our online experiment formats will 
be able to generate high quality data for experiments with interactions. However, in 
strategic settings, researchers’ decision about requiring subjects to use their webcam 
is more complicated. In experiments with strategic interactions, the webcam may 
create a separate channel for subjects to communicate with each other or to infer 
play based on facial reactions, potentially resulting in undesirable consequences. 
This can be partially mitigated by having subjects in separate virtual breakout 
rooms by role or fully mitigated by having individual breakout rooms. However, this 
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Fig. 4   Sample size simulation, treatment effect adjustment factor � = 0.55
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increases experimenter overhead for monitoring, as, for example, when using Zoom 
they will need a separate Zoom instance for each breakout room. If this is deemed 
infeasible given the researcher’s context, our results suggest that utilizing the No 
Webcam protocol is also feasible, although potentially with a larger sample size.
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