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Abstract
The advent of smart grid is a revolution that has enabled power distribution in a more efficient way. However, load forecasting,
demand response management and accurate consumer load profiling using smart meter data continue to be challenging industry
and research problems. Clustering is an efficient technique for load profiling. K-means clustering algorithm for clustering
electricity consumers based on raw meter data directly result in cumbersome, redundant and inefficient computations. This paper
presents a methodology for reducing the raw data set dimension via features extraction and cluster the load profiles based on
computed features. The feature set formed comprises of Singular Values by Singular Value Decomposition and Wavelet Energy
Entropy of approximate and detailed Coefficients. K means Clustering technique is used. The proposed method enables efficient
and quick clustering and at the same time the information content in load profiling is preserved. The time consumed for clustering
of feature set formed is found to be much less than that of raw data set. By comparing the Silhouette Values K = 6 was found to be
the optimal number of clusters with average silhouette coefficient around 0.79. Clustering of load profiles both for Raw Data Set
as well as computed Feature Set are compared by evaluating average silhouette value, number of negative silhouettes and
computation time for clustering and Silhouette Coefficient was found to be 0.79 by proposed methodology showing better
clustering result as compared to raw dataset.
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Nomenclature
DNO Distribution Network Operator
ToU Time of Use
kSVD k Singular Value Decomposition
SVM Support Vector Machine
kNN k Nearest Neighbour
ANN Artificial Neural Network
SVD Singular Value Decomposition
DWT Discrete Wavelet Transform
cA1 Approximation Coefficient
cD1 Detailed Coefficient
db2 Daubechies2
WEE Wavelet Energy Entropy

Introduction

An electricity network with advanced digital technology and
two way communication forms the smart grid which has taken
energy industry to a higher level. This is the need of time due
to depleting resources, deteriorating environmental conditions
and escalating energy demand [1]. One of the most important
component of smart grid are smart meters. They are advanced
energy meters that provide high frequency energy consump-
tion data from the end user’s load devices to the utility com-
pany with some added information. These meters allows two
way communication of information between users and utilities
which helps consumers to make informed energy choices. For
harnessing maximum information from the data provided by
smart meters, analysis and processing of data is one of the
most important step.

In this paper the analysis of residential and small enter-
prises consumer smart meter data is done to understand the
variation in load profile of various consumers at different time
intervals. This helps the Distribution Network Operators
(DNO) to identify suitable candidates for demand response
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management. It also helps DNOs to understand the energy
behaviour of different types of consumers and improve the
modelling of overall energy profile [2]. The consumer end
demand is highly stochastic and irregular, hence detailed anal-
ysis is required [3].

The load profiles obtained from electricity consumption
data are clustered into different groups based on the evaluated
attributes from smart meter data with the inclusion of Time of
Use (ToU) [4]. This is done to identify consumers with heavy
usage during peak demand time. If dynamic tariffs are intro-
duced, informed consumers will shift their usage from peak
load time to off peak time and hence assist in flattening the
energy load demand curve [5]. But clustering the raw data
from smart meters takes more time hence it is necessary to
extract the key features from the dataset (to reduce the redun-
dancy and increase the efficiency of process) [2].

Literature Review

The large amount of data from smart meters over short dura-
tion of time is providing researchers with deeper insight into
the consumer energy use pattern. Analysing this data will help
the power companies in areas like demand response manage-
ment, load forecasting, power quality monitoring and event
detection [4, 8, 24].

In order to determine the eligible consumers for demand
response programmes, the normalised weekday load profiles
are clustered in [11]. Four clustering techniques, i.e., random
forest approach, k- Nearest Neighbour, decision tree and arti-
ficial neural network, are compared and it is found that ran-
dom forest clustered the data better than others. But due to
high computational cost and redundancy in data, instead of
using raw data, extraction of salient features is considered an
important step before clustering [2] [4–10] [12–14]. Features
can be found in time [2] [7, 8] [13], frequency [8] and time
frequency [9] domains in order to have better knowledge
about characteristics of meter data. The smart meter data is
divided into four key time periods in [2] for capturing the peak
load and major sources of variability in a day. Seven statistical
features were found in each time period for clustering. Due to
weak correlation between different features, finite mixture
model technique was used for clustering the data into 10
unique clusters. The optimal number of clusters was chosen
by Bayesian Information Criterion and to check robustness of
model, bootstrapping was used. When analysing data from
many smart meters, clustering can be done in two stages as
shown in [6]. In first stage the pattern variability was captured
and clustered for each user individually and then in second
stage these clusters were combined to find global clusters.
Comparison of k-means and g-means clustering techniques
was done based upon the coefficients found by fast wavelet
transform (using haar wavelet). The number of clusters
formed in this method are very high as compared to other

work in literature which is not considered good. Feature ex-
traction technique can also be used for classifying different
types of disturbances in the signal as in [8]. Here, features
are extracted in both time and frequency domain (using
FFT) of synthetic signals, to determine the most relevant char-
acteristics for off- line analysis of disturbances in power line.
For classification of disturbances decision tree showed better
performance as compared to artificial neural network. In [9]
for extracting hidden electricity usage patterns, the data is
decomposed into several partial usage patterns using K-
SVD. This is done so that load gets compressed in sparse
way. The advantage of using this technique is that there is
no assumption required for base signal rather it learns them
automatically. In this work, features from consumer load data
are classified using linear SVM (supervised learning tech-
nique) into two classes i.e. residents and small and medium
enterprises. Clustering techniques can also be used to estimate
the load demand as shown in [10]. There, an algorithm based
on k-means cluster analysis was applied on segmented load
profiles (less than or equal to 24 h) of aggregated smart me-
ters. The cluster centres along with various distance functions
(Canberra, manhattan, Euclidean and pearson) were used to
estimate missing and future values by using other data in the
same cluster. For harvesting the inherent structure from smart
meter data, autocorrelation was applied with 24 lags on one
week smart meter data in [12]. Then k means clustering tech-
nique was used on reduced dataset and it was found that for
32,241 smart meter data (over a period of one week) the op-
timal number of clusters were 12 (found by evaluating DBI
mean index). In [13] a novel approach for modelling smart
meter data is proposed using clustering and linearization of
smart meter data curves. After pre-processing the data, extend-
ed k means algorithm is applied for obtaining the patterns with
similar energy consumption. The load profile in each cluster is
averaged, smoothened and then linearized. Using Particle
Swarm Optimization, the linearized load profile are optimized
for classification.

The high frequency data obtained from numerous smart
meters introduces challenges for communication, storage
and analysis of load profiles of consumers. This leads to the
need for introduction of dimensionality reduction of data in a
way that the features which define the maximum information
about the load curve are retained and remaining are removed
[9, 14]. Choosing appropriate features for efficient clustering
of consumer load profile is very important.

Contribution of the Paper

In this work analysis of smart meter data obtained over pro-
long period of time (approximately six months) is done. In
literature most of the work focussed on feature extraction in
only one domain; mostly time domain. But in this work fea-
tures are extracted in both time and time-frequency domains
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for better understanding of the load profiles and to obtain
unique set of features for efficient clustering. By graphical
analysis of the load profiles it is found that they show similar
characteristics on each day of week (i.e. all Monday’s show
similar profiles over a period of atleast one month and so on)
as shown in Fig. 3a, b. This might be due to similar type of
power consumption on same day of week. Hence load profiles
are grouped together over a month for feature extraction so
that redundancy in the load profiles having similar character-
istics is reduced.

Aim of this work is to cluster the load profiles in a way that
the process takes minimum time and the clusters formed are
well separated from each other. For redundancy reduction,
singular value decomposition is applied on raw data set for
feature extraction. Five features are found from smart meter
data for reducing computational cost, dimensionality and re-
dundancy in data while clustering. For this purpose K means
clustering algorithm is applied on the feature set and results
are evaluated by using three clustering performance parame-
ters i.e. Silhouette coefficient, process time and number of
negative silhouettes. The number of clusters are chosen ac-
cordingly. It is shown in table 1 that derived feature set takes
much less time when compared with raw dataset for clustering
the load profiles.

Structure

The remaining part of the paper is organized such that section
II describes the methodology for feature extraction in both the
time and time-frequency domains, and the clustering tech-
niques used. Section III shows details about data set and eval-
uation and validation of the proposed methodology. In
Section IV, results and discussion on clustering technique used
is presented. Section V gives conclusions and scope for future
work.

Methodology

The various steps taken for clustering of load profiles is shown
with the help of block diagram in fig.1. After data acquisition
and pre-processing of smart meter data, the aim is to extract
features which gives maximum information about the signal
with minimum dimension of the feature set. The feature set
proposed in this method consists of singular values obtained
by singular value decomposition (SVD) and wavelet energy
entropy obtained by finding the entropy of the energy content
of wavelet coefficients (both detailed and approximate). These
features are clustered using K-means algorithm. To find out
how well separated each cluster values are from the values in
another cluster, silhouette coefficients are computed.

Singular Value Decomposition (SVD)

The raw data set consisting of energy consumption of each
consumer is quite large. Much of the information it contains is
redundant hence it is required to extract relevant information
from it. For this purpose Singular values are determined by
carrying out Singular Value Decomposition for each set of
data matrix. It acts as an excellent technique to process the
data, reduce the dimensions and find hidden information of
the signal [16]. Singular Value Decomposition decomposes a
matrix A such that the resultant describes basic properties of A
[16, 17]. If matrix A of size n*d is decomposed by Singular
Value Decomposition, a product of three matrices is obtained
–

A ¼ USVT ð1Þ
Where columns of matrices U and Vof size m*n and n*n

respectively gives left and right singular vectors. The columns
of these vectors are orthonormal Eigen vectors of ATA and

Table 1 Comparison of
Clustering results by Clustering
both Raw Data and Proposed
Feature Set using K means
Algorithm

No. of Clusters Avg. Silhoutte Value Time taken for Clustering
Process

Number of Negative
Silhouttes

3 Raw Data 0.462 80.67 1310

Feature Set 0.741 48.79 223

4 Raw Data 0.357 129.55 1699

Feature Set 0.744 46.31 167

5 Raw Data 0.325 78.97 1812

Feature Set 0.721 45.76 145

6 Raw Data 0.293 77.41 1815

Feature Set 0.715 45.39 64

7 Raw Data 0.203 81.75 2687

Feature Set 0.698 45.96 83

8 Raw Data 0.193 81.42 2707

Feature Set 0.699 45.18 92
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AAT. S is a diagonal matrix of size n*n containing the singular
values of the matrix A. Equation (1) can also be expressed as
sum of rank 1 matrices as shown in eq. (2)–

A ¼ ∑
m

i¼1
uiσivTi ð2Þ

Where ui and vi are the elements of matrices U and Vand
i corresponds to the singular values. These values are arranged
in descending order of their magnitude with most significant
value being the highest [15]. The singular values are related to
Eigen values of matrices ATA and AAT and gives an idea of
relation between various elements of data matrix with it’s
transpose matrix [14, 18].

Wavelet Energy Entropy

Discrete Wavelet Transformation (DWT) of a signal allows
both time and frequency domain analysis using discretely
sampled wavelets. It captures both frequency and location
(in time) information. DWT decomposes a signal into differ-
ent sub-bands on the basis of frequency, i.e., low frequency
band and high frequency band [19].

The wavelet transform of signal arranged in the form of ma-
trixA is found by convolving the elements ofmatrixwith the low
pass filter and the high pass filter to give approximate (cA1) and
detail (cD1) wavelet coefficients after down-sampling as shown
in fig. 2. With each step of wavelet decomposition, the approx-
imate coefficients are further decomposed into sub-bands of low
and high frequency coefficients. For example in this work signal
is decomposed upto 3 levels hence cA1, cD1, cD2 and cD3were
obtained as wavelet coefficients.

Now, to find the wavelet energy, each of these coefficients
is squared and summed in each time stamp. These energies are
used for finding wavelet energy entropy which is the measure
of randomness or uncertainty of the wavelet energy signal
[20]. Shannon defined information entropy [21] as follows
which is used in this work to find wavelet energy entropy–.

If X is the sample space consisting of n samples and P is the
probability of ith piece of information i.e. xi then the self-
information of each sample xi is given by –logePi and its

expected value gives the entropy of the information source
as given by the following equation –

H Xð Þ ¼ E
h
−loge Pið Þ ¼ − ∑

n

i¼1
PilogePi ð3Þ

If probability of each event is same, then their uncertainty is
maximum and hence their entropy. To find wavelet energy
entropy, Pi is given by the relative wavelet energy which is
the ratio of each energy term with the total energy.

Clustering

Clustering is a technique to partition the data (here load pro-
files) into groups such that number of load profiles are more
than the number of clusters. Thus, the load profiles showing
similar behaviour are grouped in same cluster in a way that the
intra cluster similarity is maximum and inter cluster similarity
is minimum [22]. In this work, K-means clustering technique
is used which comes under partitional clustering analysis
method. In K means clustering, data is divided into k discrete
clusters by minimizing the Euclidean distance of each load
profile characteristics from the cluster centre.

Clustering results are checked in this work by evaluating
cluster productivity ratio and silhouette coefficient. Cluster
Productivity Ratio is the ratio of number of output clusters
with number of input profiles. It tells how less number of
clusters are used for grouping the similar load profiles.

Silhouette Coefficient indicates how close samples of a
cluster are to each other and how far are the samples from
other clusters which is given by the following equation –

s ¼ b−að Þ
max b; að Þ ð4Þ

Here, ‘b’ is smallest average distance of a sample in one
cluster from the samples in another cluster and ‘a’ is the
smallest distance of this sample from the samples in its own
cluster. It’s value lies between −1 and 1, with 1 indicating the
best clustering and − 1 indicating wrong clustering.

Fig. 2 Discrete Wavelet Transform upto first decomposition level
Fig. 1 Block Diagram representation for clustering load profiles
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Work Done

In this work the analysis of residential and small enterprises
consumer smart meter data is done to understand the variation
in load profile of various consumers at different time intervals.

Data Acquisition and Pre-Processing

Statistically robust smart meter data is required for analysis and
design of a reliable clustering model. Hence, in this work, smart
meter data from Irish Smart Meter Database is used [23]. Data of
40 customers over a period of half year (from 20 July 2009 to 13
January 2010) is taken. The aim of using data for prolong period
of time is to obtain results that contain load profiles of consumers
in varying environmental conditions. The readings are taken at
half hourly intervals which accounts for 48 samples of energy
consumption data throughout the day and 8544 samples over the
specified period of time for a single consumer. For 40 smart
meters the total samples are 3,41,760. The data obtained is ar-
ranged in a matrix such that each row vector represents load
consumption of a customer over a day.

Feature Extraction

After pre-processing the data (removal of absurd values and ma-
trix formation), the load profile of various consumers was plot-
ted. Similar consumption behaviour was observed on same day
of the week (i.e. all Mondays have similar load profile and so on)
over a period of one month as shown in Fig. 3.

It was also observed that mainly load profile of a day can be
divided into three key time periods based on the variation in
their consumption pattern. In these time periods (with 16 sam-
ples each) relevant attributes were found for clustering –.

•Time period 1: 12:00 am to 8:00 am.
•Time period 2: 8:00 am to 4:00 pm.
•Time period 3: 4:00 pm to 12:00 am.
Practically the number of consumers is much higher and

for clustering it is essential to find certain attributes from the
raw data set that defines this data in best possible way. This is
done so that best possible clusters are formed in minimum
time. Therefore Singular Value Decomposition has been per-
formed on the dataset to compute the singular values. For
SVD the data of 178 days (arranged row wise) of a consumer
was arranged in a matrix form and from this data singular
values were found for each block of 4*16 samples where 4
represented all load profiles of a day of week for a period of
one month (e.g. all Tuesdays over a month) and 16 samples
were taken for each day at a time that included key time
periods of a day.

SVD helps in reducing the matrix dimension by pushing
the less significant rows to the bottom. It was found that there
is a wide difference between first singular value and the re-
maining ones (as shown in fig. 4).

Hence only first singular value was taken as the key feature
for clustering the load profiles as it contained maximum infor-
mation. Almost negligible difference was observed in the clus-
tering results on inclusion of other singular values hence they
were excluded from the feature set in order to reduce feature
set dimension and complexity.

Other features were computed in time-frequency domain.
Wavelet transform of load profile was found upto 3 levels of
decomposition in each time stamp. Figure 5 shows the coef-
ficients obtained after wavelet decomposition of one of the
consumers. Daubechies2 (db2) wavelet was used for decom-
position as it is generally used to find closely spaced features.
Energy and hence energy entropy of approximate and detailed
coefficients was further evaluated.

The aim of evaluating features in time-frequency domain
was to find randomness in signal due to both low frequency
and high frequency coefficients. In this work all detailed and
approximate coefficients were included in the feature set ma-
trix for the calculation of energy entropy so that each band of
frequency was taken into consideration.

As explained in the earlier sections similarity was observed
in load profile of consumers on each day of the week for a
period of month. Thus for each coefficient a single value of
wavelet energy entropy was found for specified period of
time. It reduces the redundancy in the feature set in a way that
a single feature in each frequency band gives maximum

Fig. 3 (a). Load profile of ID2040 on Tuesdays of week 5, 6, & 7; (b).
Load profile of ID2030 on Tuesdays of week 6,7 & 8.
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information about the possible randomness in signal showing
similar characteristic.

Figure 6 illustrates the plot of all features extracted for a
single customer over a span of specified time period.
Variations in each feature can be seen in peaks as well as
pattern. Hence they all can be included for clustering.

Results obtained by clustering these features are presented
in the next section.

Results and Discussions

For each customer 5 attributes in each time slot were calculat-
ed as shown in fig. 6. One of the attributes is the maximum
singular value and the remaining four were obtained from
wavelet energy entropy of coefficients. The feature matrix
reduced the raw dataset from 3,41,760 samples to 25,200
samples in a way that maximum information required for
clustering the load profiles was retained. For clustering these
load profiles k means clustering technique was used. This
clustering technique uses an iterative approach to reduce the
sum of distance from each point to centroid for all k clusters.
For evaluating the performance of the clustering technique
chosen and for checking for optimal number of clusters vari-
ous parameters i.e. Average Silhoutte Value, Computation
Time for Clustering and Number of Negative Silhouttes as

Fig. 6 Values of Maximum Singular Values, wavelet energy entropy
(WEE) of approximate coefficient, WEE of detailed coefficient 1, WEE
of detailed coefficient 2 and detailed coefficient 3 (arranged from top to
bottom) of ID2030

Fig. 5 Wavelet Decomposition of energy consumption of ID2030 upto 3
levels using db2 wavelet

Fig. 4 Singular Values of ID2030 for 1 time stamp
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shown in Table 1 were computed. From Table 1 it can be
clearly inferred that clustering the profiles by reducing the
dimensionality (i.e. by evaluating key feature set) is a better
and less time consuming approach as compared to clustering
the raw data.

From Table 1 it can also be inferred that optimal number of
clusters for a set of 40 houses is 6 as all the parameters are
optimized. It can be seen that average silhouette value is close
to 1 with lesser negatives for k = 6. This shows that the dis-
tance of sample from samples in its own cluster is lesser than
that from samples in other clusters. The computation time for
clustering is also less for k = 6.

Further, in Table 2 Cluster Productivity Ratio is found
in order to find the compactness of the clusters. It is the
ratio of number of clusters formed and number of profiles

given as input. Lower value of cluster productivity ratio
indicates that fewer clusters are required for grouping the
load profiles. Hence, in this work, the cluster productivity
ratio of two best cases (i.e. when number of clusters are 6
and 7) was compared and it was found that choosing k = 6
is showing better results.

The Silhouette plot obtained for two best clusters i.e. k = 6
and k = 7 are shown in Fig. 7 below. It could be clearly ob-
served that for k = 6, the plot shows fewer negative values.
This indicates most of the clusters formed are able to group the
feature set of load profiles in a way that intra cluster distance is
minimum and inter cluster separation is maximum. Hence,
taking k = 6 to be the optimum value for clustering these load
profiles.

Conclusions

The advent of smart metering has enabled efficient load fore-
casting, demand response management and event detection.
This paper proposes a method to analyse fine-grained smart
meter data obtained from consumer electricity consumption.
Five features are found from smart meter data for reducing
computational cost, dimensionality and redundancy in data
while clustering.

The singular values are obtained from SVD of raw data
and WEE of detailed and approximation coefficients are
the selected features as they capture maximum informa-
tion content and randomness in data. These features are
clustered by using k-means clustering algorithm as it is a
simple and fast clustering technique. The focus of this
paper is on reducing computational complexity, at the
same time preserving the information content in load pro-
files and hence enable efficient and quick. It is found that
clustering of features from smart meter data takes lesser
time and shows better clustering as compared to clustering
raw dataset. The clustering performance is found by eval-
uating Silhouette Coefficient and Cluster Productivity
Ratio. For half yearly data of 40 consumers, it is found
that k = 6 shows better performance.

In future, after clustering load profiles, it is intended to
predict the load demand of consumer based on the cluster it
falls in. The evaluated features will further be used for getting
better insight of decomposed data by including singular vec-
tors (U and VT) in the feature set. More features in all three
domains (time, frequency and time-frequency) will be evalu-
ated and compared for better analysis of the load profile by
using different clustering techniques.

Apart from load profile segmentation, clustering tech-
niques also assist in load forecasting, state estimation, load
management like consumer characterization and demand re-
sponse management etc. areas. These areas are the pressing

Fig. 7 Silhouette Plot for K-6 and K-7 respectively of the result obtained
after clustering the feature set.

Table 2 Cluster Productivity
Ratio for various values of K Number of

clusters taken
for K-means
clustering tech-
nique

Cluster
Productivity
Ratio

3 5.9*10−4

4 7.9*10−4

5 9.9*10−4

6 11.9*10−4

7 13.9*10−4

8 15.8*10−4
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issues for implementation of smart grid and may be taken into
consideration in future.

1. Algorithm
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Algorithm Clustering of features obtained from 

smart meter data.

1: Procedure Data Formation

2: Read 40 smart meter ID’s

3: for i=1:n

4: If diff in data time stamps ≠ 1 implies 

missing values in data or repeated values in 

data for same time stamp.

5: Remove such values.

6: Select 8544 time instants for six months 

data

7: Arrange six months data for all IDS’s in a 
matrix (40*(178*48))

8: Procedure Feature Set Construction

9: Read selected data from each ID

10: Divide data from each ID into blocks B of 

28*16 elements.

11: for i = 1:n in B

12: Find approximation and detailed 

coefficients upto 3 level of decomposition.

13: Find wavelet energy entropy of all 

coefficients.

14: Find maximum singular values by 
performing SVD on B.

15: Plot all features to check for variations.

16: Arrange all features in a matrix (5040*5) 

for all 40 ID’s for clustering.

17: Procedure Clustering

18: Apply k means algorithm on feature set 

upto 100 iterations to find clusters and their 

centres.

19: Find silhouette coefficients and cluster 

productivity ratio for k = 3:8.

20: Select optimal value of k.

21: End
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