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Abstract
To precisely control a vehicle powertrain to minimize emissions, accurate and detailed models are needed to capture the spatio-
temporal variability of the variables of interest. The aim of this work is to analyze flow and temperature fields in a geometrically 
realistic — and thus complex — exhaust gas aftertreatment system under transient conditions. The spatio-temporal response 
of these fields to upstream step changes is predicted using three-dimensional unsteady Reynolds-averaged Navier-Stokes 
(URANS) � − � simulations where the catalytic converter is described as a porous medium. A catalytic converter geometry 
with a 90◦-bend and a partially dead volume is used to demonstrate the effects of time-resolved flow maldistribution on the 
profiles of velocity and temperature. Two sets of transient simulations in terms of step changes in velocity and temperature 
are performed. Uniformity indices are used to characterize the distribution and variability of the different catalyst channels 
under transient conditions. The evolution of the uniformity indices as functions of time and axial distance into the catalyst are 
calculated at different cross-sectional planes. The results show that the evolution of the temperature uniformity is rate control-
ling, continuously modulating the otherwise much faster flow uniformity response via the fluid properties. The temperature 
uniformity time scale is determined by the balance of flow, thermal inertia, and the heat losses from the system. The interplay 
between pressure drop and heat losses governs the transition to the new steady state in uniformity. These types of transient 
simulations and analyses can contribute essential information when developing reduced-order engineering models to represent 
the spatio-temporal variability in exhaust aftertreatment systems, in particular during rapid events such as cold start.

Keywords  Flow maldistribution · Transient simulation · RANS · Thermal residence time · Heat loss · Representative 
channels

1  Introduction

Transport emissions account for a majority of pollutants in 
the air and they affect ecosystem and climate changes [1], 
besides affecting human health [2]. The emissions contain 

carbon dioxide (CO
2
 ), carbon monoxide (CO), unburned 

hydrocarbons (HC), particulate matter (PM), and oxides of 
nitrogen (NOx ). Emissions create both short-term and long-
term health effects [2]. These emissions from the engine are 
treated by catalytic converters to reduce ambient air pollution 
[3]. To regulate the emissions that are emitted in the tail pipe, 
legislation was introduced in the early 1990s and is since then 
becoming increasingly stringent [4]. To achieve such signifi-
cant reduction (even at the local emissions level), we need to 
understand the source of emission origin and its path through 
the catalytic converters until it is discharged at the tail pipe.

The exhaust from the engine is sent through catalytic con-
verters to meet the requirements of the emission legislation. 
These catalysts are usually placed in series that are grouped 
as an exhaust aftertreatment system (EATS) [5]. Catalytic 
converters contain platinum group metals as active catalysts 
that convert CO to CO

2
 , reduce NOx to nitrogen, and oxidize 

unburned hydrocarbons to CO
2
 [3]. In this way, engine-out 
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emissions flow through one or more aftertreatment devices 
before getting discharged as tail pipe emissions.

Catalytic converters are placed after the engine, and get 
heated up by the temperature of gases from the engine. Dur-
ing the startup of the engine, the catalyst is cold, and does 
not function (light off) instantly due to its thermal mass. The 
emissions during the warm-up phase of the catalyst account 
for a significant amount of the emissions. A measure of cold 
start emissions is obtained by measuring the mass of emis-
sions emitted at the ambient temperature for a kilometer run 
by the vehicle.

To increase the efficiency of the catalyst, different con-
figurations such as close-coupled catalysts and under-body 
catalytic converters are applied [6]. During cold start, close-
coupled catalysts, due to the proximity to the engine, per-
form better than the under-body catalytic converters [7]. The 
placement of the catalytic converters in the powertrain is one 
of the reasons of flow maldistribution. One other reason is 
the pulsating behavior of the engine-out emissions that arise 
due to changes in engine operating conditions [8]. Vehicles 
also need to adhere to Real Driving Emissions (RDE) levels, 
which were first introduced in EU VI(c) norms. In a RDE 
test, the vehicle is driven in different real-time conditions 
that include driving on rural and urban roads, at high and 
low altitudes, at different ambient temperatures, highways, 
and varying payloads [9].

To achieve very low emissions in generic as well as dif-
ficult conditions during cold start and RDE conditions, 
improved understanding of the processes inside the cata-
lytic devices is required. Motivation for near-zero emis-
sions drives research advances in experimental design and 
investigations of EATS, improved models capturing better 
physics, and efficient materials for catalysts. Computational 
fluid dynamics (CFD) simulation becomes an indispensable 
tool for comprehensive understanding of the chemistry and 
physics. In particular, CFD may inform reduced-order mod-
eling owing to its innate ability to handle varying degrees of 
complexity and accuracy, examining simple to complicated 
geometries.

A monolithic honeycomb catalytic converter essentially 
consists of multiple parallel channels through which gases 
flow. The walls of the converter are coated with active cata-
lytic material. The residence time of the reactant gas affects 
the conversion. Between channels, only energy transfer in 
the form of heat occurs, without exchange of mass. There-
fore, a very simple and efficient way of modeling the cata-
lytic converter is to use a single channel that is representative 
of all channels of the monolith. Solutions to balance equa-
tions of continuity, momentum, energy and species trans-
port, and reaction provide the complete profiles of velocity, 
temperature, and concentration of the EATS. This is well 
known as the single-channel model (SCM). There are many 
studies in literature on modeling aspects of SCM and here 

we mention only a few. Young and Finlayson have solved for 
the axial and radial variations of temperature in a monolith, 
treating it as Graetz problem using orthogonal collocation 
[10, 11]. Oh and Cavendish sought solution to transient con-
vection-diffusion-reaction problems in a monolith [12, 13].

Since its inception, many improvements have continu-
ously been added to the classical SCM. These include a 
variety of additional physical processes. For example, 
Santos and Costa developed an SCM using an effective-
ness factor, where they include species diffusion inside 
the washcoat [14]. Siemund et al. proposed a 1D model 
with oxygen storage, accounted for transverse diffusion 
in the converter by a film model, and showed the range 
of the frequency sampling rate for the experimental data 
of CO conversion to be compared with the simulation 
results [15]. Hoebink et al. used a first-principles model 
with detailed kinetics to predict the light-off curves as a 
function of feed temperature [16]. Holder et al. [17] stud-
ied the performance of a 1D heterogeneous model with 
global kinetics. They validated the results for a fresh cata-
lyst and extended the same to an aged catalyst without any 
further tuning. Lundberg et al. [18] developed a 1D+1D 
discretization to better capture mass-transfer effects and 
Walander et al. [19] proposed a model that also discre-
tizes the washcoat corners. Koltsakis and Stamelos used 
a 2D model and global kinetics to simulate for different 
flow patterns at the inlet of the monolith [5]. Other works 
use correlations for the Nusselt and Sherwood numbers to 
relate to the transport processes between the bulk and the 
wall [15, 20]. The aforementioned works discuss various 
improvements in SCM modeling without a detailed discus-
sion about the flow distribution in the catalytic converters. 
However, a uniform flow distribution is a prerequisite for 
the traditional SCM approach.

If a reduced-order model should be successful in repre-
senting the complete catalytic reactor, the degree of flow 
uniformity needs to be known. Consequently, several steady-
state flow uniformity studies have been performed over the 
years [21–25]. Weltens et al. [21] performed simulations to 
show that the angle of diffuser of the inlet of the monolith 
influences flow uniformity and validated the same with 3D 
CFD simulations. Holmgren et al. [22] showed that flow 
uniformity could be modified by shaping the inlet part of 
catalytic converter. Agrawal et al. [23] and Dammalapati 
et al. [24] performed steady-state simulations involving reac-
tions represented by global kinetics. They found that flow 
maldistribution affects conversion under non-isothermal 
conditions. Chakravarthy et al. [26] performed transient 
simulations to study the effect of flow maldistribution under 
cold-start conditions.

The SCM models previously described [10–20] are ele-
gant in the sense that they capture the trends in the axial 
direction, and popular owing to their lower complexities and 
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computational costs, but, on the other hand, they provide no 
information about the channel-to-channel variations arising 
due to the non-uniform nature of flow and temperature. They 
can be used as predictive tools within certain bounds or for 
studying qualitative trends.

Several software are available for evaluating the flow 
field or predicting the conversion in the catalytic convert-
ers. To name a few, 1D models are solved with LOGESOFT, 
CHEMKIN, and AVL-BOOST. 2D or quasi 2D models use 
GT-Power. 3D simulations use ANSYS FLUENT, STAR-
CCM+, and AVL-FIRE for evaluating the flow field. Reac-
tion kinetic mechanisms are the source terms for evaluating 
the species concentrations.

The previous works on flow uniformity [22–24] in the 
literature have not — to the best of our knowledge — nei-
ther attempted to elucidate the full transient spatio-tempo-
ral effects on flow uniformity arising due to time-varying 
exhaust conditions, nor quantitatively investigated the 
interpretation of the uniformity index as a reduced-order 
descriptor of the two-dimensional degree of uniformity in 
a three-dimensional geometry. Due to increasingly more 
stringent emission norms, future SCM-type models would 
benefit from being informed of three-dimensional distribu-
tion information under generic and difficult conditions like 
RDE and cold starts.

2 � Theory of Maldistribution

SCM forms the basis of many applications in emissions con-
trol. The representative channel should, in theory, be iden-
tical to all other channels and at all times. Alternatively, 
the representative channel could represent the mixed-cup 
average channel. However, given the strong non-linearity 
and coupling inherent to the problem, the latter approach is 
practically impossible for realistic kinetics.

Gases, while flowing through the channels, transport 
heat by advection. The channels do not allow exchange of 
mass between them but do transfer energy by conduction 
in the solid and to the ambient through diffusive heat trans-
port from the wall. In an ideal condition, the flow will be 
uniform in all the channels. If all channels receive identical 
velocity and temperature, and have same catalyst loading, 
the profiles of velocity, temperature, and concentration will 
be identical (in the absence of heat losses and heat interac-
tion with neighboring/adjacent channels). Performance of 
the catalytic converter and adherence to emission legisla-
tion are evaluated from the conversion predicted by the 
SCM for this representative channel. If the incoming flow 
to the channels is not uniform, then the catalytic converter 
experiences flow maldistribution. Flow maldistribution 
affects catalyst performance (i.e., conversion) as well as 
ageing of the catalyst [27]. It therefore becomes imperative 

to quantify flow maldistribution under transient conditions 
and when the EATS undergoes change from one steady 
state to another.

To quantify the uniformity of flow, an index called flow 
uniformity index (UI) is defined. Flow uniformity index is 
a non-dimensional scalar that expresses the variation of a 
given flow parameter, such as the velocity or the temperature 
over a surface, as a measure of the deviation from the mean 
value of the flow variable in question. It is expressed as the 
area-weighted average of the ratio of the deviation of the 
flow variable in a channel from the mean flow variable to the 
flow variable over all channels [22]. In this work, we choose 
to use the definition of uniformity index as defined by [28]:

where

where �i is the flow variable (velocity, temperature) in the 
face i, �a is the area-weighted average of the flow variable, 
and Ai is the area of face i.

For example, for a flow uniformity value of 0.95, the 
value of the relative deviation from the mean value (term 
within the brackets) will be 10%. Values much smaller than 
1 indicate significant flow maldistribution. The shape of the 
inlet section of the EATS, the inertia of the flow, and certain 
other flow conditions (such as pulsations) affect the UI.

It should be noted that other definitions of uniformity 
indices are used in parallel by researchers [21, 23, 29]. The 
UI can be evaluated experimentally [21, 25] or estimated 
by simulation [21–23]. In a CFD framework, to evaluate 
the flow uniformity index (UI) and temperature uniform-
ity index, the solution to the momentum equations and the 
energy equation are needed respectively.

This work addresses a CFD-based methodology to per-
form transient simulations to follow the flow distribution evo-
lution over time by numerical simulations. Transient inlet 
velocity and temperature boundary conditions are used to 
represent the transitioning between states. The goals of the 
paper are to establish a methodology to perform and analyze 
transient flow simulation to (1) understand how the uniform-
ity indices evolve during a transient event and to (2) elucidate 
the coupling between the velocity UI and the temperature UI. 
Most importantly, we perform this analysis for a complex 
geometrical setting relevant to realistic aftertreatment system 
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configurations, where the monolith section receives its inflow 
after a bend and a partially dead volume.

This work addresses the simulations to obtain velocity 
and temperature fields under non-reactive non-isothermal 
transient conditions. The organization of the work is as fol-
lows: we first present the experimental details. Thereafter, 
the model for the CFD simulations, along with the boundary 
conditions, is presented. The solution methodology forms 
the next section. The analyses that we then perform are of 
the flow distribution with the help of visualizations such as 
histograms and contour plots. We provide the discussions 
and implications of the findings. Finally, a summary of the 
conclusions is presented.

3 � Experimental Section

For the inferences of the current work to be directly rel-
evant to realistic aftertreatment systems, the geometry must 
not be trivial and there have to be realistic heat losses. We, 
therefore, use a dedicated experimental setup to acquire real-
world data on the thermal behavior of the specific geometry 
adopted. The test catalytic section consists of diesel oxi-
dation catalyst (DOC) housed to get an “academic exhaust 
aftertreatment system.” The advantage of such a system 
is that it is very analogous to industrial EATS, exhibiting 
important features like heat losses and bends. These features 
need to be accounted for and in transient operation.

3.1 � Test Section

The geometry used for this study has two sections of constant 
cross-section, an inlet section and a horizontal section. The 
inlet section is a vertical section, having the dimensions 60 
cm length and 3 cm in diameter. This is connected to the 
horizontal section which is 25 cm long and 10 cm in diameter. 
The flow from the vertical section enters the horizontal sec-
tion at an angle of 90◦ . The horizontal section also houses a 
catalytic section, with a DOC of 9.5 cm diameter and 9 cm 
length. The DOC has 400 cells per square inch (cpsi), and a 
precious metal loading of 10 g/ft3 . The washcoat loading is 
2.6 g/inch3 . The catalyst is covered by an insulation layer of 
glass wool. The entire structure is contained in a stainless steel 
casing. We refer to this geometry as the academic EATS. The 
flow from the vertical inlet section induces a flow distribution 
at the entry section of the academic EATS. The geometry is 
shown in Fig. 1 and the details are presented in Table 1.

3.2 � Instrumentation Details

A set of mass-flow controllers allows to set the desired flow-
rate. The rated flowrates are 1000 lpm, 200 lpm, and 20 
lpm at standard conditions. The setup is also fitted with a 

temperature-controlled heater for heating of the gases. The 
temperature to which the gases can be heated is limited by 
the rated power of the heater (3 kW). The catalyst is also 
insulated with layers of insulating glass wool. The catalytic 
section is fitted with K-type thermocouples on the inlet side 
(4 sensors) and the exit side (8 sensors). Care is taken so 
that the thermocouples are placed evenly and symmetri-
cally (cf. [30]). An in-house LabVIEW system provides the 

Fig. 1   Overview of the academic EATS. The dark sections represent 
the non-catalytic regions and the shaded region is the catalyst. The 
domain is half-symmetric (the illustrated cross-section represents a 
symmetry plane)

Table 1   Geometry details

Parameter Variable Value

Diameter of inlet section Dinlet 3 cm
Length of the inlet section linlet 60 cm
Diameter of horizontal section Dhor 10 cm
Length of horizontal section lhor 25 cm
Diameter of DOC with insulation Dcat 10 cm
Length of DOC (cm) lcat 15 cm
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control and data acquisition. The placement of thermocou-
ples and the schematic of the experimental rig is shown in 
Fig. 15. Table 5 shows the placement coordinates for all the 
thermocouples.

4 � Modeling of the Academic EATS

This section presents the details of the computational mesh, 
the modeling methodology, and the equations that are 
solved. Step changes in velocity and temperature are the 
forcing inlet functions for the transients through the system.

4.1 � Geometry and Mesh

The geometry that is used for the simulation is the one pre-
sented in Section 3.1 and Fig. 1. The computational mesh 
contains 700,388 structured hexahedral cells and takes 
advantage of the symmetry of the test section to only repre-
sent half of the physical domain of study.

4.2 � Modeling Methodology

The geometry has two flow sections: non-catalytic pipe 
sections and a catalytic section that houses the monolith. 
The inlet conditions involve changes in velocity and tem-
perature as function of time. The flow is non-adiabatic 
and non-reactive. The flow is from top to bottom and 
then from left to right. The pressure does not change 
much over the geometry and the f low is regarded as 
incompressible. We seek the profiles for velocity, tem-
perature, and pressure for flow through these aforemen-
tioned sections. The solution is obtained by solving the 
coupled equations of continuity, momentum and energy 
under transient conditions.

Two sets of simulations are performed, steady-
state and transient simulations. The simulations are 
performed with the CFD-software ANSYS FLUENT 
2021R2. Steady-state simulations are performed to tune 
the heat loss to the ambient through heat transfer coef-
ficients applied in the wall heat flux boundary condi-
tions. Experimental values of temperatures were logged 
using thermocouples, by passing heated air at the tested 
flowrates. The temperatures measured were compared 
with that predicted by the simulations. This provided a 
means to tune heat transfer coefficients for further use 
in the transient simulations. The details of these results 
are shown in Appendix B. A step change in velocity and 
temperature is provided as the transient inlet condition 
through user-defined functions (UDFs). The heat loss is 
accounted through the shell-conduction model. Radiation 
effects are insignificant at the operating conditions, and 
gravitational effects are neglected throughout.

4.3 � Model Equations for the Non‑catalytic Section

The flow is turbulent in the sections other than the catalyst 
section. The flow undergoes transition and becomes laminar 
in the catalyst section. Unsteady Reynolds-averaged Navier-
Stokes (URANS) equations are solved along with turbu-
lence scalar equations. A suitable turbulence model such 
as the SST � − � model is chosen as this can be used for 
low-Reynolds-number flows and perform relatively well for 
flows influenced by adverse pressure gradients [31]. Litera-
ture shows k-� model is also used, but is known to overpredict 
the near-wall effects [31]. A pressure-based solver is used for 
the solution. The following are the equations for the mean 
flow in the EATS:

Equation of Continuity:

Equation of Motion:

Equation of Energy:

where qi is the heat flux vector and Φ is the dissipation 
function.

Closure � − � equations:

Here, the strain tensor S  in Eqs.  6 and  7 is 
S =

1

2

(
∇U + (∇U)

T
)
 . Further information and explanation 

about the � − � model can be found in [32].

4.4 � Model Equations for the Catalytic Section

The catalyst is modeled as a porous medium inside 
which laminar flow is enforced. The porous approxima-
tion significantly lowers the computational load com-
pared to resolving the flow in every channel of the mon-
olith. In the porous approximation employed here, the 
additional pressure drop arising due to the flow through 
the catalyst section is described as a viscous resistance. 
Source terms that account for this pressure drop are 
added to the momentum balance equations [28]:
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The energy equation for the porous media is given by [28]:

The coefficient of the viscous resistances Ci is inversely propor-
tional to the square of the hydraulic channel diameter. The pres-
sure drop observed from the output can be matched and tuned to 
get accurate values, or, alternatively, pressure-drop measurements 
as a function of flowrate can yield these constants. Here, the value 
of the viscous resistance used in the simulations is 2.74 ⋅ 107 m −2 
in the main flow direction [33] and higher by three orders of mag-
nitude in the other two directions. A check on the velocity fields 
for the X- and Y-velocities in the catalyst section was carried out 
to ensure there was negligible flow in the radial direction. The 
pressure drop over the monolith obtained in this way is 120 Pa 
(at 500 lpm) and 242 Pa (at 948 lpm).

4.5 � Initial Conditions and Boundary Conditions

The inlet conditions include the transient velocity and tem-
perature applied at the velocity-inlet boundary condition. 
These conditions are provided through a UDF that describes 
them as a function of time.

The turbulence boundary conditions are obtained 
from a turbulent intensity and a turbulent length scale. 
The turbulence intensity was assumed to be identical to 
Iturb = 0.16Re−1∕8 and the turbulent length scale was set to 
7% of the hydraulic diameter of the inlet duct.

The outlet boundary condition is specified as a pressure-
outlet with zero gauge pressure, implying that pressure is fixed 
and all other variables have zero gradient normal to the outlet.

The no-slip boundary condition is enforced at the walls. 
The shell conduction model is used represent the layers of 
insulation and heat loss to the ambient. The thermal proper-
ties of the monolith, insulation, and metal casing are input 
to the shell conduction model. A tuned value of heat trans-
fer coefficient was used to represent the convective heat 
interaction.

4.6 � Material Properties

Air is the working fluid and is assumed as ideal gas with tem-
perature-dependent properties. Physical properties of air as a 
function of temperature were taken from NASA polynomials. 
The catalytic converter is made of cordierite. The physical 
properties for the catalyst are assumed anisotropic to reflect 
the presence of an extruded monolithic reactor. The porosity 
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of the catalyst is 0.72, which is equal to its open frontal area 
(hence not to be confused with the wall porosity). The solid 
phase material properties are provided in Table 2.

4.7 � Operating Conditions and Simulation Cases

The operating conditions prevailing at the two steady-states 
(SS1 and SS2) are provided in Table 3. The transient simula-
tions represent either the start from zero velocity and ambi-
ent temperature to SS1 or the transition from SS2 to SS1, as 
detailed in Table 4.

4.8 � Solution Methodology

The geometry is half-symmetric about the middle plane. The 
semi-implicit pressure-linked equation (SIMPLE) method 
is used to solve for pressure and velocity. The convective 
terms were discretized using the first-order upwind scheme 
for momentum, � , � , and energy. Pressure discretization was 
second-order accurate. Diffusional terms were discretized 
with a second-order accurate central differencing scheme. 
A first-order implicit formulation was used for the transient 
terms. The default coefficients of the SST � − � model were 
also used with corrections for low-Reynolds number and 
shear flow. Mesh regions that showed significant gradients 
were refined as needed, and the refined grid was used there-
after for obtaining the solutions. Iterative convergence was 
assessed through scaled residuals that had to be reduced by 
at least three orders of magnitude within the iterations of a 
time step. Total mass and energy balances were additionally 
checked for the steady states.

5 � Results and Discussion

The two transient simulation cases under analysis here are 
labelled 0 to SS1 and SS2 to SS1, respectively. These 
are step changes in velocity and temperature at the inlet of 
the geometry. Plane locations within the catalyst are used to 
illustrate and explain the evolution of the uniformity indices 
and link these to the transient flow and thermal behaviors. 
The chosen planes are pictured in Fig. 2.

Table 2   Material properties

1Anisotropic thermal conductivities in three coordinate directions

Material Density Specific heat 
capacity

Thermal conductivity

� (kg/m3) Cp (J/kg,K) k (W/m,K)

Stainless steel 8000 502.48 16.27
Cordierite 279 1050 1.8, 0.9, and 0.91

Insulating mat 200 1080 0.057
Glass wool 100 840 0.03
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5.1 � Histograms

Firstly, we start with the analysis of the histograms of velocity 
and temperature in the catalyst at the steady state denoted SS1. 
To understand the complex nature of flow and thermal uniform-
ity, contours of two flow variables, viz., velocity and tempera-
ture, are chosen along with the histograms of the quantities.

The velocity variation in the catalyst is shown in Fig. 3. 
The velocity histogram shows a bimodal distribution and it 
is skewed to towards higher velocities. The bimodal nature is 
also reflected in the contour. The contour shows two distinct 
color regions (red and green zones) for high velocity and low 
velocity. The flow commences from the inlet in the vertical 
section and travels through a 90◦-bend, enters the catalyst 
zone, and finally exits through the outlet. The flow from 
the vertical duct emerges as a jet before it deflects in the 
horizontal section. The fluid experiences pressure drop due 
to friction and minor losses and flow through a convergent 
section in the catalyst. The temperature field also influences 
the physical properties of the flowing fluid. The low-velocity 
section is a result of the frictional pressure drop and the 
adherence to continuity as the high-speed jet passes through 
the lower catalyst section.

The temperature variation is shown in Fig. 4. The tem-
perature histogram shows a more distinct bimodal pattern, 
with two peaks and a spread of values between the peaks. 
The contour of temperature shows two distinct tempera-
ture regions in the center and a more diffuse color towards 
the periphery. The boundary of the geometry is exposed to 
ambient conditions and thus to heat losses. The flow from 
the inlet section ensues as a jet. The lower section has a 

higher flowrate and hence is not cooled as effectively as the 
flow in the upper section of the catalyst. The bimodal peaks 
are a result of the interplay between the convective energy 
transport in the axial direction and the conductive transport 
in the radial direction. The solid sections of the catalyst are 
more effective in conducting the heat as compared to the 
gas. The contour shows a high-temperature region, which is 
a result of the hot jet.

Catalytic converters are housed compactly in the exhaust 
line of an automobile. The placement usually induces bends 
and provoke broad residence time distributions. From the 
histograms of velocity and temperature, it is hard to spec-
ify a single value of velocity or temperature as the repre-
sentative value that could be used for an SCM. The spread 
is significant in terms of velocity and temperature. This 
emphasizes that flow distribution information is required in 
modeling for better prediction of velocity and temperature 
and possibly concentration.

More specifically, it can be noted from Figs. 3 and 4 that 
the locations contained within the region encapsulating ±1% 
the average velocity or temperature are situated in different 
parts of the monolith cross-section. Whereas the region of 
(close to) average temperature can be found above the hot 
jet and away from the walls, the region of (close to) average 
velocity is limited to two narrow bands above the bottom 
jet and below the upper low-speed region. Therefore, the 
channels receiving the average velocity are not the chan-
nels receiving the average temperature. As a consequence, 

Table 3   Operating conditions

Flow parameter Steady state 1 Steady state 2

Volumetric flowrate at STP (lpm) 500 948
Operating temperature ( ◦C) 100 93
Velocity at operating conditions (m/s) 11.8325 22.0135
GHSV of the catalyst (h−1) 39,189 74,302
Residence time (s) 0.181 0.097

Table 4   Simulation cases

Case name 0 to SS1 SS2 to SS1

Starting time (s) 0 0
Initial velocity (m/s) 0 11.8325
Initial temperature ( ◦C) 20 100
Step change time (s) 0 20
Velocity at step change (m/s) 22.0135 22.0135
Temperature at step change ( ◦C) 93 93
Simulation stop time (s) 35 35

Fig. 2   Plane locations for the analysis of results. Plane P1 is at the 
entry of the catalyst, P2 at the center, and P3 at the exit of the catalyst 
and P4 is the domain outlet
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the mixed-cup average conversion after the monolith is not 
produced by the combination of the average velocity and 
the average temperature — it will in fact not necessarily be 
produced in any real-world channel at all.

5.2 � Flow Uniformity Index

Uniformity indices (UIs) are plotted as a function of 
time for velocity and temperature in Fig. 5. The operat-
ing conditions for the two simulation cases are the ones 
listed in Table 3. To elucidate the scales of response 
times of the velocity UI and temperature UI and to show 
the evolution of the UI from one statistically steady state 
to another, the abscissa is chosen such that it represents 
a steady-state value. In the lower panel, the time from 
−2 to 0 s represents the process in the steady state 0 
or SS2. Uniformity indices for the flow parameters are 
calculated on an area-weighted basis. The three planes 
shown in Fig. 2 are chosen for the visualization of the 
uniformity index evolutions.

The histograms in Figs. 3 and 4 showed the existence of a 
distribution in velocity and temperature in the catalyst at the 
final steady state SS1. The flow experiences mixing in sec-
tions after the bend, before the catalyst, in the partially dead 

zone and also after the catalyst. It can be observed that the 
uniformity index values are higher for lower velocities and 
lower temperatures. At the same time, the temperature UI 
at the catalyst inlet is slightly higher than that at the outlet, 
whereas the velocity UI varies the other way around. The 
heat losses exacerbate the non-uniformity for the tempera-
ture field along the main flow direction inside the catalyst, 
whereas the velocity maldistribution at the catalyst entrance 
is modulated towards a more uniform configuration indi-
rectly via temperature-drive effects on the fluid properties.

The ultimate UI values that are attained are depend-
ent on the final state of the EATS. For example, the UIs 
attain the same values when moving from 0 to SS1 or 
from SS2 to SS1. The final UI after the transient is thus 
equal to the steady-state UI — at some point history 
effects have decayed.

Another feature that is worth noting is the shape of the 
curve of the velocity UI, in that the two transient cases 
both exhibit similar curves. But, for the temperature UI, 
the shape is dependent on the temperature history of 
the monolith, and the initial state thus has a much more 
pronounced role. The slope of the temperature UI curve 
changes as the flow moves inward in the catalyst zone. In 
Fig. 5(a), the fluid continuously loses heat to the ambient. 

Fig. 3   Distribution of velocity 
plotted at the steady state SS1. 
The left side of the figure is a 
histogram of velocities extracted 
over the catalyst and the right 
side represents a contour show-
ing the velocity magnitude in a 
plane (P2) at the center of the 
catalyst normal to the main flow 
direction

Fig. 4   Distribution of tempera-
ture plotted at the steady state 
SS1. The left side of the figure 
is a histogram of temperatures 
extracted over the catalyst 
and the right side represents a 
contour showing temperature in 
a plane (P2) at the center of the 
catalyst normal to the main flow 
direction
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The UI at plane P3 represents a larger thermal response 
that is a combination of conduction and convection. Refer-
ring to Fig. 5(c), the inlet fluid temperature has dropped at 
t = 0 s along with an increase in velocity. The temperature 
UI readings initially improve and then stabilize after an 
intermittent peak.

The UI plots also provide quantitative information on 
the flow response time and the thermal response time. The 
velocity field stabilizes rapidly, as can be seen from the 
vivid UI response around the step change. The thermal 
response time is much longer than that of the flow due to 
higher thermal mass of the system. Heat losses also add to 
the larger thermal time constant.

In Fig. 5(a, b), the plane P1 closest to the catalyst inlet 
has the highest temperature UI. As the fluid flows through 

catalyst, it exchanges heat to the ambient and loses energy 
and hence attains lower and less uniform temperature.

It is interesting to note that the lowest attainable velocity 
is 0 m/s (no-flow condition), whereas the lowest attainable 
temperature in the simulation is the ambient temperature 
(20◦C). The highest values are the inlet velocity and the 
inlet temperature. The temperature UI is formulated with 
a base reference temperature equal to the ambient tempera-
ture. Nevertheless, a value of 0.95 as the uniformity index 
for velocity and temperature does not translate to the same 
level of uniformity for the two variables. This is due to the 
fact that the uniformity index quantifies the variation in rela-
tion to the mean, and hence the UIs are not independent of 
base reference values. UI values based on different reference 
baseline values are discussed in Appendix C.
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Fig. 5   Temporal variation of uniformity indices. The top panels a and 
b represent the temperature and velocity UI plots for the simulation 0 
to SS1 case and the lower panels c and d represent the same for the 

simulation SS2 to SS1. The location of the red line is the plane 
P1, blue and black follow the planes P2 and P3 respectively
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5.3 � Pathlines

Figure 6 shows the pathlines of the flow. The following 
sections of the geometry are particularly noteworthy. The 
inlet section meets the horizontal section through a 90◦

-bend. The horizontal section extends asymmetrically on 
either sides on the axial direction, the dead-end section 
having a smaller volume than the catalytic section lead-
ing to the domain outlet. The flow impinges the hori-
zontal section, before making the 90◦-bend. Eventually 
the flow exits out after passing through the catalyst. The 
dead-end side causes recirculation streams that eventu-
ally joins the flow through the catalyst towards the exit. 
These recirculation remnants affect the movement of the 
gas and also affect the temperature profiles. The recir-
culation jets have longer residence times and therefore 
lose more heat.

5.4 � Flow Fields of Velocity and Temperature

This section presents in-depth illustrations of the con-
tours of velocity and temperature in the catalyst and at 
the outlet of the academic EATS for the case SS2 to 
SS1. The movement of the gas is the feature in the veloc-
ity contours, whereas the temperature contours show the 

cooling of the hot gas from the inlet, until the outlet of 
the academic EATS.

The contours are shown here for specific times. Such 
times of specific interest are identified from the UI 
plots, where there is a significant change in slope in 
either UI-signal.

Contours of velocity at planes P1, P2, and P3 are 
depicted in Figs. 7, 8, and 9. The fluid from the inlet 
passes through the vertical section, which also promotes 
some heat loss. The 90◦-bend induces minor losses and 
causes flow separation. The fluid impinges as a jet that 
passes through the catalyst, with recirculation zones in 
the partially dead volume. We can see that the velocity 
in the monolith section is low compared to the velocity 
at the inlet, due to the expansion of the available cross-
sectional area for the flow. The velocity field stabilizes 
very rapidly to changes in the inlet.

Contours of temperature at planes P1, P2, and P4 
are shown in Figs. 10, 11, and 12, respectively. The hot 
air from the inlet travels through the vertical section. 
The upper lobe of the horizontal section, especially the 
monolith section, is relatively colder. The lower section 
experiences a larger flow than the upper section, and 
hence the cooling of the gas here is rather ineffective. 
The temperature flow field attains uniformity slower 

Fig. 6   Pathlines of the flow 
inside the academic EATS
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than velocity flow field due to larger thermal mass. The 
changes to the temperature field happen later towards the 
end of the catalyst as compared to the beginning of the 
catalyst, and the shift is much slower than what would be 
predicted from the flow response time of the system. At 
the same time, the incoming flow to the catalyst section 
governs the temperature uniformity inside it.

Additional contours of velocity and temperature are 
shown in Figs. 13 and 14. These are obtained at the plane 
in the horizontal section, after the bend and just before 
the inlet of the catalyst. The jet ensues from the inlet pipe 
and impinges on the bottom section with a high velocity, 
as shown by the green regions (the first two contours in 
the panel) and as yellow regions (the last two contours in 

Fig. 7   Contours of velocity at 
plane P1 (catalyst inlet) for the 
case SS2 to SS1. The time 
instances of the contours are 
shown below each contour. The 
colorbar shows the velocity 
values in meters per second

Fig. 8   Contours of velocity at 
plane P2 (middle of catalyst) 
for the case SS2 to SS1. The 
time instances of the contours 
are shown below each contour. 
The colorbar shows the velocity 
values in meters per second

Fig. 9   Contours of velocity at 
plane P3 (catalyst outlet) for 
the case SS2 to SS1. The 
time instances of the contours 
are shown below each contour. 
The colorbar shows the velocity 
values in meters per second
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the panel) of the velocity contours. Similar temperature 
profiles are seen in the temperature contours too.

5.5 � Implications for Reduced‑order Modeling

Transient operations occur in the engine due to changes in oper-
ating conditions. The engine-out flow provides the inflow the 
catalytic converter. The analysis presented here, in the form 
of histograms and contours, shows that the flow behavior is 
complex and transient in nature. Even though the velocity 

distribution is quite narrow, the temperature distribution is 
very wide inside the monolith. This complex nature is a major 
bottleneck that restricts the applicability of the single-channel 
model (SCM) for realistic aftertreatment system configurations.

The uniformity index value is a scalar that contains 
information about the flow distribution. The velocity and 
temperature UI values attain equilibrium values when 
the temperature and velocity fields have attained steady 
states. During transient operation, they can be used 
to characterize the radial and axial non-uniformities. 

Fig. 10   Contours of tempera-
ture at plane P1 (catalyst inlet) 
for the case SS2 to SS1. 
The time instances of the 
contours are shown below each 
contour. The colorbar shows the 
temperature values in degrees 
Celsius

Fig. 11   Contours of temperature 
at plane P2 (middle of catalyst) 
for the case SS2 to SS1. 
The time instances of the 
contours are shown below each 
contour. The colorbar shows the 
temperature values in degrees 
Celsius

Fig. 12   Contours of tempera-
ture at plane P4 (domain outlet) 
for the case SS2 to SS1. 
The time instances of the 
contours are shown below each 
contour. The colorbar shows the 
temperature values in degrees 
Celsius
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Three-dimensional CFD simulations could thus provide 
a route to mapping of UI behaviors for various well-
defined transients. These UI behaviors could be used in 
informing SCM-variants of how to dynamically pick the 
representative inlet properties to reflect the mixed-cup 
performance of a catalyst in a realistic, complex geom-
etry. There is a clearly identified need for models that are 
“in between” SCM and 3D-CFD in terms of complexity 
and computational cost. The transient analysis of UI-
signals from 3D-CFD could provide the link needed in 
the future derivation of CFD-informed reduced-order 3D 
models.

6 � Conclusion

Transient CFD simulations to characterize flow and tempera-
ture non-uniformities in realistic automotive aftertreatment 
systems have been carried out with step changes in both 
velocity and temperature. To demonstrate the role of bends 
and dead zones, a non-trivial geometry closely resembling 
a real EATS was chosen.

The catalyst was represented as a porous medium. 
RANS and porous medium models were used to simulate 
the non-reactive behavior of the catalyst under transient 

conditions. Dedicated experiments on temperature uni-
formity were performed, so that heat losses could accu-
rately be accounted for in the simulations.

The results are analyzed with the help of histograms, 
contours of temperature and velocity in various planes in 
the catalyst region, and the temporal evolution of flow and 
temperature uniformity indices in various locations. The his-
togram of temperature shows pronounced bimodal behavior 
resulting from axial and radial gradients. The histograms and 
contours prove that the flow evolution under transient condi-
tions is complex in that the mixed-cup average conversion 
will not necessarily be produced by any real-world monolith 
channel. It is thus in general not possible to represent all 
channels with a single velocity and temperature.

A methodology has been developed to understand the evolu-
tion of flow uniformity indices as a function of time. When the 
system moves from one steady state to another, the uniform-
ity indices of the final steady state are ultimately reached. In 
the event that the inlet conditions are inherently unsteady (as 
could be expected in real driving scenarios), final steady states 
may not be reached and the transient response of the aftertreat-
ment system will then always be influenced by its preceding 
temperature history. Uniformity index definitions are important 
to understand the role of these values in choosing representative 
channels. Heat losses and pressure drops are the two important 

Fig. 13   Contours of velocity 
after the bend in the horizontal 
pipe, in a plane before the inlet 
plane P1 (inlet of catalyst) for 
the case SS2 to SS1. The 
time instances of the contours 
are shown below each contour. 
The colorbar shows the velocity 
values in meters per second

Fig. 14   Contours of temperature 
after the bend in the horizontal 
pipe, in a plane before the inlet 
plane P1 (inlet of catalyst) for 
the case SS2 to SS1. The 
time instances of the con-
tours are shown below each 
contour. The colorbar shows the 
temperature values in degrees 
Celsius



167Emission Control Science and Technology (2022) 8:154–170	

1 3

aspects that govern flow uniformity and influence its temporal 
evolution during transients. The thermal response time is slower, 
and the thermal behavior thus controls the time scale at which 
the system responds to changes in the driving. However, the 
evolution of the temperature field indirectly modulates the veloc-
ity field via the fluid properties, so that the velocity response 
continues to develop on time scales much longer than the flow 
response time.

The computational costs associated with reactive 3D-CFD 
simulations prohibit their use in virtual development on time 
scales at which real driving emissions are assessed. This analy-
sis is thus intended as a precursor for developing reduced-order 
1D+ models that can capture the 3D phenomena in catalytic 

converters at a lower computational cost, yet with improved 
accuracy to the conventional single-channel model (SCM). The 
current 3D-CFD setup can then be used to generate the flow 
uniformity data needed to train a reduced-order model in choos-
ing an efficient number of representative channels to attain a 
pre-determined accuracy.

Appendix A. Position of Thermocouples

The positions of the thermocouples are given in Fig. 15 and 
show the schematic of the experimental rig and the positions 
of the thermocouples as indicated in Table 5.

Variable Description

Ai Face area
Cp Specific heat capacity
Ci Coefficient of viscous resistance 

for porous media
Ef Total fluid energy
Es Total solid medium energy
I Identity matrix
Iturb Turbulent intensity
keff Effective thermal conductivity of 

the fluid and solid phase
ks Thermal conductivity of the solid 

phase in porous media
n Number of cells
p Mean pressure in vector notation
qi Heat flux vector
Re Reynolds number
S Strain tensor
Si Source term for porous media
Sh
f

Enthalpy source term for fluid
t Time

T Mean temperature

Ui
Mean velocity in tensor notation

u′
i

Fluctuating velocity in tensor 
notation

Variable Description

�⃗v Phase velocity
xi Position vector in tensor notation
�
1

Closure constant
�
∗ Closure constant

�
1

Ratio of 
�
∗

 and �
1

�a Flow uniformity index
� Porosity of the porous media
� Turbulent kinetic energy
� Thermal conductivity of fluid
� Molecular viscosity
�t Turbulent viscosity
∇ Gradient operator
� Density of fluid
rhof Fluid density
rhos Solid medium density
�k Turbulent Prandtl number for 

turbulent kinetic energy
�
�

Turbulent Prandtl number for 
turbulent dissipation rate

Φ Dissipation function
�i Flow variable

�a
Area weighted flow variable

� Turbulent dissipation rate
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Fig. 15   Schematic of the experimental rig. The shaded region is the catalyst. The thermocouple inserts are shown by red dots at the inlet and 
outlet planes. Four thermocouples are placed on the inlet side and 8 thermocouples are placed on the outlet

Table 5   Position of the thermocouples placed

Point x-coordinate y-coordinate z-coordinate Location

Point 1e −0.007 0.043 0.1705 Outlet
Point 1e’ 0.007 0.043 0.1705 Outlet
Point 2e 0 0 0.1705 Outlet
Point 3e −0.007 −0.043 0.1705 Outlet
Point 3e’ 0.007 −0.043 0.1705 Outlet
Point 4e −0.034 0.008 0.1705 Outlet
Point 5e −0.039 0.008 0.1705 Outlet
Point 6e 0.039 0.008 0.1705 Outlet
Point 1 0.007 −0.043 0.025 Inlet
Point 1’ −0.007 −0.043 0.025 Inlet
Point 3 0.007 0.043 0.025 Inlet
Point 3’ −0.007 0.043 0.025 Inlet

Appendix B. Tuning of Heat Transfer 
Coefficients

Experiments were performed to obtain realistic estimates 
of the heat transfer coefficients and can be used in the 

simulations. As the heat losses are very influential on 
both the flow and temperature uniformity evolution, this 
is deemed as an important step in correctly reflecting the 
true complexity of the chosen geometry (the so-called aca-
demic EATS).
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Fig. 16   Minimum of SSE for 500 lpm

Fig. 17   Minimum of SSE for 948 lpm

Table 6   Uniformity index at 
plane P4 (domain outlet) for 
different definitions of the 
velocity and temperature UIs, 
respectively. Here, |T| implies 
using the absolute temperature 
in Kelvin to calculate the 
temperature UI according to 
Eq. 1, whereas |T − 273.15| 
indicates that one first deducts 
a reference background value 
of 273.15 K from the entire 
temperature field before 
calculating the corresponding 
UI, and so on

Definition UI at P4

|V| (m/s) 0.9098
|V − 1| (m/s) 0.8262
|V − 4| (m/s) 0.9022
|V − 10| (m/s) 0.9763
|T| (K) 0.9932
|T − 273.15| (K) 0.9680
|T − 290.15| (K) 0.9585
|T − 330.15| (K) 0.8325

Steady-state simulations were performed to tune the heat 
loss to the ambient through the heat transfer coefficients. 
Experimental values of temperatures were logged using 
thermocouples, by passing heated air at the tested flowrates 
(500 lpm and 948 lpm). The temperatures measured were 
compared with that predicted by the simulations. This pro-
vided a means to tune heat transfer coefficients for use in the 
transient simulations. The tuning is accomplished using the 
method of least squares. These results (in terms of the sum 
of squares for the error, SSE) are shown in Figs. 16 and 17. 
The numerical values of the heat transfer coefficients ulti-
mately used were h = 10 W/m2 ,K for the horizontal pipe in 
both cases, and h = 50 and 100 W/m2 ,K for the vertical pipe 
at 500 lpm and 948 lpm, respectively.

Appendix B. Notes on the Definition of UI, 
the Choice of Reference Base Values, 
and their Implication

The uniformity index (UI) is defined in Eq. 1. This definition 
involves the relative difference between a flow variable and its 
mean value, taken over n points in the flow surface. Depending 
on the definition of flow variable of interest, an alternative vari-
able can be defined such that the value of the UI well represents 
the spread or nature of the distribution. The role of the defini-
tion of the variable in question can be explained by an exam-
ple considering temperature. The histogram of temperature in 
Fig. 4 shows a considerable spread. One would thus expect a 
UI value that is not equal to 1 for temperature. However, when 
using the temperature in Kelvin units, the value of UI is above 
0.99. This value of UI confounds the notion of uniformity of 
temperature field, as the variations are small in relation to the 
absolute temperature. Therefore, it is imperative to use an alter-
native definition for the variable to represent temperature in the 
current case. By simply deducting a reference base value (such 
as the ambient temperature, as the temperature within the sys-
tem can never be below this value), the absolute values acquired 
for the UI in question are remarkably lower — even though 
the temperature information itself has not been manipulated. 
Table 6 lists a comparison between some different definitions 
and the resulting UI for the current work.
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