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Abstract

We study the linear stability problem to gravitational and electromagnetic perturba-
tions of the extremal, |Q| = M, Reissner—Nordstrom spacetime, as a solution to the
Einstein-Maxwell equations. Our work uses and extends the framework [28, 32] of
Giorgi, and contrary to the subextremal case we prove that instability results hold
for a set of gauge invariant quantities along the event horizon . In particular, for
associated quantities shown to satisfy generalized Regge—Wheeler equations we prove
decay, non-decay, and polynomial blow-up estimates asymptotically along H ™, the
exact behavior depending on the number of translation invariant derivatives that we
take. As a consequence, we show that for generic initial data, solutions to the general-
ized Teukolsky system of positive and negative spin satisfy both stability and instability
results. It is worth mentioning that the negative spin solutions are significantly more
unstable, with the extreme curvature component ¢ not decaying asymptotically along
the event horizon H ™, a result previously unknown in the literature.
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1 Introduction

The question of stability of black holes, as solutions to the Einstein equation, has led to
a vast interdisciplinary research work addressing this problem for various spacetime
models. Some of the most recent results include the proof of non-linear stability of
Schwarzschild, under polarized symmetry [34] and in full generality with no symme-
try assumptions in [21], and Kerr for small angular momentum, i.e. |a| /M < 1, in
a sequence of works [31, 35-37, 48]. This was done in the spirit of the seminal work
of Christodoulou—Klainerman [15], proving the non-linear stability of Minkowski
spacetime.
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In this paper, we are interested in the Reissner—Nordstrom family of spacetimes
(M, 8. Q), which in local coordinates takes the form

—1
2M 017\ 5 2M |0 )
gM’Q=_<1_7+V_2 dt” + 1—7+r—2 dr
2 <d02 + sin’ 9d¢2) , (1

and represent the spacetime outside a non-rotating, spherical symmetric, charged black
hole of mass M and charge Q, with |Q| < M. It stands as the unique spherically
symmetric, asymptotically flat solution of the Einstein-Maxwell equations

Ric(g)w = 2F, Fr — lngalgF“ﬁ
b2 (2)
Dy, Fgy1 =0, DaFaﬂ =0.

where D is the Levi—Civita connection associated to the metric g, and the 2-form F
is the electromagnetic tensor verifying the Maxwell equations.

In a series of papers [28-30, 32], the author concluded the linear stability of the
full subextremal range of Reissner—Nordstrom spacetimes as solutions to the Einstein—
Maxwell equations. Roughly, this means that all solutions to the linearized Einstein—
Maxwell equations around a Reissner-Nordstrdm solution, g, , with [Q] < M,
arising from regular asymptotically flat initial data remain uniformly bounded in the
exterior, and decay to a linearized Kerr-Newman solution after adding a pure gauge
solution. However, some of the results developed in this work no longer hold in the
extremal case, |Q| = M, because of the degeneracy of the redshift effect at the
event horizon H™, a necessary ingredient in showing linear stability in [28, 32]. In
addition, in view of the Aretakis instabilities that manifest on the horizon H™ for the
homogeneous wave equation [6, 7], one expects that similar instabilities arise in the
linearized gravity as well.

The purpose of this paper is to address the linear stability problem for the extreme
Reissner—Nordstrom (ERN) spacetime of maximally charged black holes. Our results
are at the level of gauge—invariant quantities, characterized by the fact that they vanish
in any pure gauge solution. We are looking at quantities that arise naturally in the
linearization procedure and are shown to satisfy a generalized version of the so-called
Teukolsky equation; see [28, 32]. These wave-type equations govern the gravitational
and electromagnetic perturbations of Reissner—Nordstrom and decouple completely
from the full set of linearized Einstein—-Maxwell system when written in a null frame,
and thus can be studied independently.

1.1 The Teukolsky System and the Instability Result

In the work of linear stability of Schwarzschild and Kerr spacetimes, or even in the
case of Maxwell equations in these backgrounds, the resulting Teukolsky equations
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are independent for each corresponding extreme component (gravitational or elec-
tromagnetic); see [11, 16, 44, 49]. However, in the case of Reissner—Nordstrom, the
Teukolsky equations obtained in [28, 32] are heavily coupled with each other. This is,
roughly, due to the initiation of both gravitational and electromagnetic perturbations
in the presence of charge. The Teukolsky system of =+ spin is satisfied by a pair of
extreme curvature cCOmponents «ag, a4z, and two pairs fap, § fap /SA ,3 defined
in terms of both Ricci coefficients and curvature/electromagnetic components. In par-
ticular, let 7; := gy, , + ¢i(r) - Yoy +di(r) - Yo, + Vi(r), be a Teukolsky type
operator with coefficients depending on M, Q, then the generalized Teukolsky system
is schematically given by

Ti(@) = wi(r) Ye,f+21(r) 5
B = wr(r) Vest + 220 @ and T(B) = w3(r) divf+ z3(r) diva,
written with respect to a null frame {e3, e4, €4} A1z and by Wel. we denote the pro-
jection of spacetime covariant derivative D,, on the section spheres.

As a central result in this paper, we obtain estimates for the Teukolsky system in
the exterior of ERN spacetime, up to and including the event horizon H™. A set of
conservation laws that hold for induced gauge—invariant quantities, along the event
horizon H™, yields an analogue of Aretakis instability that carries up to the level
of Teukolsky solution. Both stability and instability results coexist, which can be
summarized in the following theorem.

Theorem (Rough version) Let «, f, B and a,f, B be solutions to the generalized

Teukolsky system of + spin on the extreme Reissner—Nordstrom exterior, and let Y

denote a transversal to the horizon H™ invariant derivative, then for generic initial

data

1. Away from the event horizon HT = {r = M}, i.e. {r > ro}, ro > M, Teukolsky
solutions decay with respect to the time function of a suitable foliation of the
exterior,

2. The following pointwise decay, non-decay and blow-up estimates hold asymptot-
ically along the event horizon H™

(a) For the positive spin solutions, we have |

1] o0 77 5] 0. o 5] o e
Pl I3

M
H y7k+3 ~, 7%, and H Wk+5

keN, se{f,ﬁ}.

(b) For the negative spin solutions, we have

| .

, and H Yy H @ do not decay along H™.
oM

., ™ rk, as T — oo, for any
N
oM

Bl (1) decay
— oo

! Here, €loe (1) = 18l o2 o IEl2 = 22 ) and £(0) ~, g(@) i lim O

T—00 g(-[)

with ¢ depending on p. Also, VY & refers to VYE for all integers 0 < k < m.
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3 , and do not d I +)
. ‘Wyj 2, ‘Wyé‘ 2, an “O—[”Sf,M o not decay along H
. HWI;FIE @ %, and HWéa‘ P %, as © — oo, for any k €
s oM
N ge Bl

where T > 1 is an advanced time parameter on H™ defined explicitly in Chapter

2.

Remark 1.1 The extreme curvature component o does not decay, itself 2, along H*.
This does not seem to be the case for axisymmetric linear perturbations of extreme
Kerr, where it has been shown numerically [12] that « decays asymptotically on H™;
see relevant works [13, 38]. This suggests that ERN spacetimes are linearly more
unstable than extreme Kerr ones in the axisymmetric setting.

Remark 1.2 For the positive spin equations, in both ERN and extreme Kerr (axisym-
metric perturbations), it takes five transversal invariant derivatives of the curvature
component « not to decay asymptotically along H™, as seen in [38]. Moreover, it
is shown that any additional transversal derivative of « yields asymptotic blow-up
estimates with the same rates as in the Theorem above.

In order to obtain these estimates, we rely on the resolution introduced in the proof
of linear stability of Schwarzschild [16], and then adapted in the case of Reissner—
Nordstrom [28, 32]. The key part is a set of physical space transformations of Teukolsky
solutions to higher order gauge invariant quantities which satisfy a system of general-
ized Regge—Wheeler equations (29). To study the latter, we follow standard techniques
and ideas developed in the literature [17, 19, 20, 41].

1.2 Previous Works on Extreme Black Holes

A rigorous study of the scalar wave equation on extreme Reissner-Nordstrom space-
times, uncovering the associated horizon instability, was initiated by Aretakis in [6,
7]. More results in this setting can be found at [3, 4, 22, 27], including the interior
of the black hole [23, 26]. Works generalizing some of the above findings for a wide
class of semilinear and nonlinear wave equations are given in [1, 2, 5], where we see
that similar horizon instabilities persist.

For stability results of the scalar wave equation and the linearized gravity in the
exterior of extreme Kerr spacetimes see [8, 25, 31, 51], and [24] for the interior. For
horizon instabilities of extreme Kerr and Kerr-Newman see [9, 45], and [10] for an
inclusive overview of extremal black holes.

At the same time, Aretakis’ work has inspired several heuristics and numerics
that shed light on the stability and instability of extreme black holes. A variety of
results in the case of extreme Reissner-Norstrom is found at [39, 40, 42, 43, 46,

2 This is due to the appearance of a transversal invariant derivative of § on the right-hand side of the
Teukolsky equation satisfied by «, which acts as a source and it does not decay along the horizon H .
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52], while for extreme Kerr and other extreme black holes, we direct our readers
to [12, 13, 33, 38, 47]. Closely related to our thesis are the results of [39], where
the authors derive a horizon instability for Regge—Wheeler type equations in the lin-
earized gravity of extreme Reissner—Nordstrom. The number of transversal invariant
derivatives that appear in their corresponding Aretakis constants agree with the ones
we obtain in Chapter 6. It would be interesting to see more numerics studying the
associated Teukolsky system and obtaining data that can be compared to our find-
ings.

1.3 Outline of the paper

We present the structure of this paper, along with the main theorems and results in
each section.

In Section 2, we introduce the main coordinate systems and foliations we are using
throughout the paper. In Section 3, we briefly review the set-up and the Teukolsky
equations of [28, 32], on which our work is based. We write the transformation the-
ory, adapted in the ERN case, which yields the Regge—Wheeler system, and after
considering its spherical harmonic decomposition we decouple it.

In Section 4, we study the induced decoupled Regge—Wheeler equations, and we
prove Morawetz type estimates in Theorems 4.1, 4.2, and a degenerate redshift estimate
with a degeneracy of the transversal derivative on the horizon H ™, as in Theorem 4.3.
In Section 5, we remove the aforementioned degeneracy as shown in Theorem 5.1.

In Section 6, we show that solutions to the Regge—Wheeler equations are subject
to a conservation law on the horizon H*, Theorem 6.1. We proceed with Section 7,
where we obtain higher order transversal invariant derivative estimates, Theorem 7.1.
Last, we derive r” —hierarchy estimates in Section 8, which allows us to prove energy
decay estimates in the exterior.

Using the energy decay results and the conservation laws, we prove pointwise decay,
non-decay, and blow-up estimates along the event horizon ‘H™T, as in Theorems 9.2,
9.3. As a consequence, in Proposition 9.3 we derive estimates for the initial Regge—
Wheeler system.

Finally, in the last two Sections 10 and 11, we use the transformations of Section 3
to derive decay estimates for the Teukolsky system of =+ spin away from the horizon;
Corollaries 10.3, 11.1. Estimates along the horizon H™T are shown in Theorems 10.1,
10.2 and Theorems 11.1, 11.2.

2 Extreme Reissner-Nordstrom Spacetime

In this section, we introduce the main coordinate systems we will be working with,
and the foliations we use to derive the energy estimates. In addition, we briefly go
through relevant elliptic notions and identities that are frequently used throughout the

paper.
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2.1 Differential structure and metric

With respect to the Boyer—Lindquist coordinates (¢, r, %, ¢) the Reissner—Nordstrom
metric takes the form ¢ = gy 0 = —Ddr?* + %dr2 + rzggz, where D(r) = 1 —

27M + ‘g—zlz and gge is the standard round metric on S2. In this paper, we are interested
in the case where |Q| = M, i.e the extremal Reissner—Nordstrom spacetime (ERN).

Our main goal is to capture the behavior of gauge—invariant quantities up to and
including the event horizon H ™, {r = M}, so we work our way to introduce a different
coordinate system that extends regularly on H™. To do so, we first define the so-
called double null coordinates in ERN. Consider the tortoise coordinate r*(r) :=
r+2M log(r — M) — % + C, for a constant C, and note r* satisfies %—V; =
Then, the null coordinates are defined viau :=t — r*, v := t + r*, with respect
which the ERN metric is given by

L
o
to

8y = —D(r)dvdu + rzgSz

We use this coordinate system to produce the r” —hierarchy estimates in Section 8,
taking place at future null infinity Z: the limit points of future-directed null rays
along which » — oo. For calculations that take place away from the event horizon
‘H* and future null infinity Z* we often work with the coordinate system (¢, r*, @, @)
where the ERN takes the form

Sppy = —D(r)di* + D(r)dr** + rlgs

However, both coordinate systems above do not extend regularly to the event horizon
‘H*. One way to extend the metric beyond H™ is to consider the so-called ingoing
Eddington—Finkelstein coordinates (v, r, ¥, ¢) and with respect to that system the
ERN metric is given by

M 2
Sppy = —Ddv? +2dvdr +r’ge, D= (1 — 7) : 3)

In this setting, the event horizon is captured by H™ = {r = M}, while the coordinate
v € (—00, 00) traverses it. While the ingoing coordinates are regular up to r > 0, we
focus on producing estimates only on the domain of outer communication M, where
r>M,ie.

M= ((—oo, o0) X [M, +00) x Sz).

Foliations. Here, we introduce the two foliations we are going to be using in this
paper.

e For the first one, let X be a flat SO (3)— invariant spacelike hypersurface termi-
nating at i°, the spacelike infinity where r — 00, and crossing the event horizon
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HT with 80Xy = ZoNHT. Note, = can be chosen such that its unit normal future
directed vectorfield ny,, satisfies everywhere

1 1
E < _g(nzoanzo) < C? E < —g(nEo, T) < Ca

for a positive constant C > 0, where T = 0, is the global Killing vector field in
ERN, with respect to (3). Let ¢>TT be the one-parameter family of isomorphisms
corresponding to the Killing field T, and define the foliation ¥; := ¢IT (Zo). Then,
the hypersurfaces ¥, are isometric to X and the coercive relations above hold
uniformly in z, for the same constant C. Estimates associated with this foliation
take place in the region R(0, 7) := Up<z<r X5

7;-‘1-

e Next, we introduce a foliation 3 that captures the radiating energy towards future
null infinity ZT, and is ultimately used to obtain energy decay estimates. For that,
fix R > 2M and take the tortoise coordinate r* introduced earlier for C = —R —
4M log(R—M)— % . Define also the coordinate t* := t+2M log(r—M)— % ,
and consider the following hypersurfaces for all T € R

{t* =1}, for M <r <R

M«
_
.| |-

{u =1}, for r > R,

where u is the advanced null coordinate we saw above. With the specific choice of
C in the definition of the tortoise coordinate r*(r), the hypersurfaces ¥, are well
defined on {r = R} forall ¢ € R. Moreover, ¥, crosses the event horizon H* and
terminates at future null infinity Z* for every T € R, as seen in the figure below.
Note, along H ™ the parameter of the foliation above satisfies: T = v + (M + C).
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For both foliations above, it is rather useful to consider a coordinate system associated
to them. Of course, there is a natural way to define an induced one; for any P € X,
(or f,) with coordinates P = (vp,7rp,wp), let p = rp and @ = wp, where wp
corresponds to the spherical coordinates. Thus, for each point on the hypersurface
there is an associated pair (p, w) forp > M, w € S2.In addition, by the construction
of the foliations, we have 9, = k(r) - 9, + 9,, for a bounded function k(r). Hence,
in view of [dy, 0p] = [3p, dg] = [p, dp] = [dp, dp] = 0, and Frobenius theorem,
we have that (p, w) defines a Lie propagated coordinate system on the foliation X,
(similarly for X,).

2.2 The 53, ,—tensor algebra and commutation formulae in ERN

We briefly present relevant angular operators for S,%’r—tensors and useful identities
they satisfy, adopted on the ERN spacetime. We express everything with respect to
the ingoing Eddington—Finkelstein coordinates (v, r, ¥, ¢).

Let ¥ be the covariant derivative associated to the round metric ¢ on the spheres
S 5 »- Next, we denote by Y, the projection to Sg’ ,- of the spacetime covariant derivative
\% Iy For the following definitions of angular operators, let £4 be any one-form and

04 p be any symmetric traceless 2-tensor on SSYV . Then,

o P takes & to the pair of scalars (dfvé&, cyrl€), where
dive = V&4, culrls = ¢4PY 48p
o ] is the formal L% —adjoint of P, which takes any pair of scalars (f, g) into

the one-form —Y 4 f + ¢ 4,5V % g.
o 1, takes the tensor @ to the one-form (d/v0) 4 = Y 0c 4.
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o 7P is the formal L% —adjoint of P, which takes a one form £ to the symmetric
traceless two tensor

. 1
(P38)aB = —3 (VBEa + YVakp — (divE)g,p) -

The first set of identities relating the above operators to the Laplacian A on S,%’, can
be easily checked

PP = —Ao, PP = -4 +K,

1 1 1 4
¢2'DE=—§A1 _EK’ ’PE'D2=—§4A2+K,

where K is the Gauss curvature of Sﬁyr and Ay is the Laplacian acting on k—tensors
respectively.

In addition, for any £4,,... 4,, an n—covariant SS ~-tensor, we have

.....

1
(VoY —Y8Ys,)Ea,..a, = _;WB";‘-A].‘.A,, (%)
from which we obtain the commutation identities

1 1
[V, P11 = —;'Dléy [V, D210 = —;'1929- (6)

2.3 Spherical harmonics and elliptic identities

In this paragraph, we briefly recall the spherical harmonics, and using the operators
introduced above we define the corresponding orthogonal decomposition of one forms
& and traceless symmetric 2-tensors 6 on Sf’r.

Fix £ € N, |m| < ¢ and denote by Y,f; (¥, @) the spherical harmonics on the unit
sphere, i.e.

Va4 Va4
AzY, =—LL+1)Y,,.

This family forms an orthogonal basis of L?(S?) with respect to the standard inner
product on the sphere. Since we will be working on spheres of radius r, 55,,, we take
the normalized spherical harmonics denoted by Y,fl (r, U, p) that satisfy

1
AY,), = -+ 1Y,
r

A function f is said to be supported on the fixed frequency ¢ if the following projections
vanish

forall £ # ¢.
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Now, we recall that any one-form £ has a unique representation £ = r’DI( f, g) for
two functions f, g on the unit sphere with vanishing mean, i.e. fy—o = g¢=0 = 0.
Similarly, any traceless symmetric two-tensor 6 on Sg)r has a unique representation
0 = r>P3P(f, g), where both scalars f, g are supported on £ > 2.

We say that &, or 0, are supported on the fixed frequency ¢, if the scalars f, g in
their unique representation are supported on the fixed frequency £. Now, using the
identities from relation (4) we can show

1
[ (1wl suee) = [P 0

v,r

2 2 2\ _
[ (vl *72'9')‘2/_93, P26

v, r

2

®)

where for any Sg ,— tensor of rank n, £4,..4,, we have

2, Al A A1B Ap B,
|§| =S ! " gAl.‘.An = g 1oL g " néAy..AnéBL..Bn

Inaddition, if €, 6 are supported on the fixed angular frequency £, we have the following
elliptic identities; see relations (24),(25) in [30]

2 Le+1)—1
/ |Ve| =f ——— &%, =1 )
Sor S r
L+1)—4
f |y70|2=/ D= % e yxa (10)
52, s, 7
In particular, for & supported on the fixed angular frequency ¢ > 1, we have
2 L+ 1)
[, el = [ e an
S ST

and for a traceless symmetric tensor 6 supported on the angular frequency £ > 2,
using the above identity for £ = 7,6 and then identities (8), (10) we obtain

L+1) L+1)—2
[ |1>171>29|2=/Sz D D=2 (12)

2r2

v,r

3 The generalized Teukolsky and Regge-Wheeler system and the
gauge invariant hierarchy

The main goal of this paper is to study induced gauge—invariant quantities, arising from
linear gravitational and electromagnetic perturbations of ERN spacetime. To do so,
we rely on the set-up and resulting linearized equations obtained in [28, 32], however,
we adapt all notions involved to the extremal case M = | Q] .
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In the following subsections, we first give an overview of the general set-up used
and briefly describe the quantities we will be working with throughout the paper. Next,
we write down the generalized Teukolsky system that the aforementioned quantities
satisfy; we also go through the transformation theory that allows us to study this
system by reducing it to a set of generalized Regge—Wheeler equations. Finally, using
operators introduced in Section 2, we derive the resulting scalar system from the
tensorial one, and we show that itis subject to decoupling after we consider its spherical
harmonics decomposition.

3.1 The set-up and the gauge-invariant quantities

Let (M, g) be a 3 + 1—dimensional Lorentzian manifold satisfying the Einstein—
Maxwell equations

1
. X
Ric(g)yy = 2F ,, F: — ngF“ﬁF“ﬁ 13

DiuFgy = 0, D*Fp = 0,

where D is the covariant derivative associated to the metric g,,, and F, is
the electromagnetic tensor. The author in [29] builds upon the formalism of null
frames and initiates a null decomposition of (13) for induced quantities, i.e. Ricci
coefficients, curvature, electromagnetic components, and the equations they sat-
isfy. This can be done since any Lorentzian manifold admits a foliation out of
2-surfaces (S, g), where g is the pullback metric of g on §, and at each point in
M we can associate a local null frame3> N = {e3, es, €4}, with e4 tangent to
S, for A € {1,2}. We briefly express relevant quantities with respect to this null
frame:

e Ricci coefficients

xap =g Daes,ep),  x,, =8g[Daes, ep)

1 1
na:=s8Mses.ex).  n, = -8 Daes. en)

1 1
§a:=58D4es,ep), &, :=58(Dses, en)

2 2
1 1
w:= Zg(D4€4, e3), W= Zg(D3€3, e4)
1
{a = Eg(DAem e3),
and we also denote by K :=try, K :i=1try.

3 A null frame is one that satisfies: gle3,83) = g(eq,e4) =0, glez,eq) = —2 and g(eq,ep) = gap
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e Curvature components
aprp = Wea,es,ep,eq), a,p:=Wlea,e3,ep,e3)
1 1
Pa:=-Wlea e e3.e4). B, :=-Wilea e3.3,04)
__ _x*

1
ZW(€3,€4,€3,€4), o= W (e3, e4, €3, e4)

o

where W is the Weyl curvature of g and *W denotes the Hodge dual.
e Electromagnetic components

B :=F(ea,es), T, :=F(ea e3)

1 1
Fp = EF(63’ e), Po = E*F (e3, e4)

where *F denotes the Hodge dual of F.

With the above in mind, consider a one-parameter family of Lorentian metrics g (¢),
around the Reissner—Nordstrom (RN) solution, g(0) = g, g, solving (13) and written
in the following Bondi form; see [29].

g(e) = —2¢(e)duds — ¢(€)*Q(€)du*

+g,50© (deA — %g(e)iz(e)f‘du) (deB — %g(e)iz(e)Bdu) :

with c(0) = 1, 90 = (1 -2 1+ & _ e

c(0) =1, Q(0) = (1 M rz), by(0) =0and g, (0) = r2yas.
Initiating a linear gravitational and electromagnetic perturbation of RN space-

time corresponds to linearizing the full system of equations obtained from the null

decomposition of (13) in terms of €, with respect to the associated null frame

Ne = {e3(€), e4(€), ea(e)} given by

e3(€) =267 (€)dy + Q(€)ds + b(e) Dga, ea(e) =5, e = dya.

For example, the linearization of the induced Bianchi equation satisfied by the extreme
curvature component e(€) = 0 + € -« yields the following equation for the linearized
quantity o

1 * A * A
Yo + <§£ - 4@) a=-205-3px —2"p (lﬁz(F)ﬂ + (F>px) :

where all operators and scalars that appear above are taken with respect to the RN
background metric; the rest are unknowns of the linearized system. For the complete
set of linearized system and their list of unknowns, see section 4 in [29].

Gauge-invariant quantities. In this paper, we focus our analysis on a special set of
derived unknowns called gauge—invariant quantities, identified as the ones that vanish
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in any pure gauge solution. Pure gauge solutions are derived from linearizing families
of metrics that correspond to a smooth coordinate transformation of RN, preserving
its Bondi form.

The first two such quantities are unknowns of the linearized system itself, o« and
o, which correspond to the linearized quantities of the extreme curvature components
a(€), a(e), respectively. In the linear theory of Einstein vacuum equations, these
quantities satisfy decoupled wave equations, known as the Teukolsky equation, which
is the starting point of the analysis. In the Einstein—-Maxwell case, they no longer
appear alone in these equations since there is a new set of gauge invariant quantities
acting as a source. These new quantities were first defined in [28, 32] as

P=15"+ s, f=P"8 -k (14)

where F)8, (F)g and g, % are unknowns of the linearized system, while (F)8, P are
to be taken with respect to the background RN metric. It is quite remarkable that also
f and § satisfy Teukolsky type equations themselves, however, coupled with @ and ¢,
respectively, acting as a source.

The last set of gauge invariant quantities that were also introduced are given by

B =2"pp —3p ", B:=2"pp=3p"p. 9

where (Fg, (F )é and B, B are unknowns. In the case of Maxwell equations in

Schwarzschild spacetime, we have (F)p = 0 and the quantities /)8, (F)8 are gauge—
invariant themselves, satisfying Teukolsky equations of &1 spin. However, in our case
where ) £ 0, we consider the modified quantities (15) which now are gauge—
invariant and we will see they satisfy a generalized Teukolsky equation of £1 spin.

3.2 Rescaled null frame and regular quantities

Throughout the papers [29, 30], the author uses the null frame A defined in terms of
the Bondi coordinates reducing to the outgoing Eddington—Finkelstein coordinates in
the case of RN spacetime. However, much like the coordinate system itself, this null
frame does not extend smoothly to the event horizon H™T. Nevertheless, the rescaled
null frame N, := {Q 7' (e)e3(€), Q(€)es(€), ea} extends smoothly to H, and so do
all induced gauge—invariant quantities when expressed with respect to this frame.
Below, we write the rescaled frame in the extreme RN spacetime with respect to the
ingoing Eddington-Finkelstein coordinates, and we give the appropriate rescalings of
relevant quantities so that they extend smoothly on H . In particular, in ERN we have

Q=D@r) =(1- %)2, and in the ingoing coordinates (3) the rescaled null vectors
are given by

5 = —0,, e; =29, + Dd,. (16)
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Then, the corresponding set of rescaled gauge—invariant quantities that extend
smoothly on H™, and the ones that we aim to obtain estimates for, are given by

=D qa, =D -1, . =D -
P REDG o RED
f=D""-1, B, =D B

K p—

Q*ZD_Z'Q’

From now on, all quantities with + subscript are expressed with respect to the rescaled
frame N, defined above, and thus are regular up to and including the horizon H ™.

3.3 The Teukolsky and Regge—-Wheeler system of + spin

First, let us present the generalized Teukolsky equations of £2 spin satisfied by the
traceless, symmetric gauge—invariant quantities o, f., and «,, f . We simply adapt the
equations of [29] in the case of ERN and express them in terms of the AV, null frame.
For the +2 spin equations, in view of Definition 5, p. 69, [30], we have

1
Dga* =2(ky + 2(1)*)?730[* + (zK*E* —4p. + 4(F)p3 + 260*&,,) Oy
+4(F) % W4" v+ (ke +200)4)
ox (Varfe + ( )f) a8)

1
Dg(rf*) =(ks + 20,) V3= (rfv) + <_5K*£* = 3p + w*£*> rfa

- r(F),O* (VS*“* + ﬁ*a*) .
where (g = gH"V, V,, is taken with respect to the extreme Reissner—Nordstrom met-

ric, and we denote V3« = Weg, and similarly for e}. All coefficients above correspond
to the background ERN values when expressed in the N, null frame, given by

2D 2 M
Ko = —, Ky=—-, W =——VD, w, =0,
r r r
M 2M
(F):O*z P Px = — 3 D.
r r

Similarly, we have the —2 spin equations

1
Opat, = — 40V 3a, + 2k Ve, + <§K£ —4p +4Fp? — 10wk — 4Y73*w) a,
— 4 (%«L + (k + ZQ)L) :
1
Og(rf) = — 2wV (rf ) + «Var (rf ) + (—Elcg —3p — 3wk — 2V3*a)) rf,

+rFp (Yoo, + (k — 4w)a,)
(19)
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Regarding the +1 spin generalized Teukolsky equations satisfied by f, and é* we
have

Ug <r3;§*) =(kn + 2w4) V3 < ) ( Kxk, + Wik, — 204 + 3(F)y2 s+ 2773*(1),,) r B
— 23 K, (F) 2 <Y74*(F)/3* + (*K + 2w > (F)ﬂ* — 2(F)p*§*>
+83 <(F)p ) - dfvie
Og (r3§*) = — 2w, Y3+ (r3§*) + KV (r3§*) + GK*&* — 3wuk, —2p + 3‘“/}3) B,

3 2
-2 (92, 3 P, 2O ) 8 (V) a,
(20)
where here 7B, &, and F ),8 E are unknowns of the linearized system.

In addition to the Teukolsky equatlons above, the following relating equations have
been derived at Lemma 6.1 [28], for «, f and ,3, and their underlined analogues.

(F )p*KiWs* (r3£fou) ((F 'p}+3p. ) LR 2 (5) 1)
(F)p*%%* (r3/<2a ) ((F) 2 +3p*>r Kf, + D (ﬁ ) (22)

We will use these relations to obtain estimates for o, and «,, after we control the
quantities of the right-hand side.

Below, we present the transformation theory that allows us to obtain the generalized
Regge—Wheeler equation. We write our equations in the ingoing coordinates of Section
2.

The transformation theory. For any n—rank Sg,r—tensor &, consider the following
operators

1

PE)=—V5(-§) = %Wa,o-s), 23)
1

P(E) =V £) = %Vzaﬁmr(r'é) (24)

Using the above operators, the author of [28, 32] defines the following tensors

gt =Pk, 1) = =1V (r*f.) (25)
p =P, B =—rVs B (26)

and similarly,
F 2 1 3
q =P(r K*i) = K—Vz‘f (r Ky L)
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=r¥3,1, +¥s, (D1, 27)
p = P(r4/c*é*) = K%Wm (VSK* é*)
=r¥3,8, +rYs, (D B,). (28)

Note, the tensors qF , pand q F p,are regular on the horizon H™. In [30], it has been
shown that the above symmetric traceless tensors satisfy the following generalized
Regge—Wheeler equations, adapted in ERN spacetime

8M?
Dgl’ —Vip= r—z’quF

1 (29)
Oeq” — Vog" = =Pap
where, g corresponds to the background ERN metric as in (3), and
1 oM 6M? 1 5M?
Vl:ﬁ 1—T+ 2 =2 D(V)—i-r—z ; (30)
v A 2M+3M2 4 D()+M2 31)
2= r2 r 2r2 ) 2 " 2r2 )’

The same equations hold for g7 and p as well. In the next subsection, we derive the
associated scalar system and we show how to decouple it. This decoupling captures
the dominant behavior of solutions to (29) asymptotically along the event horizon H*;
see discussion at the end of Section 6.

3.4 Derivation and decoupling of the scalar Regge-Wheeler system

System (29) involves two tensorial equations, of type 2 and 1. Instead, we use the
Sar angular operators of Section 2 to derive the corresponding scalar system. From
now on we only write the equations for the positive spin case, and all estimates we
derive will automatically hold for the underline counterparts since they satisfy the
same equations.

Proposition 3.1 The induced scalars ¢ = r>*P1D2qF, and v = rD p, satisfy the
following coupled system

1 K
O+ (4K — V) p = —ZAW - 7‘#
81> G2
Ue¥ +(K = VDY = r—3¢~

where K is the Gauss curvature of the section spheres, and V1, V2 as in (30).
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Proof We use Lemma A.1.4. of [32]:

(—rﬂzDz + Dlrwz) U = -3KrP,V¥
(—rlD1|:|1 +|:|0rﬂ)1) ®=—Kri)®.
—D1A + Aopy = —K Dy

In particular, commuting equations of system (29) with 91, D, and using the relations
above we obtain the left hand side of the equations as seen above in (32).
For the right-hand side of the first equations we need to compute

D\ D2 D5p

L1 1 , .
We use the fact that Do ) = — > A — EK , from relation (4), and the last relation of
the Lemma above to obtain

Dy (1:85p) = By (—%Al - %K) p =38 (Bip) - KDip.

which concludes the proof. O

Remark 3.1 We saw ecarlier that p, qF are regular quantities on the horizon H +, and
thus, ¢ and v are regular on the horizon as well.

The Cauchy problem for the scalar coupled system

The Teukolsky system we introduced earlier admits a well-posed Cauchy initial value
problem; see [28, 32]. However, we will be studying the induced coupled scalar system
(32) independently as a system of its own. In particular, we consider general solutions
(¢, ¥) to system (32) arising from initial data

<¢|20’nzo¢|20) = (¢0, ¢1) € Hf (o) x HZIZZI(EO),

(33)
(V50 150V |5, ) = W, ¥1) € HE(Z0) x HEL' (50)

for any k > 2, with X as in the foliation paragraph of Section 2, and ny,, its future

directed unit normal. Then, the solution (¢, ¥) is unique in R(0, 7), with (¢, ¥) €

Hf (S;) x Hf () and (ny ¢, ny ) € HY'(Z0) x H ' (S,), forall T > 0.

Typically, we assume that & is sufficiently large such that all weighted norms appearing

in our estimates are finite.

In order to obtain pointwise estimates, we also impose the extra assumptions

lim r¢*(p) - 0, lim ry?(p) . 0. (34)

p—i® p—i®

In this paper, by “generic initial data” we implicitly refer to those that are naturally
derived from the above initial data satisfying the aforementioned assumptions.
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We proceed with the following proposition, in which we show how to decouple the
scalar system (32).

Proposition 3.2 Consider the spherical harmonic decomposition of (32), then the sys-
tem of equations supported on the fixed frequency £ > 2 decouple to

5M  MQe+1) 6M?

O, + (7 JMetsh oM )xy{” =0 (35)
r- r r
5SM MQ¢+1) 6M?

oo+ (2 + MOS0 ) <o @)
r r r

where n? = (€ +2)(€ — 1) and

W= 2Mp e+ 2M(E+2)
Wy = 2M(E+2) $y — 2Mp

for ¥ = ;{Mw and ¢ = Mé.

Proof We project system (32) to their spherical harmonics ¥, ¢, and in view of
Ay = —Mr—J{l)W, K = rlz, they satisfy the system

8M  6M? w?
Ugpe + (—3 - r_4> ¢ = ﬁlﬂe,

=U+2)(—-1

2M 6M?> 8M?
Ug¥e + —— | Ve = —5"%
r r
Now, consider the rescalings
~ ,bL ~
Ve =7V ¢¢ == My,
and by writing Sr—ﬁl 5r—1§/1 + 3r—1§/1, 2r—1§/1 = % 3 M e obtain the following system
5M 6M2 2Mu -~ 3M -
Oee + - r—3¢e,
5M 6M2 . ZMM - 3M .
g‘W + Ve = W@
Let us denote by P := [, + (— - 6%) the operator of the left-hand side above,

and the above system now reads
( ) <¢g) (—3M 2Mu> <¢~g)
Yo 2Mp 3M Ye) '

(37
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The decoupling of system (32) will follow after we diagonalize the symmetric matrix
C = (;% 231‘;{,1“), with det(C) = —M?-(2¢41)? < 0.Inorder to find the eigenvalues
of C, we compute its characteristic polynomial

pe() =detl —C) = M*(20 + 1)* — 22,

and thus, we obtain the two eigenvalues Ay = M (20 4+ 1), Ap = —M(2¢ + 1). One
can check directly that (3%‘1’11), (3_/‘/2’;,1);5) are two distinct non trivial eigenvectors of
C, thus the following two scalars

© ~ ~
W, i =2Mp e+ GM + 1y) Y

© ~ ~
Wy 1= 0GM —A2) ¢ —2Mp Py

satisfy
Py (%) =y
& Dg\IJ,.(Z) + <5r_];/1 _ 6,,_AZZ> \yi(@) _ %‘I"i@)
which concludes the proof. q

Corollary 3.1 Given the scalars \IJI.(Z),forﬁ > 2andi € {1, 2} as above, it is immediate
to check that

© (©)

2 _ K v, v,
2M? -y = . (38)
+2) @2+1)  @e+1)
2w, 2 v
M-y = (39

Tu Qe+ (L+2) Q2+ 1)
Remark 3.2 The above results also hold in the sub-extremal |Q| < M case, and such
decoupling process in this setting first appeared in the work of Chandrasekhar [14].
4 Estimates for the decoupled scalar Regge-Wheeler equations

In this section, we prove estimates for each equation (35), (36) at the same time. Note,
the decoupled system can be written as

(Dg - v,.“"))\p,.“) =0, (40)
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where
@ 5M  MJ9+4u2  6M? 2M
v, :_(r_3_ - - =—r—3(3ﬁ—(e+1)), £>2
(41)
5M  MJ9+4u2  6M? 2M
v;“)z_(r_3+ rj Lo ):—r—3(3dﬁ+e). =2 4

By projecting the system (32) to the £ = 1 frequency we obtain only one equation, i.e
2M
O (Ye=1) — =5 2 = 3VD)(Yrr=1) = 0. (43)

Note, the above wave equation can be included in the case \I'f(z:l) with Vl(gzl) as in
(41). Thus, we will be studying solutions to the equation

(O - v )y =0,

1 1

M (44)
-

. 6)
with V; =

(3VD+=Die+2-0), =i,

with \Ill.(e) supported on the fixed frequency £ > i, i € {1,2}. For brevity, the super-
script (£) will be frequently dropped and inferred through the equations.

4.1 Preliminaries

In this section, we briefly recall the vector field method. First, consider the energy-
momentum tensor associated to the wave equation (44)

1
%NM=WNrW%—?WWWM%%+W¢> (45)

Proposition 4.1 Consider a scalar V; verifying equation (44). Let X be a vectorfield,
w a scalar function, and M a one form. Define the general current

1 1 1
oM = QX" + SOV VW — Z(Vﬂw)wf + ZWEMM, (46)

then,
1 1 1
K*oMy,] = Div (J}‘”*M[xyi]) =59 Br 4 <—§X(Vi) - ngw> v}
1
+ 50 (VW - Vawi + V) @7
1 2
+ v (\Ili Mu) .
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Proof We begin by computing Div (Qy) = V*Q,,,
VEQu = (VAVLY;) - VU + V0 - VAV,
1
L (9 5) 7 (- 90).
We first treat the following term
" a 1 a
—guwV (v v, -vaw,-) = _EV”(V \yi-va\yi)
1 a 1 a

=-3 (V VV\IIi) V¥ — EV v; -V, V,;

= — (VV, ;) VoW = — (VAV, ) V, ;.
Using the above relation and the fact that VAV, W; = JW; = V;¥; we obtain

% 1 2 1 2
VEQ . = ViV VW — EVV(VI')‘I’,- AN —EVU(Vi)‘IJ,-. (48)
On the other hand, we have
A 1 )
\Y% Ea)\ll,- VWi — Z(Vua))‘l’i
L . 1 _, 1
= E(V o)V - VM‘-IJZ‘ + va v -V, ; + ECL)\IJI'D\I/,'
1 > 1o,
- ZD‘U‘I’I‘ — E(V o)V -V, ;
1

1
= 3o (v“wi VU + V,-\yl?) 700w}

Last, we recall that X7/’ = (Lxg)*’ = (VFX)” 4+ (V’X)* is the deformation
tensor, thus we have

ZQL“)VMXV = qu (X) n-/“) — Q . (X)T[

Combining all the above, we conclude the formula for K XM [y;]. o

Remark 4.1 If W; satisfies (44) with a non-homogeneous term on the right-hand side,
ie.

then we have
Div (150 M1w]) = KXOM W) + X (W) - F,
which can be easily checked by the calculations above when computing V# Q..
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The Vector Field Method. The vector field method is the application of Stokes’
theorem in appropriate regions for the current J ,f @M Tn particular, given a (0,1)
current P, then Stokes’ theorem yields in the region R (0, 7)

/ Pynf, = / Pun's + / Puny, + / VAP, (49)
o ¥ H*(0,7) R(0,7)

where all the integrals are with respect to the induced volume form and the unit normals
ng are future-directed.

4.2 Uniform Boundedness of Degenerate Energy

Let us apply the vectorfield method for X = 7 = d,, « = M = 0, where T is
written with respect to the coordinate system (v, r, ¥, ¢). Since T is Killing, we have

Mz =0 and T(Viw)) = 0 because V; is a function of r alone, thus K7 [¥;] = 0.
Therefore, the divergence theorem in the region R (0, 7) yields

JI W, 1n™ =/ JIw; 1n™ +/ JI T, (50)
/Zo p L FLEE, s, p LFLER, HEO.1) [ s

On the event horizon H™ we can take né‘_ﬁ =T, thus

T WinY = T, T) = (3,¥)” = 0,

which proves the following proposition.

Proposition 4.2 For all solutions \V; to equation (44) we have
/ JIwin < / VAL (51)
poN p)

The T-flux. We will see below that J Z [\Ill-]n’ér is non-negative definite only after we
integrate on the spheres S%y , and use Poincare’s Inequality due to the negative values of
the potentials Vid), i = 1, 2. However, we also need to know how J MT [\lf,']n’éI depends

on the 1-jet of W;. In particular, write ny, = n%r 0y + n%f d, and note that the normal
to the spacelike hypersurface X, nx,, was chosen such that

1
— < —gnxgy,nxy) < Cy (52)
Cy
1
— < —gnx,, T) <Cq, (53)
C

for a positive constant C; depending only on M, X¢. Thus, the same holds for ny,
since X; = ¢, (X0), where ¢, is the flow associated to the Killing vector field T. First,
we recall the following inequality, p 33 [7],
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Proposition 4.3 (Poincaré Inequality) Let vy € L*(S2,) and ¢ = Oforall¢ < L—1
for some finite natural number L, then

L(L+1
%[ wsz vl (54)
e U T s,

and equality holds if and only if Yy = 0 forall £ # L.

Proposition 4.4 Let \IJ;() be a solution to equation (44), supported on the fixed fre-
quency £ > i, i € {1,2}, then there exists a positive constant C = C(M, Xg) such
that

/ ((avwi>2+ D @, 9 + VUi + Wr—fl)\lﬂ) <[ Jftwmt,. 69
N o

Proof Letny, = n%r 0y + n%r dr, then direct computations yield

1 D
TIwiInk, = n"@,¥)* + 3 (Dn® —2n") 1(8’%)2
1 - 2
+ 5 (on” —2n") (|9 Wi + Vi)

We argue that relations (52, 53) and Poincare inequality suffice to prove the proposition.
Away from the horizon {r > ro}, for ro > M, we might as well choose ny, = T.
However, near the horizon H*, the relations (52, 53) read

C; >D(n")? —2n°n" > —
1

Ci>Dn’” —n" > —
1

thus we must have ngo < 0 and n%o > 0. On the other hand, squaring the second
relation yields

1
C? > D(D(n°)* —2n"n") + (n")? > =
1

and since the first term is positive from (52), we obtain that n” is uniformly bounded.
Hence, Dn' — 2n" = (Dn’ —n") —n" > CLI and bounded from above. Thus, using
(52) we have

Cq v 1
—>n'> —
(Dn? — 2n") C1 (Dnv —2n")

and as we saw (Dn' — 2n") is bounded from above, which makes n' uniformly
bounded from below by a positive constant. We put all the above together and we
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find a constant C depending on M, ¥ such that
32 32 12 w2 Ty 1, M
@,W)* + D@, W) + [V | + VW7 < CIL W] . (56)

However, the potential Viw) (r) takes negative values as well. To show that the 7 —flux
is also coercive with respect to the zeroth order term we borrow from the angular
derivative of W; using Poincare inequality. Integrating (56) along X, and using the
uniform boundedness of degenerate energy yields

2
f(avwi>2+D(arw,~)2+|Wi| +v,-\lf?sCf VALV
hoN >0

Now, we write |Y7‘~Il,'|2 = (1 —a) |Y7\I!,~|2 +a|VYV; % for some 0 < a < 1 to be
determined later, and using Poincare we examine the following term

2 va? Vier? 12
a|yw|” + v, y; _(a+£(£+1))|y7wl| . (57)

It suffices to study the above coefficient foreach £ > i, i € {1, 2} and foreachr > M.

e Ifi =1, and for any £ > 1 we have

= == == S -
W+ T e e 2Ty

Vi) - r? 2M 3D  2M M
AR a1 (2-3D)
The second term becomes negative only when r > 3M, and it is easy to check
that %(2 — 3\/5) > —%. Thus, it suffices to consider % < a < 1, which works
forall ¢ > 1.
e Ifi =2, for any £ > 2 we have

Va(r) - r? 2M 3D 2M 1M
TOESY _a_Te(e+1)_(z+1).r2“‘"7(“3@)

However, if we set x := /D € [0, 1) we write the above as

The quadratic polynomial above attains its minimum at x = % with value — % ~

0.69. Thus, it suffices to consider 0.7 < a < 1.
We can see from the analysis above that a = 0.7 is sufficient to get (57) uniformly
positive forall £ > i, i € {l1,2}and r > M. O
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4.3 Morawetz Estimates

We apply the vector field method for vector fields of the form X = f(r*) %, written
with respect to the coordinate system (t, r*). We will often differentiate with respect to
the r —coordinate 1nstead of r*, and the two are related by 7% dh —p. Bh , for any scalar

function 2. By ' = we will denote the derivative with respect to the r—coordinate
in the (¢, r, ¥, ) coordlnate system.
The scalar current K ¥ . Let us consider the following current

X1 = Qu[Wi] - XV

then using Proposition 4.1 we arrive at

KX=(§+£) (&%)H(%—%) (a,um)2+( @ f))|Y7‘1’|

" (—E ((D ) ﬁ) - lX(%)) w2
2 r 2

However, there is no choice of scalar f such that all coefficients above are positive
definite everywhere. Indeed, assume the coefficients of the first two terms of K X are
positive, then

2
f’>2§, and f/>—2£ = f’>;|f|>0

On the other hand, if the coefficient of |Y7\I/i |2 is also non-negative we must have

D
fi—f/ﬁ

Thus, going back to the coefficient of (9, W;)> we obtain

foter(i-5)-4 -sem)

Hence, in view of f’ > 0 we have that fj/ + % becomes negative for r > r, = 2M.
Already, the above suggests that we modify the energy current by introducing

more terms. The idea is to introduce a term with the effect of canceling (E),\IJ,-)2 when

computing the scalar current. Nevertheless, we retrieve this term in the final Morawetz

estimates of Proposition 4.6.

The scalar current K X-¢. Consider the following current

1 1
JXOW] = QW] - XY + SV = 5 (V.G) W7,
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where G = r29,+ ( f- r2). Consequently, this choice of G cancels the time derivative
term when computing the scalar current. In particular, using Proposition 4.1 direct
computations yield the expression

KXG = (3 w)+f MR (DG) —%f-ar(nvf“)w,?,

(58)

where P(r) := v/DQ2vVD — 1) = 5(r — M)(r — 2M). While, in view of the
factor P(r), the degeneracy of the angular derivative term at the photon sphere
{r = rp ;== 2M} is inevitable, we shall find functions f, G such that the coefficients
of the two first terms in K X-C are non-negative definite. In particular, it is imperative
that we choose f that is increasing and changes sign from negative to positive at the
photon sphere { r= rp}.

The choice of G, f. In the extremal Reissner—Nordstrom spacetime, the wave operator
with respect to the coordinate system (z, r*, 1, ¢) reads

1
O W = 5( — 92w, + r—za,*(rza,*qfi)) T AV, (59)

Since G = r 29, (f- r2) is a function of 7* alone, we have

0,G = ﬁaﬁ (ﬂa,*G) - 9y (rza,* (r 20,4 (f - rz))). (60)

D -r2

Let us choose *

G(r) = —D(r) r>mM. (61)
Then, direct computation yields

r28,+G =2DVD(2 — 3v/D),
2
9y (,23r*G) :@(1 —VD)(1 - 2VD).

Therefore, we have
1 D
-3;@:6) =330 —VD)2VD - 1). (62)

In addition, now that we have G we can find f using the transport equation G =
2
29, ( f- r2) or equivalently 9, (f - r?) = %, thus integrating from r, to r we

4 A detailed analysis on how to arrive at this G (r) first appeared in the thesis of J. Stogin [50]. The author
arrives at the same function for the Morawetz estimates of the scalar wave equation on the Schwarzschild
and subextremal Kerr background.
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obtain

AM?
1’2 ’

f(r)=2vD-1)@3—-2vD)=1— (63)

8 8M?
f1r) == =VD)? = = (64)

As we can see, f is increasing and changes sign at the photon sphere and thus satisfies
the requirements we were looking for. However, for both i = 1, 2, the zeroth order
coefficient in K*-C takes negative values as well, for all £ > i.

1
The zeroth order term of K X-C. Let’s first study the expression — 2 f-or (D . Vi(0>.
Denote by x := +/D € [0, 1) then using (63), direct computations yield

1
2 = SF a,(D : Vf“)

=l3(1 —0)xQx — D3 — 2x)( —18x2 4 14x — 2 4 £(5x — 2))
g (65)

) 1 0)
2 ::—Ef-8,<D-V2 )

1 2
—— (1 —0x2x — G - 2x)< —18x2 4+ 9x — £(5x — 2))
.

In this form, it is apparent that both zl@ forall ¢ > i, i {1, 2}, are not positive definite.
In addition, the term —%DG = 3):—;(1 — x)(2x — 1) comes to add extra "negativity"
to the overall zeroth order term.

On the other hand, f(r) - P(r) degenerates at the photon sphere to second order, as
opposed to the two aforementioned terms, thus even after using Poincare inequality
to borrow from the angular derivative coefficient, we cannot obtain a positive definite
zeroth order term of the current K X-G. Nevertheless, in what follows we show that
there is a modified energy current that ultimately provides us with the required positive
bulk for all terms.

4.3.1 The scalar current KX>G:h

In view of the above discussion, we consider the following modified current

h d
IO = T 5O + Expf (a ) (66)
r
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with the last term corresponding to the choice M, = 2h (ai*) in the relation (46).
"

Then, applying Proposition 4.1, the corresponding scalar current is given by

h D
KXGh — gX.G 4 (‘/_ )(w)+hwaw

f P

> kX0 = papwn + LD pwp - L (0,0) w2 67

—f(D V) ()2 + hW; 0, \I/+< hv'D 12) )(%)2.

Our goal is to find an appropriate function /() such that K X-C-" is positive definite.
However, we first need to treat the extra term h\W; d,« ¥; such that only quadratic terms
appear. We borrow from the coefficient of (3,+W;)? by writing

LW = v f 100 P 4 (1= v) 1091,

for some v € (0, 1) to be determined in the end, and we complete the square as

v (0 W)% + hxviar*\l»

h? o,
VW8 W+ W v
F " W T ar Y g

2
VoW + "y - Ui w?
r* ¥ D) ,—vf/ 14 4Uf/ i

Therefore, using relation (68), we can now rewrite (67) as

=vf/(@W;)* +2

2
. SPowp
2F\I/> +— |V ;|

WD D, h? 1 f N o
+(< . +5h—4vf,>—Z(DgG)—5(D-V1)>\y

KXCMw1 =1 —v) f/(0 W) + (,/vf 9l +

(69)
Denote by €(h) the expression below
hWD D 1 1 o1
C(h) = —— + —h' — — —(0,G) = —8,(Dr’h) — - - (0,G).
" T3 gy~ 3 (0 = 5500 = g = 1 (B6)
(70)

We simply focus on finding a function A (r) such that €(%) beats the negative values
of 2, Ve > i, i {1,2}, uniformly.
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The coefficient €(%). In order to better understand the expression €(h) we rewrite it
in a more concise way using relation (60), i.e.

1 2 1 2
0,6 = D_rza,*(r 8,*G> = 0, (Dr a,G).

Then we have

h2

_ 1 2 2
eh) = o a,(D(zr h—r a,G)) e

However, 0,G = 2r_2«/5(2 — 3\/5), and if we denote by x := VD e [0, 1) and
express €(h) = T (h(x(r))) we obtain

(1—1x) 5[ o h?
¢(h) = Tax(x (r h—x2— 3x))) “F
Now, consider the following choice

h(r) = iz x(2—=3x)4+x) = %3)6(1 —X), 71)
r r

and using the fact that f'(r) = 8(1:—)‘)2, then €(4) becomes

— 2 _ 2 _ 5 s
Q:(l’l) — (1 X) 8x( 3) _ ri49x (1 x) _ 3(1 x))C 1 9x

2r3 awf T 2w P332y

Letv = % < 1, then €(h) becomes

Ch) = %ix2(4 —5x) = 0—33 D4 —5VD). (72)
r> 10 r

We can already see that €(h) is positive definite around the photon sphere and becomes

negative only for r > 5M. Nevertheless, with the help of Poincare inequality we will

show that the zeroth order term of KX sth[LIJl.(l)] is positive definite uniformly in

€ >1, i€ {l,2}, with a degeneracy only at the horizon HT.

Proposition 4.5 Let h(r) be as in (71) and choose v = % in (69), then there exists

a positive constant depending only on M, such that for all solutions \IJI-(D to (44),
supported on the fixed frequency £ > i, i € {1, 2}, we have

/ KX O
§2(r)

_ _ 2
zC/2 (%(ar*wi)%(r M) = 2M) \W,-\2+‘/5w,?>. (73)
§2(r)

r r4 r3

@ Springer



Instability of Gravitational and Electromagnetic Perturbations... Page 31 of 127

22

Proof After we integrate relation (69) on the spheres we obtain

2
/ KX’G’h[\vi]:/ (1= v)f" (@3 ;) +(Jv7/a Vit o= ’ i)
$2(r) $2(r) vf!

+ LBy,
.

1 ) WD D h? f o\ a2
—Z(Dgc)wi +(<r+2h 4vf/>—2(D~Vl))\IJ

f-P
T

> [ a-nr@ew? Dl wwe (e + )2,
S2(r)

Recall that f(r) - P(r) = 2v/D — 1)(3 — 2/D) - 2+/D — 1)3/D, thus

[P (3=2VD)r — M)(r —2M)*
ro r4
L= M)(Z— 2M)2.

r

In addition, the coefficient of (3,+¥;)% becomes

A-nfp=S 1M
_vfr_16. — .r3.

r3 2

Finally, we need to treat the coefficient of the zeroth order term as well. For that, we
consider each case i = 1, 2 separately because they pose different difficulties. We

remind our readers that for the calculations below we express all functions in terms of

x := /D, and we produce estimates for all x € [0, 1), which corresponds to r > M.

The zeroth order term of K X-6-" [\II(D

order coefficient reads
© _03 , ®
Ch)y+z; = —x 4 —-5x)+z;

where

1
Z(113) = r_3x(1 -x)f (—18)62 + 14x — 24+ €(5x — 2)) .

However, we may rewrite the quadratic polynomial as

—18x% 4+ 9x +5x — 24+ £(5x — 2)
—Ix2x -+ U+ 1)@x —2+4+x)
24+ 1) —9x)(2x — 1) + (£ + D)x.

—18x2 4+ 14x — 2+ £(5x — 2)

1, £ > 1. According to relation (72), the zeroth
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(

Hence, z; ) reads

20 = 3(1—x)f P(2(£+1)—9x) (tl)xz(l—x)f (74)
3

We treat each term separately below.

e The first term in (74) can be controlled using Poincare inequality by borrowing a
fraction a € (0, 1) from the angular derivative coefficient. In particular, we have

(©)

r%(l_x)f'P<2(£+1)—9X>< 1) +C_lf.p‘y7\l,(€)‘2
3f P((l—X)(2(5+1)—9x)+aﬁ(ﬁ+1))( (e)>2
- 3f P(9x% = Qe+ IDx + (€ + D2 +ab) (v ()) |

Since f - P has the correct sign, we are only interested in choosing a sufficienta €
(0, 1) such that the discriminant of the quadratic expression is negative uniformly
inf>1,i.e.

e —17)7*

> — V> 1.
360+ 1)

However, in view of the denominator growing quadratically in £ with a higher rate
than the numerator, we have
Qe—-72 @2-1=-7)72
<
3666+ 1) 36(1+1)

< 0.35, VE>1,

thus @ = 0.35 is sufficient to make the first term of (74) non-negative definite for
all¢ > 1.

e We have a remaining fraction 0 < b < 0.65 of the angular derivative coefficient
that we can use to control the second term of (74). Once again, using Poincare
inequality we write

1 1
w; )xz(l—x)f—l—r%é(ﬁ—f—l)f-Pz?xz(l—x)f—i—r%f(ﬁ—i—l)(l—x)f«P

_ e 1))62(1 —0)@2x — D3 —2x) + %e(e + Dx2x — D23 = 2x)(1 — x)
r

G l)x(l — )3 —2x)(2x — 1)((1 +2b0)x — be)
3

Clearly for x > l the expression above is non-negative. Let us focus on x < ; and
notice that the only interval where it takes negative values is Ny := ()Cg, ) where

Xg = m, £ >1, and x¢ | 5. By studying the quadratic polynomial
pe(x) = (2x — 1)((1 +2b0)x — be) — (4bl +2)x2 — (4bl + D)x + bt
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we see that it attains its minimum at Xy = 2(?437‘2 12)) with the value
pe(x X , Vx € [0, 1).
4 = PeXy ( Y] 2)

¢ For all £ > 2 we may choose b = % € (0, 0.65) and thus we have the lower

bound

£+1)
73

x(1 —x)B—=2x)pe(x) > (1—x)3—2x), Vxe Ny, VL=>2

_mx
On the other hand, note that Ny—» D Ny, V£ > 2 and thus, for all x € Ny—» =
(% %) we have

&(h) — %x(l —x)3—-2x) = r%x . (f—ox(él —5x) — é(l —x)(3 - 2x)>

1 x 5
=33 (—7x +7.3x — 1.5) ,
and its easy to check that the quadratic polynomial is uniformly positive in Ny—>.
o For £ = 1, we need a little more help from Poincare inequality so we choose
b= % = 0.625 < 0.65 and now we have

2 1
r—3x(l —-x)3—=2x)p,_, (x) > —g?x(l —x)(3 —2x),

5 1
VXEN[=1= ﬁ,z .

Once again, one can check that the expression below is uniformly positive for
x €N,

=1°

<h) — 9—i3x(1 — 03— 2x) = %%x (—15547 + 158+ - 30)
Finally, regarding the region where () becomes negative, i.e. r > 5M, note that the
Poincare inequality used earlier for b = % is sufficient to make it positive definite for
all ¢ > 1.
Combining all the above allows us to find a positive constant C that depends only
on M such that

() \/5

Ch) +z) = C-.
e

The zeroth order term of KX ¢/ [kllg)], £ > 2. We approach this case similarly and
now have

1
L (1 - x)f( —18x2 4+ 9x — £(5x — 2))
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1
— —x(1 - x)f( — QL4 9%)(2x — 1) — Zx)
,
20 +9 14
G & R YO S R
r r
e Using Poincare inequality, we control the first term as

(B VAV TR IYaY:

= —13f : P(— (1 — x)(2€ 4 9x) + al(t + 1))
-
1 2

= /- P(97+ QL= 9x + Lat + 1) - 2))
-

and by checking the discriminant of the quadratic polynomial, it suffices to have
a € (0, 1) such that

(20 —9)? —36L(a(t +1) —2) <0, Ve>2
(20 +9)?

a>——, \ =
366(€+1)

However, the right-hand side term satisfies for all £ > 2

2 2
(26492 _ (4+9)

< < 0.79,
36L( + 1) 36-6

thus a = 0.79 is sufficient to make the first term of zée) non-negative for all £ > 2.
e There is a remaining fraction 0 < b < 0.21 we can use to bound the second term

of Zg&) and with the help of €(h) we can show uniform positivity for the zeroth
order term. In particular, we have

—%xza—x)f + b +1)f-P z—%x2(1—x)f+bw+1)xf.1>

= %x2(3x —2)(2x — 1)(19(@ +Dex -1 —(1-— x))

14
= ﬁx2(3x —2) - pelx)

Clearly, for x < % the expression above is non-negative, and for x > % it is

negative only in the interval Ny := (%, xg), where xy 1= % > % and we

[ . . .
have x; - % It’s straight forward calculations to check that pg(x) attains its

. 4b(e+D)+3 .
minimum at x, = ST (ES)E] with the value

1
8(2b(£ T+ 1)

pe(x) > pe(xy) = — , V¢ > 2, Vx € N,.
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We choose b = 0.2 < 0.21 and thus we have forall £ > 2, x € Ny,

vy 5 0 _ s
. x —_—— —— ——
PRV =840+ L) 16

L) 2
= ﬁx (Bx —2) - pe(x) > _16r3x (Bx —2).
Hence, using €(h) we now have
x2(4 — 5x) > x2(Bx—2) = x (146 — 195x)
1073 1673 ~80r3

which is uniformly positive for % <X < Xp=p = % for all £ > 2.

Once again, in the region where € (%) is negative, the Poincare inequality used earlier is
sufficient to make it positive definite, and thus there exists a positive constant depending
on M such that

VD

e +37, > 35, Ve=2,Vr > M.

4.3.2 Retrieving the (8;¥;)? term
Note that estimate (73) does not include any 9; ¥; term. To retrieve the d; —derivative

we introduce the current LfL = z(r)¥;V,¥; for an appropriate function z(r). In
particular, we have the following proposition.

Proposition 4.6 There exists a positive constant C depending only on M, such that
for all solutions \Ifl-(() to(44),i € {1, 2}, £ > i, we have

1 (r — M)(r —2M)? s 1 (r — M)
fsz()<r3|ar*w,-|2+r4 <|w,-| + 5 @)? )+ 10
.

. z X,G,h .
< C/Sz(r) (Dzv(LM) +K [xy,])

(75)
Proof We compute
Div(L%) = —%(«%%)2 + %(ar*wi)z 2 [V P 4 2 V02 42 ) W0, ;.
(76)
Consider
20r) == — ; 32x — D21 = x)2, with 77

@ Springer



22 Page 36 of 127 M. A. Apetroaie

V201 2
20y = & 1)’;2(1 Y (16x2 — 16x + 3), (78)

where again, x = +/D and ¢ > 0 a scaling to be determined in the end. By Cauchy—
Schwarz inequality, (76) yields

Div(L3) > — 2 )(8,\11) + (Z( r) |Z2|> B, 90)% + 20) [Y Wi [

(79
|2
2

+ @)V v — E1e?,

Note that z(r), z/(r), 5 are bounded functions everywhere including the horizon

and all terms in (79) have the same degeneracy as K 'G:h The coefficient z(r) - V; (r)
depends on ¢ and thus can be controlled using Poincare inequality. Using Proposition
4.5 and choosing a small enough scaling ¢ > 0 of z(r) allows us to control the
remaining negative terms. O

Non-degenerate Morawetz Estimate. The estimate of Proposition 4.6 is degenerate
with respect to the angular derivatives and 9, ¥; at the photon sphere. Below, we remove
this degeneracy which will prove useful later on, however, at the cost of losing one
derivative at the level of initial data.

First, by commuting equation (44) with the Killing vectorfield 7 and using Propo-
sition 4.5 we obtain

1
/ (f(atw)z J?(%f)scf Y OKXOMTR, (80)
Sz(r) . Sz(r) k=0

where C depends only on M.
The remaining derivatives are obtained using the current

LY =w(r)¥; -V, ¥,
13
for w(r) = — D?. Indeed, taking the divergence of that current we obtain
r

1 1
Div(Ly) =D W) + r—30% <|y7\p,~ >+ Viwf)
(81)
1 3

— r—3«/D(a,\p,~)2 + D0~ 27/ D)V; - 9+ ;.

By Cauchy Schwartz,

3 3D 3¢ D
2D —2VD)W; - 8,2 > —— W2 ﬁ—(ar*\p )2,
r4 2e rt
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and choosing ¢ > 0 small enough such that r/3 > 8«/5, the last term above can be
absorbed in the first term of Di v(Ll’f). Thus, using the above and relation (80) we
prove the following proposition

Proposition 4.7 There exits a positive constant C depending only on M such that for
all solutions to (44), i € {1, 2} we have

/ <£(at\v) +f(a vl X2 |W| */5 2)
S2(r)

1
5/ (Div(Ll’f)+CZKX’G’h[Tk\II,~]>.
$2(r)

k=0

Note, the decay rate for the angular derivative coefficient comes from Proposition 4.6.

4.3.3 Degenerate and non-degenerate X—estimate

We saw above that the modified scalar currents are positive definite, however, we also
need to control the boundary terms that arise when applying the divergence identity
in R(0, 7).

Proposition 4.8 Let X = f0,«, where f(r) is bounded, then there exists a uniform
positive constant C depending on M, Lo and || f| oo (R0, y) Such that for all solutions

W 0>, ie{l,2) t0(44)

<c/ 1w 1nt, (82)
S

for S being ¥ or H, forall T > 0.

Proof Since our estimates involve the horizon as well, let us express everything in
terms of the ingoing coordinate system (v, r, ¥, ¢). In particular, we have 3‘2* ) =

L, r)+ DL (v, r), then

IXn's = Q(X.ng) = fQ@y.ns) + fDQ (3. ns)

1
= fn 3,V + fniD (3,%;) (3, %) + SFnsD G¥ g
Vi
- (—gng) Y|+ (—7fnrs) w2,
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In addition, we have

h2
JXC s =X + 7mlﬂ(a,*)ung‘

1
= fn§ @,W)* + fn§D (3,V:) (3, ¥) + 5 /5D @ W)%. (84
h Vi
+(<Los) (9o o (G - ms ) w2
Now, using Cauchy-Schwarz, the fact that f, n*, n", h are bounded functions and that
Vi is linear with respect to ¢, Proposition 4.4 concludes the proof. O

Now, we are in the position of proving the general Morawetz estimates of this main
section. First, we proceed with the proof of a degenerate estimate that captures the
trapping effect on both the photon sphere {r = 2M} and the horizon H*.

Theorem 4.1 There exists a constant C > 0 depending on M, X such that for all
solutions \I—’l-([) to(44), i € {1,2}, £ > i, we have

1 (r — M)(r — 2M)? 1 =M
/ (3|ar*\11,~|2+)4) (|Y7w,~|2+z(at\vi)2>+(4)|\pi|2>
R(O,‘[) r r r r
T g 1,2
=< CLO ‘IM [‘pz]nzo
(85)
Proof We apply Stoke’s Theorem in the region R(0, 7) to the currents
TXOMw 4+ LE + A T[] (86)
for a big enough constant A > 0. Note, there will be no boundary terms on the horizon
‘H since all quantities vanish there, thus applying Propositions 4.8, 4.6 and 4.2 we

conclude the proof. O

Similarly, using Proposition 4.7 we prove an estimate that does not degenerate at
the photon sphere, however, requires higher regularity on the initial data.

Theorem 4.2 There exists a positive constant C depending on M, ¥ alone such that
for all solutions \Ill.w) to(44), i € {1, 2}, £ > i, we have

VD VD VD VD
f (T(afwi>2+—3(ar*wi>2+— VWi + S w?
RO,7) \ T 2r r r

<C < / Ji ilns, + 7,0 [Twi]n§0> (87)
P
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4.4 The Vector Field N

In this section, we are looking for a timelike vectorfield N that captures the non-
degenerate energy of a local observer near the horizon. However, in the extremal
Reissner-Nordstrom case, the absence of redshift effect poses a difficulty since there
is no analogous redshift vectorfield to Dafermos—Rodnianski’s [17]; for any timelike
vectorfield N, the corresponding scalar current won’t be non-negative definite. Instead,
we go around this by modifying appropriately the current J ;ILV [W;] which allows us
to obtain a non-negative local integrated estimate, however, still degenerate in the
transversal invariant direction due to trapping on the horizon H ™. First, let’s take a
closer look at why J ;iv [W;] alone won’t work. In this subsection, we work with respect
to the coordinate system (v, r, 99, ¢) which is regular on the event horizon HT.
Absence of redshift effect. Let N = NV(r)d, + N" (r)d, be a future-directed timelike
q)TT — invariant vector field. Then, if we consider J ZLV [W;] for a solution \I/;D to (44),
i €{l,2}, £ > i, we obtain

) .
KNI = Fop (3, W)2 + Frr (8, %)2 + Fy |V |” 4 For (8, W) (8, %)) + Fog W2,

(88)
where the coefficients are given by
Fyy = N} F.r =D N _ N N
v = LVp, rr = D) , ) s
1 2N"
Fy = =N/, F, = DN’ — —, (89)
r
FO = Ly v (Moo
00 — 2 1 1 2
Here we denote by N := N and D' = ‘w . In hope of proving K is non-negative

definite, we would hke to control the term Fyr(0,V;)(0,¥;) using the positivity of
F,,, Fy,. However, note that F, vanishes on the horizon whereas F,, doesn’t. Indeed,
recall the relations (52), (53), so if we are looking for N timelike everywhere, it is
necessary that N" (M) # 0 on the horizon H™*. In particular, K N1 is linear with
respect to d,W; on the horizon. In addition, the coefficient Fo becomes negative for
low frequencies for both i = 1, 2. Therefore, no choice of timelike vectorfield N can
make KV [W;] non-negative definite.

A Locally Non-Negative Spacetime Current. In order to remedy the situation above,
we need to introduce extra terms to our initial current. Consider J*“*[W] as in
Proposition 4.1 for the (0,1)-form M, := h(9,),, and @ = w(r), h = h(r) functions
of r alone. In particular, if

1 1 h
T M) = LI + S0V 9% = 2 @u0)VE + 7800 (90)
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Then, we have

1

1 , 2 5 1
+Z h +;/’l N +§h\yi8r‘l’i-

@
= KNOMW ] = Fou @080 + (Fy + 5D) 0,9
w
+ (FW + 5) |Y7‘~Vi|2
+ (For + @) @) @90 + g = SVi+ 20 + =) ]
2 4 2r
h
—i-ZZ\I—’iar\Ifi.

oD

For simplicity, let us denote the above coefficients of (3,V; - 9,\V;) by G, where
a,b € {v,r, ¥,0} and define the vector field N in the region M < r < 9TM as

3
N“(r)=16r, N'(r) = —zr + M, (92)

which is timelike. In view of the discussion of the previous paragraph, we define w
such that G, ‘ = 0, i.e.withthe choice of N as above, we need w = —1 constant.

Such choice ofr YVMvectorﬁeld and function w was first seen in [7] for the homogeneous
wave equation. However, in our case we have an extra zeroth order term Gog which we
need to treat. Nevertheless, we will see in the proposition below, there is an appropriate
function & which makes the coefficient Gop positive definite.

Proposition4.9 Leth(r) := 6M and N as in (92), then there exists a positive

constant C depending only on M such that for all solutions \I!iw) to (44), supported on
the fixed frequency € > i, i € {1, 2}, the current K-~V [W;] is non-negative definite
in Ay = {M <r< TM} In particular, we have

1
/ KN U g > c/ ((avwi)2+«/5(ar\p,-)2+ |y7\11,-|2+—2w,.2> (93)
S2(r) $2(r) r

Proof First, let’s write down the coefficients G5, adapted to the choice of N as in (92):

S VD —
Gy =16, Gy =~v D16V D +2), Gy = T(z —~D),
(94)
Gy = + Gor =22 ¢ — g0 Ly (Ly 1
L Ty 00 =700 TG T )
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Using Cauchy-Schwartz inequality we get

Gor (0, (0,W;) = (@ : 8»%) (V216D +2) - 9,¥))
V2 (95)
> —g(arw,-)z — (16V/D + 223, ).
Similarly, we obtain
(37w (o)
Gor(W) - (0, ¥) =2=| —=V¥; |- | —= -0, V¥;
or (W) - (8,W;) 4(ﬁ>ﬁ o6
Sh 2 h'r 2
> w2 - (3,W)>%
4.r 4-5

Therefore, going back to (91), we need to show that the new coefficients are non-
negative definite in the region Ay . For simplicity, we denote by x := /D which in
Ap it satisfies 0 < x < %.

For the coefficient of (3, ¥;)2, which is 16 — (16+/D + 2)2, we have

4 4
16—(16x+2)2=4(1—8x)(3+8x)z§-3:§, VxeAy.

The coefficient of (3, ;)2 is

x> her

X 1 6 X
Z(Z—x)—z—ﬁzEx(l—x)—ﬁx(l—}—?ax):g(l—7x), (97)

which again for x < é, it is uniformly positive.
1
We already know that Gy = 1 > 0, and it only remains to show positivity for

the coefficient of \I!l2 For that, we are going to need Poincare inequality but first, let’s
examine the zeroth order coefficient closer. We have,

@ Sh @ 1 1 3h
GOIO—EzFO(’)—EVi—FZ h/—T . (98)
Fori = 1, we write
1 1 3 17
(1) 2 2 3
FOO —§V1=r—2<ﬁ(x —X)_(z“r‘x—?x +6x )) (99)

The above expression is mostly negative, so borrowing from the coefficient of Gy =

41'1 = 11—6 + % by using Poincare Inequality we obtain the extra term

1 306+1) 1 /3 3
F —-vi+ = (et )=—(—£2+E<x2—x+—)

2 16 2 r2 \ 16 16
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— (3 +x— 1—7x2 + 6x3>> (100)

2 2

Using the fact x < —, it is easy to see that the above expression is uniformly positive

definite for all £ > 3 in Ay. However, for £ = 1,2 we need the help of the extra
positive term in (98). In particular,

1/, 3h 3 )
W —-—=)==(1+x—18x°) (101)
4 r 2

Therefore, we obtain

W e+ 1 (3, ) 3 137,

Gy 22T (22— xt 2 Sx— 22 63)),

U ol ST TS A R S
(102)

which is positive for both £ = 1, 2 in the region Ay .
Similarly, we obtain the same result for the potential Vz(e) (r) forevery £ > 2in Ay,
which concludes the proof. O

The J > [W;] current. Outside the region Ay, the scalar current K V- =1 [W;] takes
negative values as well. We extend the current J ,iv =M introducing cut-off functions
so that the corresponding scalar current will be non-negative definite away from the
horizon except maybe a compact region not including the photon sphere, in which we
control it using Morawetz estimates.

In particular, we extend the vectorfield N outside Ay as

8M
N'(r)y>0, Vr=M and N'r)y=1, Vr>—,

7

8M (103)
N'(r)<0, Vr>=M and N'(r) =0, Vrz—-

and N remains an ¢IT - invariant timelike vectorfield.
Away from Ay, we extend both w(r) = —1 and h(r) by introducing the smooth

cut-off functions § : [M, +00) — R suchthat § = 1 forr € [M, %], and 6(r) =0
for r > STM, while also, 2(r) = h(r) for r € [M, 9TM], and h(r) = 0 for r > STM.
Now, we consider the current

- 1 h
I = N T = S8 0+ ) (109

and we make the following observations,
1. In the Ay region, we have JZ:’*‘SJ’[%] = Jliv’_l’h[\lf,'], and thus KV-5/[w,] =
KN,

2. Forr > 24 we have KN-1[@;] = KT = 0.
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3. For2 < =<r= < 2M, the scalar current K V-3 [W;] can be negative in general,
however it can be controlled by the Morawetz estimates which are non-degenerate
away from the photon sphere and the event horizon.

8M
7

4.4.1 N-multiplier boundary terms
In this section we treat the boundary terms that appear when applying the multiplier
method for N. First, observe that the vectorfield N captures the non-degenerate energy

of alocal observer near the horizon. Indeed, since both N, n’ér are timelike everywhere
in R(0, 7), following exactly the same proof as in Proposition 4.4, we obtain

/ TN TWiIn%, >C/ ((avwf>2+(arwi>2+|y7wi|2+
S2(r) S2(r)

e +1
/2 T ilngy. = C/Z ((au\v) + YW +¥w2>
§=(r) S2(r)

Le+1) 5
oy

(105)

where the constant C depends only on M and ¥ since N is ¢! — invariant. Now,

regarding the current J ,iv 51,1, we have the following propositions.

Proposition 4.10 There exists a constant C > 0 depending only on M, X such that

for all solutions \I'l.(e) to (44), supported on the fixed frequency £ > i, i € {1,2} we
have

_/ JN“[\IJ nl <fE TN Wwilnk 52[2 J,ﬂ""s’h[\lli]nlér+CfE VAN
(106)

Proof To prove the left hand side inequality, notice that

; 1 h
TSRt = TN Wt — SOV Win® + wa(a,)un“
- (107)
1 1 h
= T Wi = 80 9 Win® = S8 - 0, Win” + S Win”

and we use Cauchy-Schwartz inequality along with relation (105).
For the right-hand side inequality, using again Cauchy-Schwartz we can write

1 P 7 .
— 58\1’1 . 8,‘-1/,-11 = —58? . 88,«\1’1‘7’1

L% o L
z 78— n"| yREACA |n*|.
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1 -
Doing the same for the term —=3§W; - 9, ¥;n", and the fact that n”, n”, h are bounded,

we choose ¢ > 0 small enough such that relation (107) yields
i 1 ¢
/ TNt > / N Wit — —w? (108)
$2(r) $2(r) 2 €
Therefore, using Proposition 4.4 we obtain
/ TV Wit <2 / IVt 4 C T W,
§2(r) §2(r)

for a big enough constant C, depending only on M, %. O

We now control the boundary term over H ™. In particular, we have the following
proposition.

Proposition 4.11 For all solutions \IJI-([) to (44), supported on the fixed frequency £ > i,
i €{1,2} we have

i 1
/H I g = S /H I Wiy, = C /H il (109)

for a positive constant C depending only on M, %.

Proof With the following convention in mind, ny+ = T, we write down equation
(107) on the horizon H* and we obtain

] 1
TGy, = T gy, = S0 0,0, (110)

since n;1+ = fz(M) = 0and §(M) = 1. Using Cauchy Schwartz we write

. 1
JN,&,h 2 " — / ]N L8 Mmoo v .9,V
/.;z(r) w il 82(r) il 2
N1,k Eopy2_ 1 2
> o 0O = 50007 = @)

1 1
> — IV R — — It et
_/;Z(r)z M[ l]nH+ 48 /vL[ l]nH+

for ¢ > 0 sufficiently small, which concludes the proof. O

Uniform Boundedness of Local Observer’s Energy and Integrated Local Energy.
We combine our results above to obtain an integrated local energy estimate which
captures the trapping effect at the horizon H™ due to the degeneracy of the redshift
effect.
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Theorem 4.3 There exists a constant C > O which depends on M, ¢ such that for
all solutions \I'i(é> to (44), supported on the fixed frequency £ > i, i € {1, 2}

IN W Ink / N[ Ink
/;:I M[ l]n27+H+ M[ l]n’)-{+

1
+/A (av%)2+¢5<arwi)2+|w,~|2+r—zwf < c/ VLA
N )

0

(111)

Proof We apply Stoke’s theorem for the current J ,iv "Sﬁ[\ll,-] in the region R(0, 7) to
obtain

JN"Sﬁ[\IL]nM +/ KN’S’E‘F/ JN,(S,ﬁ[\IJ_]nH« :/ JN’S’ﬁ[\I/']nM
/ET I3 Ty R(0.7) H+ I3 T HAE %o 13 LR}
(112)

KN,S,ﬁ

We have seen before that the spacetime term is non-negative definite every-
oM 8M

where, except in the region < <r =<5 < 2M. In that region, we control the
spacetime term using Theorem 4.1 and we make it non-negative definite in terms of

the 1—jet of \Ili([), for all » > M. Therefore, using also the left-hand side inequality of
Proposition 4.10, we obtain

[ty v [ R < [, an
T P}

On the other hand, using the right-hand side inequality of Proposition 4.10 and Propo-
sition 4.11 the above relation yields

1 1
3 /E T, + - /H I ilngy,

< c/ INW R + (/ JI W, 1k +/ JI w1t )
% 2 LR} s, 2 LR HHO0.7) 2 I H+

for a sufficiently big constant C’ > 0 depending only on M, ¥y. However, note

(114)

JT[\JJ»]n“Jr/ JI T 1nk =/ JI w1
/zf“ls H+(o,r)“lH+ ZOM’EO

which concludes the proof. O

5 Energy Estimates for 9,¥;
In the previous sections, we derived integrated local energy estimates that are degen-

. © . . .
erate with respect to (9, ¥; )2 on the horizon H ™. In this section, we remove the
aforementioned degeneracy near the horizon H ™, at the cost of losing one derivative
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at the level of initial data. For that, we need to commute our equation (44) with the
vectorfield 9,. In order to derive the instability that occurs along the horizon H™, we

need to control af \IJI.(Z), for k € N depending on £.
The 9, —Commutator. For any scalar function ¢ we have

’ 2 ’ 2
[Dga 8r]‘f’z_D 8rar¢+r_28v¢_Rar¢+;A¢- (115)

The above relation can be justified by direct computation and using the fact that
[A,0,]¢p = %A(f). Therefore, taking a 9, — derivative of equation (44) yields

Og (3 W1) — [Dg. 3,1 — Vi(3,%) — V{ (r)W; = 0

(116)
= |:lg(ar\lji) - V(oY) = [Dga or1W; + Vi/(r)"pb
Since \Ili([) is supported on a fixed frequency £ > i, i € {1, 2}, we can write
V! . r?
Viv; = —— ;.
e ee+1) at
Now, let’s define
M¥;] = [Og, 8,19 + V/ (N ¥;
’ 2 ’ 2 Vi/ r?
=—-D'0,0,¥; + r—ZBU\L',- — R0, V¥; + ; - m AY;
Then, we obtain the following equations for 9, \IJ;Z)
(Dg - v,.“”) (ar\y,f“) = M), t>iief{l,2). (117

For simplicity, we will drop the (£) superscript since each W;, V; is defined in terms
of £ > i in the first place.

Control far from the horizon. Away from the horizon H™, the spacetime term
f Rm{rzro}(ar \IJ,-)Z, ro > M, is already controlled in the previous section. In addition,

commuting our equation (44) with T, using local elliptic estimates, and L? bounds
obtained earlier we control all second order derivatives away from H, for all solutions

W to (44), £ > i, i € {1,2}. In particular,

2
2. (f | wi| ) B C(/ TALATS +/ J,{[qu,-]ngo),
E:N{r=ro>M} o pa)

|o|=2
(118)

for a constant C > 0 depending only on M, ro, £o. The same result holds for the
bulk integrals where, however, we must exclude the photon sphere {r = 2M} due to
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trapping. Specifically, since T is timelike for » > rg, using local elliptic estimates and
Theorem 4.1 yield

2
3 (/ ERA ) < c(/ Ty Wil +/ J,I[Twi]n’go).
R(0,7)N{ro<r<ri<2M} o P2}

la|=2
(119)

5.1 Higher order control near the horizon

In view of the above, we now restrict our attention close to the horizon H™. In par-
ticular, we are looking for an (/’)TT — invariant timelike vectorfield X = AV9, + X" 0,
that will act as a multiplier for the function 9, ;.

Applying Stokes Theorem in the region R(0, ) for the energy current Jlf( [0, ;]
yields

X .M X . X .M X M
/zr Ji [0, Wilnks, +/R(O’r) VAT 19, W] WL/H+ T [0, Wilnl, = /zo T [0, Wilnkg, .
(120)

Since X is timelike in a region close to the horizon ‘HT, we have

1
[, st =c (f 03U + (0,0, + | V0, 0 + —Z(Brw,-)z) ,
S2(r) S2(r) r
(121)

for a constant C > 0 depending only on M, Xy, X. In addition, on the horizon we
have

I8, w1k, = XV(M)(8,0,%;)*
Sz(r) " H )

S2(r

. 122
_XV(M) <1+2.(_1)l—1 ( )

2
2 (£+i—1)> V9, %]

where ¢ is the fixed frequency support of \Ifl.m.
In what follows, we are studying the bulk term that appears in (120) and we define
accordingly an appropriate vectorfield X that will allow for control of the second

order derivatives of W;, while also for (0, \Ili)2 near the horizon H™. Specifically,
from Proposition 4.1 we obtain

VI 10,9 = %Q[arw,-] D7 %X(Vi)(arw @MU

= KY[0, 91 + (XY (3,0, W) + X7 (3,0,9;)) M[W;].
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Note above, we have the extra third term since 9, \; satisfies the non-homogeneous
wave equation (117). Now, similarly to Section 4.4, we have

KX 10,911 =Fyu (8,0, W) + Frr (8,0,%1)* + Fy | V0, 9;

(124)
+ Fyr (3,0, 9;) (8,8, ;) + Foo(3,9;)%,

where the coefficients F;; are defined as in relation (89) for the vectorfield X'. Expand-
ing also M;[V;] we obtain altogether

VATX[8,W;] = E1 (3u8,%)> + E2 (8,0,%)2 + E3 |Y0, W |” + E4 (3,8, %) (8, %)
+Es5 (3,0, ¥;) (3,W;) + Eg (8,0, V) (3,W;) + E7 (8,9,¥;) AY;
+Eg (3,0, ¥;) AV; + Eg (3,0, V;) (3,0, V;) + E10 (3,0, ¥;) (8, ¥;)
+E11(3, %), (125)

with coefficients E;, j € {1, .., 11}

xroooxr 3D’ 1
E| = X7 E,=D|2L - | — X’ Ey=—-X"
1 7o 2 |:2 r] 3 s 3 7o
AV T 2 V2
Eq4=2", Es = —X'R/, E¢g=2", E;=XY|Z - ,
tTT > 6= 7 7 (r e+
2 V.2 X7
Eg=Xx"[Z - , E9=DX’ - DX’ -2—, Ejg=—-X"R,
r L+ r
1 xXroooxr
Ejl=—=X(V) =V [ =L+ ).
11 7 Vi) z( ) + . )
(126)

First, let’s make some observations concerning the choice of X" and its consequence
on the coefficients E;. If X is timelike everywhere, then X¥(M) > 0, X" (M) < 0
and thus the same holds in a neighborhood of the horizon H*. This already ensures
that £, > 0, near the horizon, and it vanishes to first order on it. Indeed,

Ez:D[g_ﬂ} 3 :@<_£(3—¢B)+§¢B), (127)
r r

while the first term in the parenthesis is the dominant one and positive near H ™.
Moreover, we have the freedom of choosing X” and — X positive and sufficiently
large such that E; > 0, E3 > O near H™.
When it comes to controlling the coefficients £; not corresponding to quadratic terms,
part of the idea is to absorb them in the first three terms E1, E7, E3, and for that we
need — X7 (M) > —%, as well as X¥(M) > %
For the reasons above, we restrict our attention to a region close to H™, A, =
{M <r <r.} (Fig. 1) for an appropriate r. € (M, 2M), to be determined at the end,
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Fig. 1 Regions near the event horizon H*

and choose X with the above requirements. Outside A, we extend X as

X'>0, —=X">0 forr <ry and X =0, for r > ry, (128)
for an ry satisfying M < r. <rqy < 2M.
5.2 Hardy Inequalities and Lemmas

Before we treat the bulk terms in (125), we present a few lemmas that will prove useful
later on when controlling boundary terms.

Lemma 5.1 (First Hardy Inequality) Consider r. € (M,2M), then for any scalar
Sfunction ¥ and ¢ > 0 we have

f v < a/ @) + (3,9 +ce/ . (129)
H+nz‘[ Ztn{rfrr} Erm{rfrc}

for a constant C depending only on M, ¢, r. and X.

Proof Note that for any scalar ¢p we have

[ @owran=o-v2[; =2 [ "o v@wmir (130)
M M M

In particular, if we choose ¢ = r — r. we obtain

(re — MYY>(M) = /ME V242 — r¥ - 3, 9)dp

re re _ 2
< [ “@purdp+ [ (1 n (r—”) ydp
M M &
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Note p is bounded in the region {M < r < r.}, thus integrating over S? we obtain

(re = M) 2 2 e 21y
Y/ Y (M)M dw < ¢ 8100y + 0,Y)"— - p7dpdw
S? M JS? 1Y

e _ 2 1
M Js? & P

N / V<e (/ @) + (arwz) + cgf e
HJrnEt Efﬂ{}’frc} Ztm{rfrc}

O
Lemma 5.2 (Second Hardy Inequality) Let M < r. < rq, and consider the regions

C:=RO,v)N{M <r <rc}and D = R(0, v) N{r. <r <rg}, then for any scalar
Sfunction r we have

[v=c[vec[ borfewr+ @] (131)
c D CuD

for a positive constant C depending on M, r¢, rq, and X.

Proof We apply relation (130) for ¢ := /D(r) = (1 — &) and we obtain

/ <Kz> yidp = (1 - M) Y20re) — 2/ VDY - d,dp
M r I'e M

However, by repeating the steps of the proof of the first Hardy Inequality, we can also
show

(ra = rW2(re) < € / “ 0pu)2dp + Co / " dp

for any €’ > 0 and a positive constant C.s depending on €', r., ry. Let € = 1, then
going back to the first relation and applying Cauchy-Schwarz we get

re M 5 rd 2 rd 2 1 e )
[ (G-e)van=c [ vapsc [ <apw>dp+E/M D@, ¥)*dp
re Te

M

We choose € > 0 small enough so that the coefficient of the left-hand side above is
uniformly positive in {r, < r < ry} and we obtain

| vias<c [ wapc [ po)[@wr? + o).
M re M

for a positive constant depending on M, r., r4. Integrating on the spheres S? and in
time T € [0, t] while also using coarea formula yields the estimate of the assumption.
O
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Remark 5.1 Note, ¥ need not be a solution to a wave equation, i.e. the result above
holds for any scalar in H! (RO, 7)).

loc

Lemma 5.3 For any solution \Ili(z), L>1,i€{l,2}1to(44), we have
f @) <e (/ E1(3,8, %)% + Ez(ararwz-)z)
-A(T AC
+C, (/ Jliv[\lli]nééo—i-/ J,iV[Twi]n‘g()) (132)
2o o

where the constant C, > 0 depends on M, r., rq, X, €.

Proof We apply Lemma 5.2 for 9, ¥; and regions C = A, D and we get
[ owr=c[@wrsc plaawrsaaw?] am
A D A.UD

Now, note that £ > 0 and E> > 0 close to the horizon, with E> vanishing to first
order on H*. On the other hand, C - D vanish to second order on A7, thus for any
& > 0 there exists a region close to the horizon A, := {M <r <r, <r.} such that

c f D (@0, + 0,0,9)?
A.UD
<e (/ E1(3,8,%;)% + Ez(arar%)z)
A:NA,
+C f D@ i) + 3y, 01)?]
A UDN{r>re}

<e (/ E1(8,0,%;)° + Ez(ararw,-f) +cg/ VAL +c8/ TN [T W],
AgNAc %o 2o
(134)

since all second-order derivatives are controlled away from the horizon in terms of
the fluxes J /LV (W], J ;iv [TW¥]. On the other hand, since the region D is away from the
horizon, Theorem 4.3 yields

C f @¥) = C / TN WInk, .
D N}

which concludes the proof. O

We now state two more lemmas that allow us to treat boundary terms at the horizon.

Lemma 5.4 For all solutions \Ill.(z), L>1, i €{l,2}to(44), we have

[ awoew| <. [ g ve [ st s
H+ o ToUX,
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for any ¢ > O where the constant C, > 0 depends only on M, X, €.

Proof Using integration by parts we write
/ (0y ;) (0, W;) = —/ W; (0y9, W) +/ W; (9, W)
H+(0,1) H+(0,7) HTNZ,
[ waew (136)
HTNZg
Now, since [J¥; — V;¥; = 0, on the horizon {r = M} we have
2
20,0, W; + Mav“l"i + AV = Vi(M)¥; =0 (137)

Thus, we can write

1 Vi AY;
—/ Wi (9,0, W;) = —/ ; <——3u\11i + W — —l>
HH(0,7) HH(0,7) M 2 2 (138)
1 Vl 2 1 2
= Wi (W) — S — o [V
H+©0,0) M 2 2

However, using Cauchy Schwartz and the fact that V; is linear with respect to ¢,
relation (105) and Theorem 4.3 allow us to control the integral above in terms of the
N
flux .fzo I [‘Ili]n’éo.
Finally, we have

/ wi-(ar\v»s/ W?+/ @ w)?, (139)
HTNE HTNE HTNE

and using Lemma 5.1 for ¢ = W;, 9, W; we obtain

/ %(ar%)se/ J,f‘[arwi]n’;Jrcgf TN [Wiln’y (140)
HNZ z z

which concludes the proof. O

Lemma 5.5 For all solutions \Ill.“), L>1,i€{l,2}to(44), we have

‘/ (A¥:)(3, ;)
H+

< CE/ VMR AT +s/ T :wink  (141)
) SoUZ,

for any ¢ > O where the constant C, > 0 depends only on M, X, €.
Proof Once again, we use the wave equation (44) evaluated on the horizon, 29,0, \V; +

2
MBU\IJ,- + AW; — V:(M)¥; = 0, and we write

/ (A¥) (3, %) = —3/ (0y ;) (9, ;) —2/ (0y0, W) (9, ;)
H+ M Jy+ H+
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+ [ veaw, (142)
H+
Since W; is supported on the £-frequency we have AW; = —e(i—jl)%, SO
2
/ (A0 V) — Vi (0, W)W, = f 1+ Vi——— | (AV) (3, ¥;) (143)
i~ i (e+
For i = 1, on the horizon H™ we get
M? (=0 —1) 2
14+V;- =1-2—= ->1, V> 1. (144)
L+ 1) Le+1) ¢
Similarly, fori = 2,
M? 14 2 2 1
1+V- = =1- >1—=-=- Ve >2, (145)
Le+1  L+1) 41 3 3

Thus, going back to (142) we have

l‘ / K)o, 9)| < |-= f (00 W;) (9, W) — / o, [0 w)?]
31 H+0,0) M Jr+0,7) H+(0,7)

2
'—— (avwi)<arw,->+/ (arwi)z—/ (9, ¥;)?
M Ht(0,1) HTNZ, HTNZg

=

)

(146)

so using Lemma 5.4 and the first Hardy inequality (Lemma 5.1) we conclude the proof.
(]

5.3 Estimates for the Spacetime Terms

We are now ready to control the bulk terms that appear in (125) in terms of the fluxes
J /iv (W1, JIN[TY;], and J ,f( [, W;] or absorb them in known positive definite terms.

Note, since the vectorfield X'(r) = 0 for r > r4, then V# Jf[ar ;] =0forr > ry,
so we focus our estimates in the region R (0, ) N {r < ry} only.

The term / E4 (0,0, %¥;) (0,¥;)
R

For any ¢ > 0, Cauchy-Schwartz and Theorem 4.3 yield

2
V E4 (0,0, %)) (3,%;) ss[ (M%)Mﬂf (B0 )?
A, A € A,

< e/ (avar\vi>2+cg/ TN Wilnk, .
-Ac %o
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for a constant C, depending on &, M, %.

The term / E5 (0,0-;) (0,¥;)
R

Note, |Es| = |XV(r)R'(r)| is uniformly positive and bounded in the region A, thus
we have

A [
1

C

U'Eﬂmm%x&%>
A

58/(%&%f+
A

for any ¢ > 0. So, applying Lemma 5.3 for the second term above, for ¢ =

82

— > 0 we obtain
max 4 (Es5)

‘/;Eﬂ%@%ﬂ&%)§8ﬂw%&%ﬁ+ﬁ</ Emm&%ﬁ+Ex&m%P>

C

+C, </ J,iv[\y,-]n’go+/ JliV[T\l/i]n‘g()),
2o %o
(147)

for C; > 0 depending on M, r, rg4, Xo, €.

The term / E¢ (0,0, W) (0,V;)
R

Here, we apply divergence theorem for P, = E¢(3,V;)(3,¥)(9,),, in the region

R(0, 7).
/V“PM =/ Pyn’s, —/ Pyn's, —/ Pynly..
R o P H+

First, we expand the left-hand side term and using the fact that Div(9,) = % we get

2E¢
/V”PM=/ Eé(av‘yi)(arar‘lfi)—i-/ (arE6+_> 0y Wi) (8, i)
R R R r
+/ E6 (0,0, ¥;) (9, ¥;)
R

Thus, we write

/ENWNQQWJ=/,HMQ—/ m@;—f Pl
R o X Ht
2FE¢
- 0-E6 + - (0 W) (0, W;) — | Ee(3y0, Vi) (9, V).
R R
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The boundary term over the horizon H* can be estimated using Lemma 5.4, and the
term over X, using Cauchy Schwartz and Theorem 4.3 to estimate it in terms of the
N-flux on Xg.

Now, since |Eg| is uniformly positive in 4., we estimate the spacetime term
fR E(0,0-¥;)(0,¥;) via exactly the same relation as in (147).

Finally, we control the remaining spacetime term f R <8r E¢ + 2E6> CA'DICA'D)
by using Cauchy Schwartz, Lemma 5.3 and Theorem 4.3.

The term / E7(0,0,¥;) AY;
R

Divergence theorem for P, = E7(0, WH)AY; - (9,) w in the region R0, ) yields

/V”PM =f Py’ —/ Pyn's,
R o PP

and note there is no boundary term on the horizon H*, since (d,), - n%, =0In
particular, we obtain

/ E7 (3,0, W) AW; = / E7(0, V) AW; - (31;)#”%0 —/ E7(0, W) AV; - (3v)unléf
R ) X

_/ E7 (3,V;) A0, W)
R

First, note that since Vl.’(r) is linear with respect to £, E7 is uniformly bounded with
respect to £ in the region A..

Away from the horizon, the boundary terms are controlled by the fluxes
IV, T T[T\Il,-]. On the other hand, near the horizon, we have

/ E7(3, V) AY;
SNA.

= / E7Y (3, W)YV,
SNA.

’

<e¢ J Y[ \D-]n“+C/ IN W, 1t
fzmAC“rlE “lsaa T E

with C; > 0 depending on Xy, M, ¢. As far as the last spacetime term, we estimate it

A -If,

<e-C| (Yo, ¥) +Cg/ Vo, 9|’
AC Ac

<e-C| (Yo +C8f INITWilnk, .
Ae >0
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The term / Eg (0,0, V) AY;
R

Applying divergence theorem for P, = Eg- AW; (3, ¥;)(9,),, in the region R (0, 7)
yields

/ Eg (0,0, V) AY; = / Eg - AV (3, W) (3,) un's, — f Eg - AV (3, ¥;)(9,) 'y,
R >0 )

T

2FEg
—/7# Eg - AW (8, W) (3,)nf —/ 0r(Eg AW;)0, V; —/ TA‘IJiar“I’i
R

R

Again, we first show that E'g is uniformly bounded in £, since Vl.’ .3 is linear in ¢ and

2X7 v/ .3 |XT]
1 - <2C )
r 206+ 1) r
for a positive constant C.

The boundary term over H™ is then controlled by Lemma 5.5 and using Cauchy
Schwartz we also have in the region A,

|Eg| =

/ Eg - AV; (3, V) = —/ Eg - YW,V (3, V)
NA s

Ac

<e JX[0 \11~]n“+C/ IN W It

Finally, for the remaining two spacetime integrals, using the fact that [A, 9, |¥; = 2y,

;
we obtain
2F
—([ ar(EgA\v,»)ar%+/ —84&\11,-8,%)
A A T
_ /A Es(Vo, %)) + /A (O E)VV; - Vo, 0.

The first integral in the right-hand side, is estimated as long as |Eg| < E3, however
X can be chosen such that

| X" ;
< — < Ej.

Eg| <2C
|Esl = r — 100

For the second integral on the right-hand side, Cauchy Schwartz yields

2
9

f (0, Eg)YW; - Yo, ¥, se/ |8,Wi|2+cg/ (0, Eg)” |VW;
. A A

C
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and 9, Eg is uniformly bounded in ¢ for the same reason Eg was. So, J N1w;] flux
controls the latter integral.

The term / E9 (0,0,¥;) (0,0, ¥;)
R

Using the wave equations for 9,9, W; we obtain

1 1
/ E9 (8,0, W;) (9,0, W;) =/ E9(3,9, ;) <_§D(arar\yi) - ;81)"1’1'
R R

1R( ), W Law + Lviw
LRI — AW 4 Vi,
2 r 1 2 1 21 1

2 . .
Weuse ¥; = — ((e’—H) AW; and we rewrite the equation above as

Ey (81,8,\[‘,') (8r8r\pi) = E9E(8r8r\pi) - _(8r8r\pi)(av\pi)
R R R T

R()
_ / Eo (8,8, ) (3, W) (148)
R 2

Eo Vi-r?
_/R7 (1 +£(Z+1)>(ararw,)//wl

The first integral on the right-hand is estimated in .4, because of the D factor that
degenerates to second order on the horizon, whereas E, degenerates to first order.
Similarly, by Cauchy Schwartz, we have

/ Eo R (8,0, 90, w0) < f @0 + / (EoR(r)*(3, 8, 9;)°
A 2 A, A,

and since R(r)2 ~ D(r) the second integral is estimated, whereas the first integral is
estimated by Lemma 5.3.

E
Next, note that 2. D + Eg, therefore the second integral at (148) is already
r

estimated above.
Finally, in A, we have

Vi -r?
1+ " V<2 vesi ie{l,2
(+z(z+1))— =i iell2)

and |E9| < E3, so the last term at (148) can be estimated as in the Eg case above.

The term / E10 (0,0, ¥;) (0,¥;)
R
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Applying the divergence theorem for the current P, := E1(0,¥; )2(9,) . in the region
R(0, T), we obtain

2 / E10(3,:3, 1) (3, ;) = / E10(3: $1)*(3,) 'y, — / E10(3:1)? (3 un.
R EO 21

2 2 2
—/ ((3rE10)+—E10) (0, %) —/ E10(0,¥;)".
R r H+(0,7)
(149)

The boundary terms over X, X are estimated by the J N{w;] flux, and the spacetime
integral on the right is estimated by Lemma 5.3. Last, we need to deal with the boundary

2
term on the horizon HT . Inview of E1o(M) = —X"(M)-R'(M) = —Xr(M)W >0,

the only way to control this term is to borrow from the horizon boundary term of (120).
In particular, we use Poincare Inequality

Eio X" (M) 2
/ / |V r 1| = / - |W8r"pi|
H+ H+ 2 E(@ + 1) H+ LU+1)
(150)
Thus, using the relation (122), it suffices to have

X" (M) 2. (=it XT(M) 2. (=it
T (H(Hi—l))Z_z(zH) < K(Hl)<1+(5+i—1)>22'

2
Fori =1, wehave £(£ + 1) <1+Z> =L+ 1DHU+2)>6>2foralll > 1.

{41
Note, in the case i = 2, £ = 2, we need to use the whole quantity (122) to control

2
the last term of (149). Thus, there will be no ‘W (3, \1152)) ’ term in the boundary

integral of 7 at (120). This is a manifestation of a conservation law that holds on
the horizon H™* for \lféz), which is supported on the £ = 2 frequency; see Section
6. We see later on that an analogous situation occurs when controlling higher-order
estimates.

2
Fori =2, weget (€ + 1) (l——) =4 —1)>2forall £ > 2.

The term f Eq (3,\1',')2
R

Let us first examine the coefficient Eq;. It’s straightforward computations to check
that

3 6M2
Vi) = ——V(r) —_, forboth i =1, 2.
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Thus, we have

1 Xrooxr 1., xrooxr
En(r) =—3X(V) = Vi (F+ ) == 30 Vi) —vi (F+ =

1 [ar . m?
(151)

Note V; depends on £, thus we cannot use Lemma 5.3 for an estimate since the constants
will depend on £ as well. Instead, we will show that f r E11(0; \I'i)2 is positive definite
for i = 1, and while non-positive for i = 2, Poincare inequality suffices to estimate
it. In particular,

e Fori = 1, we have

Ey

M X 3IM?
= (¢+1-3VD) <——X,’> + A
r r r

M
3

(—X,’(Z +1-3VD) + ?(4—6«/5+£))

X" (r)
;

In A, we chose —X (r) > — , thus

XM
En>-"23 (25(€+1—3\/D)—4+6x/D—Z)
r r
XM
= -2 (240 + 21 — 69VD)

rr3

which is positive definite for all £ > 1 in A,.
e Fori =2,

M — X’ M?* xr
(152)

=rﬂ3 ((3JB+£)X[ + XTr(3 —6vVD — 13)) .

The dominant term X has the wrong sign, so using Poincare inequality and

2
borrowing a fraction - < o < 1 from E3 |Y7(8r \112)|2 we obtain

2 a-L+1)
f E11(9,92)° + aE3 |V (3, W2)|” = <E11 + —2E3) / (3 92)?
S2(r) r 82(r)
(153)
We will show that the coefficient of the right-hand side above, is positive definite

uniformly in £ in the region A.. Indeed, for £ > L where L is a fixed large enough
integer,
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L +1
Ei+ (XE,—2+)E3
= rlz <(1 —X) ((3\/5+Z)Xr’ + g(g, —6«/5—6)> _aﬁ(ﬁg- I)X:)
(154)

and the X term’s coefficient has the right sign everywhere in R(0, 7), due to the
large value of —€(€ + 1). Thus, for £ > L, the term above is positive definite
everywhere. For, 2 < ¢ < L — 1, we evaluate the expression (154) on the horizon
H™T and we obtain

a-LL+1) 1

E =—
n+—pz Np=my = M2

¢ , XT (M)
(5(2—a(€+1))Xr(M)—|— o (3—4)),
(155)

and for any 2/3 < o < 1 the above expression is positive forall 2 < £ < L — 1
in view of our choice —&) (M) > —%. Thus, foreach2 < ¢ < L — 1
there exists a neighborhood A of the horizon where (154) is positive definite. By,
choosing the intersection of all these neighborhoods we obtain a region including
A, where (154) is positive definite for every £ > 2 in the case i = 2.

Conclusion As we can see from the analysis above, it suffices to consider — X7 (M),
XY (M) sufficiently large, r; < 2M and r. close enough to the horizon H™ = {r = M}
in order to obtain the following estimate

Theorem 5.1 There exists a positive constant C > 0 depending only on %o, M such
that for all solutions \IJI.(Z) to (44), supported on the fixed frequency £ > i, i € {1, 2},
the following estimate hold

2
/ B, W)* + (30,9 + |Va, W |~ + (8, 97)°
ETOAKT
2
+f @0, + xi0 | V0, W]
H+

+ /A (0,0, Y)% + /D (3,0,%)* + Y0, | + (3, ;)

<C </ _]ZZU [\pi]nlgo +/ J;ZO[T\IJi]nI)éO —1—/ jZEO [a,\lfi]n’§0> ,
) 2o YoNA.
(156)

_ )0, fi=t=2
where X; 5 = { 1, otherwise.

Proof With X chosen as described in the conclusion , we apply the energy iden-
tity (120) and using estimates (118, 119) while also all bulk estimates controlling
E4_11 terms for an ¢ > 0 small enough, we obtain a constant C > 0 depending on
M, X, re, rq, X satisfying (156). However, X, r. and r; depend solely on M and
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fixing specific values satisfying the restrictions of the conclusion we obtain a constant
C that depends only on M, .

Note, the right-hand side of (156) is justified since X ~ ny_ in the region A.. In
addition, we observe the degeneracy x , at the horizon for the angular term of \IIEH)

only. We will see a similar degeneracy holds for higher order transversal derivatives
of\IJl.([),Zzi, ie{l,2}, closetoHT . O

6 Conservation Laws Along the Event Horizon

In this section we show that solutions \Ilim to (44) satisfy conservation laws along the
event horizon H™. The results developed here are used later on not only to produce
higher order L? estimates but also to prove non-decay and growth of solutions to (44)
asymptotically along the event horizon.

We start with a low-frequency example that will motivate the idea for the proof of

the general case. Let us consider the solution to (44), ¥ := ‘11(2), le.i=2,¢0=2,
and with respect to the ingoing coordinates (v, r, ¥, ¢) the wave equation for i reads

2
D00, + 20,0-¥ + ;avd/ + R(r)o, ¢ + AI// — Wy =0,

where R = D' + ZTD and Vo (r) = —2r—_1§’1(3\/5 —2). Since ¥ is supported on the fixed
frequency £ = 2 we have Ay = —r%l/r, and in view of D(M) = R(M) = 0, the
wave equation on the horizon H™ yields

T (MQa,w 1 Mw) — . (157)

Now, we take a d,—derivative of the wave equation (44), i.e. 9, (Dgw — Vzl//) =0
and we obtain

2 2
D30, 0, + 270,90, v + ;3rT1/f + R0, 9,V + 8, Ay + D'9,0,% — r—ZTW
+ R/arw - (arVZ)‘/f - V28r1/f = 0.

Evaluating the equation above on the horizon H™ yields

1 1 3
T (a,a,w i W‘”) + oV =0. (158)

In particular, note that the coefficient of 9,1 is zero since

2 4 6

6
(R/(M) —Vo(M) — m) oY = (m + o m) oy =0.

@ Springer



22 Page 62 of 127 M. A. Apetroaie

Now, using both (157,158) we obtain

EX la 1 —3TM28 My) =0
r rl/f‘i‘ﬁ rllf— le/f +M3 ( rl/f+ 1//>— (159)

4 2

= T<8,3,¢+M8rtﬁ+mw)= 0.

Since the vectorfield T is tangent to the null generators of H™, we deduce from above
that the expression

4 2
W] i= 0,0, 08 + =0, 0 + s w?

is conserved along the null geodesics of H ™.
Similarly, one can show that fori = 1, £ = 1 the corresponding conserved quantity
along the horizon H ™ is

11 29
. 3¢ 2q,(D (1 (D
Hl[q'l]] = 8,‘-1’1 +Ma’\y1 +3War\yl - m\yl .
In fact, we show below that for any ¢ > i, i € {1, 2}, there is a similar expression in
terms of \Ill.“) denoted by Hy[W;] which is conserved along the null geodesics of H .

Remark 6.1 The notation Hy[W;] comes from [7] where such conserved quantities
were discovered by Aretakis in the case of homogeneous wave equations [y = 0,
and they usually go by the name of Aretakis constants.

Before we proceed to the general case, we first need the following proposition.

Proposition 6.1 For any solution \IJl.(k) to (44), supported on the fixed frequency € >
i,ie{l,2}andforany0 <s < (£ —1)+ (=D we have

W espan{T(M/“.a,fmi) | 0§j§s+1] (160)

Proof Let us fix a frequency ¢ > i. Taking s—many 9, derivatives of (44), i.e.
07 (LgW; — V; ;) = 0, yields the equation

D (a;‘”xvi) 205 T + %aﬁ‘m, + RO + 95 (AW))
N
+ Z <S)3r]D Loy
=1
+> ( .)az (—) CANATEDY ( .)azR XY
=1 N ’ =
$ . .
-y <s,)a;’v,~ 0w = 0.
=0 ™

(161)
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Inviewof D(M) = R(M) = 0and AY; = — WF—J{I)\I’,-, evaluating the above equation
on the horizon H* allows us to express the top order 9, —term, 33 W;, in terms of lower
order d, — derivatives and T (9" W;), for 0 < m < s + 1, as long as the coefficient of
32 W; does not vanish. The coefficient of 9°W; on the horizon H™ is given by

S\ e+ 2 i :
<2>D (r)+< >R( ) — +op D E+2-0)

M2
1 .
W(S(S-Fl)_(g-‘rl)(f—i-Z)), i=1 (162)
#(mﬂ)—e(z—l)), i=2

By assumption we have s < (£ — 1) + (=)t thus we see that the coefficient of
9% W, is not zero. Repeating the same procedure consecutively for all lower order terms
Bf‘lfi, 0 <k < s, we finally express 95 W¥; only in terms of T(a,]\IJ,-), 0<j<s+1

O
Theorem 6.1 Let £ € N, with £ > i, i € {1, 2}, then there exist constants cij, Jj=
0,1,...,¢ + (—1)""'1 depending on M, £, such that for all solution \I'l.(l) to (44),
supported on the fixed frequency £, the quantities

+1

Hl il = o720 + 3 ¢ o/ 0 (163)
j=0

Hy[W] = 94wy + Z v’ (164)

are conserved along the null generators of H™ .

Proof We consider (161) fors = £+ 1 wheni = 1,ands = ¢ — 1 wheni{ = 2 and
we evaluate it on the horizon H*. In view of (162) and D(M) = R(M) = 0, we have
that the terms 33wy, 972w, 31wy, while also 31 Wy, 96W,, 94710, in the
respected wave equation, vanish on H ™.

In addition, using Proposition 6.1 we can express each Py, 87wy, for p=<4t q=<
¢ — 2 as a linear combination of 7(3/*W¥;), m < £ + (=1Di*! with coefficients
depending on M, £. Thus, we obtain altogether

£+1
TOFw) + Y ol T W)
j=0
-1 ) )
T/ W) + Y e} - T3 W)
j=0

|
L

(165)

Il
e
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for cij depending on M, ¢ alone, which concludes the proof. O

At this point we mention that one can find a set of conservation laws by working
directly with the coupled scalar system (32). In particular, if (¢¢, ¥¢) is a solution to
(32), supported on the fixed frequency ¢, then there are quantities

¢ — —1
Help, ¥]:= 8 ¢£—Wa W+C_ (&, ¥,]

+1
Hel, ¥] —3£+2¢£+ amvf £, v,

which are conserved along the null generators of H™, where Lk, LK are linear expres-
sions of d,—derivatives of ¢, ¥ up to order k, with coefficients depending only on
M.

In the coming sections, for any k € N we show the following blow-up rates
BM Pp ~ 8f+k Ve ~ ¥, asymptotically along H*. However, in view of the second
conservation law 7:[45 [¢. ¥]of order £ 42 as seen above, there ought to be some cancel-
lation asymptotically on H . Tracking down such cancellations can make the whole

analysis unnecessarily chaotic. Instead, by first decoupling system (32), we manage

to isolate the dominant linear expression \IJ;[) [¢, ¥] along HT. All non-decaying and
blow-up estimates for the Regge—Wheeler and Teukolsky system to follow are under-

stood in terms of that dominant scalar ‘-IJ;D; see Theorems 10.1, 10.2, and Theorems
11.1,11.2.

7 Higher order L2 Estimates

Similarly to Sect. 5, we derive energy estimates for 8" for all k < €4 (—1)iT1,
£ >1i,i€{l,2}. Wedo so, by repeatedly commutmg our wave equation (44) with
the vector field 9, and using induction. By taking Bf -derivatives of (44) we obtain

of (OW; — Vi¥;) =0
= O (af\pi) + (8K, ONw; — 95 (Vi - W) =0

= D(af\y,-) —v (af\pl-) k1w, +Z< )afv Iy = MF ;).

where the Laplace Beltrami operator commutes with 3f according to

k
(O, 0| wi = Z( )aJD geit2y _ Z(J)aff rot-lw,

Jj=1 Jj=1

k\ . _ k . .
<->3rjR-af "“\If,-—Z(-)ﬂa;’r?Aaf Iy,
J J

1 j=1

M»

.
Il
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with R = 3,D + 2.
Since \IJ;Z) is supported on the fixed frequency £, so is 9} ¥; for any s > 0, and using

' 2 +1
a@pwy = T a,

we can absorb the potential term of M k[W,]in the last term of [D o 8f ] ;. In particular,
it is a direct computation to check by induction that for any j > 0 we have

. 2
0 Vi(r) = 1);m< V(r)+1M4>

' "2 (166)
= G+ (—V,-(r>+j—4>,
2 r
thus, we can write
" kL2
Mk[\ljl]:_z( )aJD ak /+2 Z( >8,3/— k ’\IJ
—\J —\Jj) r
j= j=
" Lk
_Z( )aJR ak J+1 Z( ) 28/ 2A/ Z(V) Aa
=1 =1
(167)

where
, L (G+2 .,  JjG+2) (M :
Aj’g(}").—l+—2£(£+1)}” Vl+—z(z+1) (—)

Energy Identity. Now that we have the wave equation for 8f v;,ie (O— V,-)af v, =

MF[W;], we can proceed with the energy identity of the current J[y k [Bf Y;] for an
appropriate vector field Aj.

In this section, we are only interested in obtaining higher-order estimates in a region
close to the horizon H ™. However, if we were to stay away from the horizon and the
photon sphere, we can easily control the L? norm of all k-derivatives by using local
elliptic estimates, commuting the wave equation (44) with T/, j € {1,...,k — 1}
and using the Morawetz estimates from Theorem 4.1, to obtain

k—1
2 .
/ |99, | < C/ S alriwink, (168)
RO, 0)N{re<r=rq} o j=0
for any r., rq satisfying M < r. < rg < 2M, and |a| = k, where the constant

C depends on M, ¥ and k. Thus, we restrict our attention to a region R(0, ) N
{M <r <rc}forM < r. <2M. In particular, we prove the following theorem
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Theorem 7.1 There exists r. € (M,2M) and a positive constant C > 0 depending
only on M, ¥y and k such that in the region A. = R0, 1) N{M <r <r.}, forall
solutions \IJi(Z) of (44) supported on the fixed frequency € > i, i € {1, 2}, we have

2 2 2
/ (Tofwi) + (a1 wi) + | vorwi| + @Fw?
2.NA.
k 2 k 2
+/ (T&r\IJi) +X,',k‘W3r\I/i‘
H*(0,7)

+ /Af (Taf\y,-)z ++D (81‘“%)2 + |Vokw, ’

<C Z/ 1,0 foy n20+2/

+ (@ )’ (1o

"E
0 3] ]”l‘éo ’
Om-Ac

o i+1
forany k < €+ (—=1)'t1 where here we define Xik = {0’ if k= Z +(=D
’ 1, otherwise.

Proof We prove this by induction on the number of derivatives k < £ + (—1)'*!. In
particular, assume that forany 0 <s < (¢ — 1) + (—=1)it! the estimate (169) holds
for all k£ < s, then we will prove that it also holds for s = € + (— )i+,

Note, both base cases s = 0, s = 1 correspond to the results of Theorem 4.3 and
Theorem 5.1 respectively.

Let us work with an ¢TT -invariant timelike vector field &y = A9, + A7 0, with
constraints that will be apparent in the end, such that it vanishes in » > r4, for a choice
of rg, re with 2M > ry > r. > M determined later. Then, the energy identity for the

current J,/[ak i11is
J X [9kw, 1t +f VI X [k, +/ T 9k w1t
/Zr w [r l]nzr RO " [r il i w [r z]nH+
:/ UAIER VL (170)
o

where we use the abbreviated notation H™ = H 1 (0, 7). Regarding the energy fluxes
we have

/E T 0f i Ink, > C (/E(avafxpi)Z + (3,9 w)? + )Wafxp

+ %(85‘%)2) y
I
(171)

for a constant C > 0 depending only on M, %o, X. In addition, on the horizon H™
we have

Xk RPN v kg2 XI:(M) 2.(_1)i_1 X
fw i 1oy wilntl _/w XL (M)(3y 95 w;) 5 1+ - ‘Wa,\y,
(172)
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where £ is the frequency support of \Il; “ Note the expression above is positive definite
since A} is timelike, i.e. Xkr < 0.
We now focus on the bulk term of (170) and similarly to Section 5 we have

1 1
VAT 0f v = EQ[af%] LX) 7 Exk(m(af\lfoz + X (05w - MF [

= KM wi) + (X Tobw; + & 0w ) MA W),
(173)

Again, the first term is given by

2
K'Xk[af\yl] :Fk (Tak\lli)z + Fk (ak-H\IJi)z + Fé ‘Vak\pl’ (174)

+ FE(rakw) (0" 1wy + FG (v 0k wi)?,

where the coefficients F a]‘b, a,be {0, v, r, W} are defined as in (89) for the vectorfield
Xk, i.e.

X AT\ AID
k k k k k
Fy, = 0, X, F, _D< B T>_T,
1 2X]
Fb = —50- X, Ft = Do, ap — rk , (175)
1 Xl AL
Fao(Vi) = =5 %(Vi) = Vi ( o+ 7") :

Expanding also M*[W;] yields

(X,g Tokw; + &7 - af“\pi) MEw;

k
k i k—i+2 k k—j+2
—Z(,)X,f D@ TP Tk — Z( )Xk 3D @Ik ey
=N iy
L 2 ko rk 2l
=) sy wp oy — ()AL o S a T wpef ey
J r J r
j=1 j=1
kL (k k—j+1 Lk k—j+1
Z(J X ol R - @F e rokwy) — Z( )Xk ROkt
Jj=1 j=I1

XY 20024 ) - (Kof T Wy (T ok wy

)
()

~
M- 1
VR
.

. .
X 2ol A5 ,00) - (Ko w0 )

_M*
N
~~—

~
I

(176)
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In what follows, we show that the bulk terms of (174, 176) are controlled by terms of
the right-hand side of (169) for k < (¢ — 1) + (—1)!*! of the inductive hypothesis,
or they can be absorbed as a small ¢ > 0 fraction in the positive definite terms of the
left-hand side of (169).

First, we are going to prove the following lemma which will be frequently used in
the estimates below.

Lemma 7.1 For solutions \p;z)’ L >1i, i € {1,2} to (44), and for any 0 < j <
(I —1) — (=D, we have

’ /H KC: v Lvi)'

(e— 1) (=1) L—(=1)

Jo i ”20 i Iz
e X [ ar[relee X [ A [e]
0

; 2
+s-/ J"k[a“”%]-n‘§+s-/ (T&)“”\lf,) ,
:NA, HF

for a positive constant C, depending on e, M, Xy and j.

177

Proof In view of Proposition 6.1, we can work instead with the integrals
i

) —(—
/W(Taﬁ%)(a, W),

for0 <s < — (=1).

e Fors = ¢ — (—1)' we have

(=) (=) 1 (=1 :
(To, ;) (0, ¥) = — T (o, v;
’]—[+ 2 H+
1 —(=1)i 2
= —/ 0, v;
2 Js.nH+
1 —(=1)i 2
1 / (a, qfi)
2 SoNH*
Thus, using Lemma 5.1 for each term above we obtain
—(=1)f 2 (- 1)' 2 CF1—(=1)i 2
o () e o) ()
SAH* TNAe
; 2
= (=1
+ Cg/ (E)r \IJ,->
TNA¢
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58/ 750wt
XNA,

+Csf 5810 -,
YNA.

where the last term above is estimated from the first term of the right-hand side of
(177), due to the inductive hypothesis.
e Nowlet0 <s < € — (—1)", then integration by parts yields

/(Tawxa“”wi):f (awxa“”w»—f @ v
HtNZ, HtNZg

_/ W, <Ta‘ e xpi>
H+

After applying a Cauchy-Schwartz, the first two boundary terms are treated simi-
larly to the s = £ — (—1)" case, using Lemma 5.1 and the inductive hypothesis.
For the last term, we have

—(=1)f 1 ; 2
‘/7_“ ;Wi <T8j o ‘I"i) =< 5/7#(35‘1’1')24-;/;1 <T86 v \11,)

and the ﬁrst term on the right is estimated by the estimate (169), for 0 < s < (£ —
1) + (=it o

Controlling the bulk terms. Now we are in the position of controlling the spacetime
terms that appear in the energy identity.

Estimate for the terms E]1 (BffjH\IJ,-)(Bf“\I/i), Jj=0. (178)

e For j = 0, the coefficient of the bulk term (3*+!W;)? is E} = FX. — kX[ D’ and
since Ay is timelike, E 1'>0in Ae.
e For j > 1, using integration by parts we obtain

[ £ )

L) ) s [ () ()
[ m ) ) - (s ) ) ()
) ()

Lemma 5.3 holds also for 8£‘ W; with the corresponding right-hand side estimate, and
the proof follows similarly. Thus, for any j > 1 the boundary terms over ¥, X, and
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the last two spacetime terms are estimated using this Lemma, Cauchy-Schwartz, and
the inductive hypothesis.

The boundary term over the horizon H™ is estimated for j > 2 using Lemma 7.1
and it only remains to estimate it for j = 1, in which case the coefficient is

o (S0 )

Using Poincare inequality for the angular term of the event horizon H ™ integral in the
energy identity (170), it suffices to have

S Gy < 25U (et + 1+ vionm?)

2M2 - 2m? ' ‘
For i = 1 the above is equivalentto k(k + 1) < (£ +1)(£ +2) < k < £+ 1 and for
i=2kk+1D)<tl—1) © k<t-—1.

Thus, we see that when k = £ + (—1)!T! we have to use the entire coefficient of
the angular term |Waf v, |2 on horizon H* in order to close the above estimate, hence
and the appearance of the factor x; ; in (169).

Estimates for the terms  E2(T9; ' wp) (0f1wy), j > 1. (179)

Let us first deal with the j > 2 case. Using integration by parts we obtain

/REZ (roF 7w (o5 wi)
:/EOE2<T8k ) (afw )ar-nzo—/)E E3 (ol w) (ofwi) o, s,
_/w E? (Ta" ity )(ak ) /72<3,E3+§E$> (Ta" Ity )(ak )
[ ) o)

Now, the boundary terms over ¥, X, are estimated using Cauchy-Schwartz and the
inductive hypothesis while the horizon H* term is treated using Lemma 7.1. The
second last spacetime term is estimated by Cauchy-Schwartz, Lemma 5.3 (general-
ized) and the inductive hypothesis while the remaining last spacetime term is treated
similarly where we use instead the & variation of Cauchy-Schwartz and Lemma 5.3
for &’ = &2,

For the j = 1 case, using the wave equation (44) for ¥; and AWY; =
we have

D 1 R(r) 1 r2 Vi)
TV, = ——02W;, — ~TW; — —9,W; — — [ 1+ ———2 ) AW;.
r 2t 2 2(+e(e+1) AV

et1
_%\pi
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Thus, we write
/R EX(Tofw)(0f ') = /R ETf ' To, ;) (0f T wy)

E} 2 r? - Vi(r)
— /R 71 gkt (—Dafxy,» - ;T\IJ,- — R(r)d,V; — (1 + E(E—Jrll)) A\Ig-) 1w,
/ E2 k—1

k— -
_ 21 Z < )aS‘D . 8){( S+1qji . 8;]‘(+1‘Ijl

R s=0
k—

1

k —
) Z( )afr—l CToF sy, okl

N

+f(E
R

Eklk

+ )ajR(r) Coksw; L kg,

R

+

=S (
E s k—s—1 k+1
T 3r By(r) - 9, (AW)) - 9,7 W,

R

§=|

— r2-Vi(r)
where By(r) == 1+ TR

e The terms of first-line sum are estimated for s = 0, 1 in view of the degener-
ate coefficient D(r), D'(r) on the horizon H*. The terms for s > 2 are treated
similarly to estimates 178.

e The terms of second-line are estimated as the j > 2 case studied above.

e On the third line, the s = 0 case is estimated in view of the degenerate coefficient
R(r) on the horizon H™T, and for s > 1 we work similarly to 178 estimates.

e Forthelastline terms, itis direct a computation to check the following commutation
forany m e N

N(AW;) = Ad"W; + [0, A] W

= K@) + ) (’;7>r285(r2) FACA )

J=1

Thus, terms of the fourth line can be expressed in the form of

(Aai‘*f \IJi)(Bf+1\Ili), J = 1, and such type of terms are estimated in the 183
paragraph below, as long as the coefficients of the corresponding terms are com-
r

parable. However, note that E? = —kXYD’ + Do, (X} F By(r) is

r

uniformly bounded in A, with respect to £, while E O~ - and uniformly

bounded with respect to £ for every j > 1. Thus, the estlmates of Paragraph 183
yield estimates for the terms of the fourth line with uniform coefficients with
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respect to £.

Estimates for the terms ~ E3(3) 7 2W)(Tafw), j > 1. (180)

The j = 1 case is treated already in the 179-estimates. For j > 2, we use Cauchy-
Schwartz with ¢ > 0, Lemma 5.3 (generalized) for &' = €2 > 0 and the inductive
hypothesis.

Estimates for the terms E;‘(Ta,k*f'wi)(Taf\pi), j=>1 (181)

We simply use Cauchy-Schwartz with ¢ > 0 and the inductive hypothesis.

Estimates for the terms E?(Aa,f\y,-)(Taf\p,-), 0<j<k-1. (182)

We use induction on j < k — 1. For j = 0, we use the wave equation (44) for ¥; and
We express

(Hrz-vi(r)

2
0+ 1) ) AW; = =2T8; % + D)3, ¥ + ZT Wi + R()D, ¥,

Note, the coefficient of AW; satisfies

r?-Vi(r)
L +1)

C1§‘1+

for Cy, C, positive constants depending only on M, forall £ > i, i € {1, 2}, thus we
can solve for AW;. Then, using Cauchy-Schwartz and the result obtained above we
estimate each term. ‘

Now, assume we can estimate all terms of the form (Ad; \yi)(Tafw,»), for any
s < j — 1, then we have

(K] W) - ToFW; =3 AW)) - ToFW; + [A, arf] Wi - TR,

However, after solving for AW; in the wave equation we take 9; -many derivatives of
the equation and we use the results obtained previously to estimate the first term of
the right-hand side above. Next, we have

4 oy o
[A, a,f] v Tokw =Y (j)rzaf(r—% CAGITW) - TR,

s=1

and we use the inductive hypothesis to estimate it, since j —s < j — 1 forall s > 1.

Estimates for the terms E?(Aaf‘fqr[)(af+1\yi), j>1. (183)
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Once again, using integration by parts we obtain

/R ES (40T w;) (ki)
= LO ES (Aaf_j‘yz) (af\y,) O -nxy — /ET E§ (Aaf_j‘l’i> (85%) o - nx,
— /w ES (Aaf‘j\pi) (af\pl-) — /73 (E),E? + %E?) (Aaf‘f\yl-) (afwl-)
[ () ()

Now, the first two boundary terms X, ¥, and the second last spacetime term are esti-
mated using Stokes’ theorem for the angular derivative on the sphere S2(r), applying
Cauchy-Schwartz and using the inductive hypothesis. For the last spacetime term, we
write

(a,Aaf‘f\y,-) (af\v,-) - (Aaf“f“\pi) (af\p,-)
S s (s ()

so all the sum terms are estimated using Cauchy-Schwartz and the inductive hypothe-
sis, for any j > 1. The first term on the left-hand side is estimated the same for j > 2,
while for j = 1 we use Stokes’s theorem and we obtain

2

s

V ES Ak, - ok,
R

< fR‘E?‘ : )Wafxpi

which can be absorbed in the Fé; }Waftlfi ]2 term of (174) as long as ‘Eﬂ < —%aer’.
However, in view of A; ,(r) being uniformly bounded in A, with respect to ¢, it
suffices to choose —&) < —%Br Ay

Finally, we will estimate the horizon H* boundary term by induction. In particular,
it suffices to estimate

/w (Kapmw) (55w

for any 0 <m < k — 1. For m = 0, using the wave equation (44) for ¥; we have

(1 r?-Vi(r)

2
(w+ ) AW; = =275, %; — D)3, ¥ =TT = R()2, ¥

1 M2-V;(M)
where 3 < (1 + 1))

estimate for the m = 0 case. Now, assume we also have an estimate forany m < k—2,

) < 3 for all £ > i. Thus, using Lemma 7.1 we obtain an
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then we write

/ (Aaf*‘\p,-) (af\p,-) =/ 0F~1 AWk,
Ht H+
k—1 k—1
—/ Z( )rzaf(rzmaf‘wi-afw,-
H+ =1 S

The terms of the sum are all estimated by the inductive hypothesis for m < k — 2. For
the first term, using the wave equation and taking Bf ~I_derivatives we obtain

Be(r) - 9 AW; - 9F W

-1
k—1
=-> ( >85D-af—f+1\yi.af\p,-
A
s=0

k—1 k—1
- 22( ] )afr—l STF L ok,
(184)

k—1
_ k—1 s k—s\,.  akyy.

> AR(r)- 3w, - ok,

s=0 §
k—1 k—1
—Z( | )afBe(n-af—S*(M,-)-afwi
s=1

— 278k, - ok,

Inview of D(M) = D'(M) = R(M) = 0, the non-vanishing terms on the horizon H*
of the above sums are estimated using Lemma 7.1 and the inductive hypothesis. All
coefficients in the estimates are independent of £ since 97 B, (r) is uniformly bounded
with respect to £ for all s > 0.

Estimates for the terms Fgo(vi)(af\p,-)? (185)

This term is estimated precisely in the same way as E11(9d,¥;) in Section 5.

Conclusion. Thus, in order to conclude the proof of Theorem 7.1, it suffices to consider
a timelike vectorfield Ay, i.e. &'(M) > 0, X (M) < 0, such that —3, X (M) >
—&[ (M) and 9, X}’ (M) to be sufficiently large. Then, choosing r. close enough to
the horizon H™ and & > O sufficiently small, allows us to obtain the estimate (169)
for k = £ 4 (—1)*!, and thus closing the induction argument. O

8 The rP-hierarchy estimates

In this section, we aim to derive decay for both the degenerate and non-degenerate
energy flux leading to pointwise decay estimates for \I/i(é), Ve¢>i,ie€{l,2}. The
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\D ;o

Fig.2 Regions near future null infinity Z+

key part is to produce the so-called r” —hierarchy estimates by applying the vector
field method for vectorfields of the form Z = r?9,, written with respect to the double
null coordinate system (u, v). All results in this section are expressed in the double
null coordinate system and we work with the foliation 3, introduced in Section 2.

Let us make some notation remarks regarding regions where these estimates take
place. For any 71 < 15 we define the following regions, as seen in the Penrose diagram
of Fig. 2,

MR(TI, ) 1= Ure[rl,rz]iry Ivfrlz = MR(Tlv ) N {r > R}, Ovt = i:r N{r > R}.
We proceed with the following proposition.
Proposition 8.1 Let 0 < p < 2, then there exists a positive constant C > 0 depending

onlyon M, X0, such that for any solution \IJI-(D to (44), supported on the fixed frequency
>, i €{l,2}, the rescaled quantity ®; := r\V; satisfies the following estimate

2 )2
/V ,p<av<1;,> +ﬁ prp_l(avd;l)
Or, r I r

71

Pl M 2
+/vr ﬁ((z—p)+(p—4)—) (!Vw +V,~\1/,.2) (186)
IT12 4 r
+/ " vl < c/ JT 1w, +/ pp Qo)
o4 T T Ty, e r2

Proof As described in the introduction, we apply the vectorfield method in the Ivflz
region, for the multiplier Z = r?9,, where ¢ = p — 2. In order to avoid timelike
boundary terms we also fix a smooth cut-off function of r alone, such that {g(r) =0
forr < Rand {r(r) = 1 forr > R+ 1. Then, the energy identity associated to {g - O;
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reads
[, piv(sf1en- @)= [ sZice- o (187)
i ol
However, for r > R + 1 we have (g - &; = ®; and for solutions V; to equation
(44), it is immediate computations to check that ®; = rW; satisfies the following

non-homogeneous equation

/

D 2
Od; — Vid; = —d; — —(aucbi - avq>,~> = M[d;]. (188)
r r
Therefore, from Proposition 4.1 we have
(7 1 @) 1 2
Div (J71@,1) = 30101 -P 7 = SZ(V)®] + Z(@)MI®;]

= pri7 @) + -7 D @ - (3,)

q—1
(D1 + D) (Yol + vio?) (159)

ra=1 6 [ M\?> 2

To treat the non-positive cross term we use Stoke’s theorem and we write

/

ri (g - @)?

f D (e - D)3 (ck - B) = /
5] T+

Ll
ra—1
- / —D'((g - ®)’
2np=ry 4

q—1
[ 5o (M) VD6 - - 1] @02
I:? r

2
(190)

Note, the boundary integral over Ivt? N {r = R} vanishes since {g = 0 on {r = R},
whereas the remaining terms are positive definite in Ivff for p < 2 and R large enough.
Now, when it comes to the error terms in equations (187, 190) coming from the
region R <r < R + 1, as quadratic terms of the 1st-order jet of ¥;, we control them
in terms of the T-flux by Theorem 4.1, as long as R > 2M.
Finally, for the boundary terms on the right-hand side of (187) we have

aU cDi 2 8v d),» 2
/vzji[CR‘q)i]z/: rﬂ%_[ ol (;“R2 )1
. oy A (191)

D
-7 (el vvd)
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and seeing that the last two terms have the right sign, we conclude the proof. O

Estimates for the non-degenerate energy near null infinity Z*. Using the proposi-
tion above, we obtain local integrated energy decay estimates near future null infinity
T,

Proposition 8.2 There exists a positive constant C depending on Evlfo, M, such that

for all solution ‘lll.(z) to (44), supported on the fixed frequency £ > i, i € {1, 2}, we
have

i N T 1 5
[ o) <
T T 2.[

Proof Using Proposition 8.1 for p = 1 we obtain

9, ®;)2 !
/ 0u)? 5 _3_ (1wl + viw?) +/ “DVw?
IVZZ r I irz 4

VAN Inf. / (3, @)2) (193)

1

7 i (194)
<C [ Jlwink / L a2,
= /;rl ll[ 1]”2” + Ovrl }"2( v ®i)

However, in view of V; = O( 3), choosing R large enough and using Poincare

inequality we can absorb the last term of the left-hand side in the angular derivative
term. In addition, the first term expands as

1 2 2 » D
2 (@®)” =5 [au(r‘P )P = (0, W)* + —\I' + - Yid i (195)

and in order to treat the last term above, using the cut-off smooth function introduced
earlier, we write

D 1 [ D )
/V —(CrVi)0y (ERY:) = —/: —d, [(CR‘I’i) ]
2 r 2 2 r

71 71

o D K JDD P
= _5/1;? 3 (7> (CrY)” — /I}?m{r:R} i (LY + /z+ I(;R\pl)
(196)

The middle term in the last line vanishes, and since d,(D/r) = D«/5(2 —
3v/D)/2r? < 0 for large values of R, the remaining two terms above are positive
definite.

All error terms that occur in the region {R <r < R + 1} are controlled in terms
of the T —flux along i:,l using Theorem 4.1, and combining all estimates above we
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show

1 2 1
[ @5 (vwl+viw?) <c ([ aftwany + [ S@en2).
I} 2 Xy Erl Oy "
(197)

On the other hand, since n 5. = %, we have
T

D 2
ety = 0w + 3 (|9l +viv?),

thus using the coarea formula for the spacetime term of (197) we conclude the proof
of (192). |
In order to prove (193), we use Proposition 8.1 for p = 2 and we obtain

/ 5 (000’ <C/
oo T s

71

M
sfvwan 4 [ @+ [ VBT (jvwl 4 vie?)
1 > Oy I 2

D P
+ [ g voud,

71

(198)

By Poincare’s inequality, we write

b M [3VD+ (=D +2-0) M
/v,*lr-Vil\Ifi2=/v, D— Wq/,-yzglo/q D—W\IJ,-]Z,
I 4 22 (e+1) 22

71 2!

(199)

for all £ > i. Thus, the last two terms of (198) are bounded by the right-hand side of
(197) which concludes the proof. O

8.1 Decay of Energy

With the above estimates in hand, we are ready to show decay for the non-degenerate

energy of \Ifl.w), for all £ > i. First, Theorem 5.1 and coarea formula yield near the
event horizon H+

12)
JN[qz~]n’f>drgc / IN W, 1t +[ IN[TW; 1t
/n (/Ami, rETETE g MR 5, ey

1 71

+ IN 16, v;1n"
/;)TIHA(. po X

On the other hand, close to future null infinity Z* we have estimate (192) and using
Theorem 4.2 to control the energy in the intermediate region {r. <r < R} N X;, we
obtain
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P>

© N O @ .
LY I dt < C- &Y, (1), >, (200)
7] T T
for a positive constant C = C(M, Ev]o), where

EMWi(T) = / L+ /E g

T

A G 2T By Gt HE
ETOAL' " z T

T

Last, in order to improve the decay of the non-degenerate energy we also need an
estimate for

/ ’ ENV;1(r)dr.
7

Theorem 7.1 for k = 2 and coarea formula yield

15}
IN 19, W;1n"
f[l /XVZTHAC " Y Zr

2 2
Nilrjiw.|..©» N |qig. | .~
<cC E/E J) [T"Pl]nirl—l—E / L [a’q”]”i,] ,
=0 X j=1 c

g

forall £ > 2+ (—1)'. Thus, applying (200) for both W;, T\¥; (note T'\W; also satisfies
(44)), using (193) and the estimate above, we obtain

/ 2 E¥il(nydr =C <5[\I‘i](fl) + EITV](t1) +/y
T

N RN
ETOAL‘ JM [arar\pl]nif

+ /. (8u(rllli))2> : 01)

Oy

forall ¢ > 2 + (—1)i . Note, the above estimate holds for all frequencies ¢ > 1 in the
i = 1 case, however, in the i = 2 case it holds only for £ > 3. Thus, using an effective
method introduced by Dafermos-Rodnianski in [18], we obtain the following inverse
polynomial energy decay estimates.

Proposition 8.3 There exists a positive constant C depending only on X0, M such that
for all solutions \.pi“) to (44), supported on the fixed frequency £ > i, i € {1, 2}, the
following inverse linear decay holds

[ e < carwao - (202)
o 4 T
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Moreover, if £ > 2 + (—1)!, we have the improved inverse polynomial decay

= 1
[ TG < CENWIO) -, (203)

T

where E[W;1(0) is equal to the right-hand side of (201) for Ty = 0.

Proof Applying (200) for t; = 0 and 75 = 7 for any t > 0, we obtain

/ T ( / I 1w ) < CE[W;10) (204)
0 T T

Using the fundamental theorem of calculus and the uniform boundedness of the non-
degenerate energy of Theorem 4.3, i.e.

N .M N M
[ et <c [ v

2 ’ Xy

we obtain
(-0 [ aMtw, < cervio) 205)
3, 4

which readily proves (202).
Now, let £ > 2 + (—1)" and considering (201) for t; = 0 while taking 7, — 400
and we obtain

T
/ ELY;1(r)dt < CE[Y;1(0), VT >0. (206)
0

This allows us to find a sequence {t,},en With 79 > 1 and 27, < 7,41 < 371, such
that

EVil(ta) = %C - E[W;1(0). (207)

Note, the above sequence has the property that t, ~ 7,41 ~ (7,41 — Tn), uniformly

for any n € N, which also makes it unbounded, i.e. 7, 7% .
So, applying (200) for the interval [1,, T,+1] and using relation (207) we get

/w </ TN WiIn )dr < CEYi1(tn) < i65'[\11,~](0). (208)
T Xv), e Tn
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Thus, using the fundamental theorem of calculus and uniform energy boundedness
we obtain

1 - -
(Guar =) [ J (Wil dT < —CEW10)
ZTn-H Tn+1 n
(209)
1 _
= [ JJWinl  dv = 5—CEY;1(0), YeN,
ET}H»I Tntl Tn+]

where we used the dyadic property of the sequence above. Now, note that for any
T > 1, there exists n € N such that 7, < t < 1,41 and using the above estimate we
finally get

1 - 1 ..
IN IR dr < INW Y dt < —=CE[Y;1(0) ~ —— CE[Y;1(0)
5. " > < H 2, rnz 12+1

< %cé[%]m).
(210)

m}

In order to prove pointwise decay estimates that are L (tg, oo) integrable in time,
we need the non-degenerate energy to decay like 1/72. However, we see above that

we don’t have such decay for the energy of \I’g), ie.i =2, £ = 2. We remedy this
situation by working with the degenerate energy, J, /f [W;], which we show decays like

Tl—z, and using certain interpolation inequalities we manage to show adequate pointwise
decay for all frequencies £ > i, i € {1, 2}.

Proposition 8.4 There exists a positive constant C depending only on Yo, M such that
for all solutions \IJ;D to (44), supported on the fixed frequency £ > i, i € {1, 2}, the
following decay estimate holds

- 1
/“, T Wiln < CETTW1(0) = @11)

where ET[W;]1(7) is defined in the proof below.

Proof Using Proposition 4.9, Theorem 4.3 and coarea formula we obtain for any
In1<n

/12 (/ 0,97) + VDO, 9}) + |y |” + \/i\p,.?) dr < C/v I Wi

1 YNAN Erl
However, since /D > D for all r > M, we have

12)
JI w1t ) < c/ INW Rt
/‘;1 <~/;JTHAN K l X if " >

1
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Thus, using the above estimate, Theorem 4.2 and (192) for 7 ~ N readily yields

/Q (/ I Wil ) < cEM Wi 1(n), (212)

1 )

with

ENW1(x) == /E T Win +/i, T TN +/v r @y ®i).

T

In addition, note

/Q ETW; I(t)dtr < CET W \(xy), VL > i, ie(l, 2} (213)

1

where,

ENwi(r) = (5[\I’i](f) + ETYil(0) + |, (3v<bi)2)
O«

Thus, using the uniform boundedness of degenerate energy and following the same
idea for a dyadic sequence {1, },en as the proposition above we prove the correspond-
ing decay result. O

9 Decay, Non-Decay and Blow-up for Regge-Wheeler solutions

We have reached the point where we can finally state and prove pointwise estimates for
solutions to the Regge—Wheeler system. First, we show how to obtain pointwise decay

estimates for solutions \Ill.“) , € >1,i€{l,2}to(44),inthe exterior up to and including
the event horizon Ht. We then generalize the energy results of the previous section to
obtain higher-order pointwise estimates accordingly. Such findings are essential later
on when we prove non-decay and growth estimates for translation invariant derivatives

of \I/i(z), asymptotically along the event horizon H™. Finally, using elliptic identities
we pass these estimates to the corresponding gauge invariant quantities ¢, p (and
q F p) satisfying the Regge—Wheeler system (29).

9.1 Pointwise estimates

With the energy decay results obtained in the previous section, we can now prove

. . I .

pointwise estimates for \Dl.( ), i € {1,2}, for all £ > i. The results are based on the
Sobolev inequality and the spherical symmetry of our spacetime that allow us to use
the angular momentum operators ;, j € {1, 2, 3} as commutators.
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Working on the foliation X (or EVDT) with the associated coordinate system (p, @),

for any r > M we have
2 * P *©
o) =~ [ o,hdp =2 [ wi-5,wdp
o

/r O VP —2fr Wi - 9, Wdp

where in the last equality we used that d, = k(r)d, + 9, for k(r) bounded; see
Section 2. Then, Cauchy-Schwartz and Holder inequality (for both p = 00, q = 1

and p = g = 2 cases) yield
00 2 00
VA(r, w) <C / “Lap+ / 0,)? - pdp
r r

o 12, poo 12
e ( / uf,?dp> ( / (arw,-fdp)
r r
C (™ w? C [
5—/ —+ -pzdp+—/ (3,¥:)? - p*dp
r r p r r
1/2 1/2
C 00 \y2 00 /
+— </ — -pzdp> <f (3 9;)? - pzdp)
r r p r

for a constant C depending only on M, . Thus, integrating upon the sphere S* and
using again Holder inequality (p = 2, ¢ = 2) for the last term above, we obtain

C 00 2 C 00
/SZ ‘-Iliz(r,w)da) 57/;2/. p_lszdpda)—i— 7/82/ avwgpzdpdw
r r

c 00 2 172 00 12
+= / / —Lp*dpdw ( / / (Br%)zpzdpdw)
r sz Jr 1Y sz Jr

. 172 . 172
[JM[Wi]n/g) </2 Ju [‘I'i]nlg)

C e . C
=i [, v+ 2 ([,

Note, we are using the non-degenerate flux J, /iv [¥;] in the last term above since 9, V;
appears without a D(r) factor in front of it. Thus, using Proposition 8.3 and relation

(211) we show that for all r > M,
C_ 1 C/s 172 1
[ vie oo = S0 + S (Emaoso) "
2 r 2 7 73/2
(214)

= / VA (r, w)do < CE[W;]1(0)—
S? r-t2
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where £1[W;] is an expression involving initial data of \Ill.(e) . Note the above decay

estimate holds for all £ > i, i € {1, 2}. We now present our first pointwise estimate.
Theorem 9.1 There exists a positive constant C depending only on M, Yo such that
for all solutions \l’i(() to (44), supported on the fixed frequency £ > i, i € {1, 2}, there

. . L ©
are expressions 1, & in terms of norms of initial data of ¥V, such that

1
‘\yj“‘ (t.r) < CV& S, Vr=M, t>1 (215)
JroTh
Moreover, for any £ > 2 + (—1)! we have instead
1
‘xpf”‘ (t.r) < CVE> Vr>M, t>1. (216)

N
Proof Commuting the wave equation (44) with the Killing angular momentum opera-
tors £2; we obtain the corresponding estimate (214) and using the Sobolev embedding
theorem on the sphere S?, we get

W > < C& . Vr=M,t>1,

3
r-t2

where £ = Z\a|§2 Zj 51[9?%].
Now, consider £ > 2 4 (—1)’ and using Holder inequality we write for any r > M

00 2 %) 1 2
wf(r,w)z(f (3p‘1'i)dp> =<f (3p\IJi);~pdp>
([ ko) ([ ).

Integrating upon the sphere S* we obtain

1 o 1
[vioodo s [ [Tawieapdo < [ sdwl e
S2 rJszJr r f,ﬁ{r’zr} x
Thus, using (203) and (217) we obtain

1
2.

/ W2, 0)do < CEV10)
S

Once again, from Sobolev embedding theorem we get

0] 1 .
. < CE , Vr>=M,t>1, £>24(-1)
v < 2 YrEMoTzl 224D
for & 1= 312 2 ; E1Q4W;1(0). u]
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9.2 Higher order pointwise estimates

Using the ideas introduced earlier we show pointwise decay results for the derivatives
aquj‘”, forall¢ > i, i e {l,2}andk < ¢+ (—1)”1, near and including the event
horizon H . Again, pointwise decay will follow from showing energy decay first. In
particular, we have the following proposition

Proposition 9.1 Ler us fix R>M,0eN, £>i,ic {112} and consider T > 1,
then there exists a positive constant C depending on M, k, R and X such that for all

. © . .
solutions V; "~ to (44), supported on the fixed frequency £ > i, there exist norms 51-]f ¢
of the initial data such that

1 .
ﬁ ] J;V[af\m]ng <Cé&, -, k=¢—1—(=1) (218)
> .N{M<r<R} 4 T

1 .
/ INfwn <céEl, =, k<(-=2)— (=D (219
S.n{M=<r<R)} 2 T

Proof For any r. > M, in the region ¥, N {re < r < R} we can produce the above
decay results by commuting the wave equation (44) with the Killing vector field T,
applying local elliptic estimates and using the decay results obtained in Proposition
8.3. Thus, we focus on showing decay in XoNA, for Aan ¢tT —invariant neighborhood
of HT.

Using estimate (169) of Theorem 7.1 for all s < £ — (—1)" and coarea formula
yields the estimate

(—1—(=1)f p i
3 / ( / I, n;> di <c & w0, (220)
0 \J5:nA, : :

m=0
for any T > 0, where

4q q
q : = N 7iwg. | ,* N |aig. |, »

T T

This allows us to find a sequence {7, },eny With g > 1 and 27, < 7,41 < 37, VR € N,
such that

(—1—(=1)f

_(—Di 1
> Vet <c €V w0) —, YeeN.  (221)
m=0 Efn n'Az: Efn ¢ & Tn

On the other hand, commuting the wave equation (44) with 7* for all s < £ — (—1)’
and using the corresponding estimate of relation (202) we obtain

IN[T5wi]n < C EIT*W;1(0) - l, Vs <t— (=1 (222)
g e T
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Then, forany 7 > 1 wecanfindn € Nsuchthatz, <t < 7,4 and applying estimate
(169) in R(z,, t) fork = (¢ — 1) — (—1)" while using (221, 222) yields

N I—1—(=1)f qon —1—(=1) ' ¢ ) i N ¢ 1
/imAc T 19, Vil "3, =C ge’le"gy Wilm) = €& Ty C& Tn+1
1
< cgf .=
T

where é‘f involves norms of initial data of \IJZ.(Z) only, and C is a positive constant that
depends on M, R,Ypandk =¢—1— (=1

Now, fix k < (£ —2) — (—=1)" and apply (169) in R(ay, b,), where a, = t, +
BE by = 1,41 — 2™ along with coarea formula to obtain

b —
' 1
/ / INFw Rk ) di < cEFH! [wi(n) < C Ef =,

an EfﬂAc e ’ ’

energy
n

where the latter estimate comes from the analysis above. By fundamental theorem of
calculus, there exists &, € (a,, b,) such that

1
(by — an) IN[RY Rt < cektt = (223)
ign NA. e Xty i Tn

However, b, — a, = , Vn € N, and using the property of {7,},cn, 1.€. T, ~
Tnt+1 ~ (Ty41 — o), relation (223) yields

In+1—Tn
3

2

1 1 1
INFw . <3c e = <270 £ —— < T EFTT S (229)
‘/;En m-AC a ' l EE” bt rr% b tn—i—l bt E}%

for all n € N. It’s a direct computation to check that the sequence {&,},,cy satisfies

4
§$n§§n+lf7$n, VneN

which also corresponds to an unbounded dyadic sequence with &, ~ &,11 ~ (§,41 —
&,), uniformly Vi € N. Thus, forany 7 > 1 wecanfindn € Nsuchthat§, <7 <§,4
and applying estimate (169) in R(&,, ) and using estimate (224) with the results of
Proposition 8.3, we conclude the proof of (219). O

Theorem9.2 LetR > M, t > landfixt >1i,i € {1,2} ,_thenforanyk < E—(—l)i
there exists a positive constant C depending on M, k, R and X such that for all

solution \IJi(Z) to (44), supported on the fixed frequency £, the following pointwise decay
estimates hold

| @ =CTuw L frk=e-n -1 @)
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| =

—1-(=D} _ ()
9, Vi |(1) = C L1 e[Wi] —, (226)
T4
e V() 1
9 W (1) =C LWl —, (227)
T4

in {M <r< R} , where Iy ¢[V;] are norms of initial data of\Ill.w).

Proof Consider a smooth-cutoff function x P [M, R+ 1] — [0, 1] of r alone, such
that x,  (r) = 1forM <r < R+3Tandxk+l(r) =0forr > R+1.Letr € [M, R],
then we write

P R+1 . 9
Gt == [ 0, (1, - 3kw) do
r
R+1 R+1
_ _/ ap(X§+l)(aqu,~)2dp—/ 24, (af\pi) 9, <8f‘~l‘i>dp
r r

R+1 5
sc[ ol
r
1

_ 1 _
ce([ @y ) ([ )

Now, integrating on the sphere S? and since x 4, 1 smooth, we obtain

0 w;)*p*dp

/ OF)2(r, wydw gc[ ) J,iv[af*lwi]n’g +
8 EN{M<r<R+1} 4
1

2
Nipak—1
+C</)f — IN [} \yi]”g,) .
T _r§R+§}

1

2
IN 3R, 10t
(/;Tﬂ{Mfr§1§+é} L ¥

with C depending on M, %0. Thus, using the results of Proposition 9.1 we have that
for k < (£ —2) — (—1)" all integrals of the right-hand side decay at the rate of rlz For
k =€ —1—(—1)' the first integral of the right-hand side decays like r—lz, whereas the
last integral decays like % Finally, for k = £ — (—1)’ the first integral decays like %
and from Theorem 7.1, the last integral is bounded.

Thus, repeating the same estimates after we commute with the angular momentum
operators € and using the Sobolev inequality on the sphere S*> we prove the decay
rates of the assumption. O
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Non-Decay and Blow-up Estimates

Proposition 9.2 For all solutions \IJZ.(Z) to (44), supported on the fixed frequency € >
i, i € {1,2}, we have the following non decay estimates

\Ifi“ (. 0. 9) =25 H (1109, ), (228)

8r "pz (f, 19’ (/7) —) Hl[wz](ﬁa (p)v (229)

asymptotically along the event horizon H, where Hy[W;] are the conserved quantities
of Theorem 6.1 . In addition, for generic initial data of \I!l.(m, Ho[V; (¥, @) is almost
everywhere non-zero on Yo NHT.

Proof Using Theorem 6.1, we know the expressions below are conserved along the
null generators of H ™,

£+1
(0) j i o (0
Ho[Wi1(9, 9) = 9720, (1. 0.9) + Y c] -3/, (1.0, 9)
j=0

-1
(£) i i o ()
H[9](0.9) = 950, (1.9.0) + Y s -3/ W, (1.9, ¢).
j=0

Thus, using the pointwise decay estimates of Theorem 9.2 along the event horizon
‘H*, we deduce that all terms of the sum above converge to zero asymptotically as
T — 00, and so the limits of the assumption follow.

In addition, as in [7], we may introduce a new hypersurface o formed by ingoing
null hypersurfaces in an ¢’ —invariant neighborhood of the horizon H*, and pre-
scribed initial data for W; on ¥ can be compared to initial data prescribed on o
using energy boundedness results obtained already. In view of H¢[W;] involving only
transversal derivatives to H™, we see that it is completely determined on SoNH by
the initial data prescribed on . Hence, generic initial data for ¥; on ¢ produces
generic eigenfunctions Hy[W;] of order £ of A on Eo, and thus almost everywhere
non-zero. O

Theorem 9.3 Let k, £ € N, then for all solutions \Ili(z) to (44), supported on the fixed
frequency £ > i, i € {1, 2}, we have

e (a o ”)( 9, ¢) = (—=Dka  HiW; 10, ¢) - T + O+ %), (230)

as T — o0 along the event horizon HT, where

® 1 (k+1+42C—(=DH)!
ai k = N
KMk (14200 - (=D))!
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Proof We use induction on k € N. To show the k = 1 case, we consider (161) for
s =€+ 1 — (—1)" and we evaluate it on the horizon H™ to obtain

r r

) (— 1) 2 i
T (28”2 -1 v+ Mam -1 U; + L<57(—1)’. [‘I’i])
- (231)

(=1

2 ) -
+m(€+1—(—1)[)3r v + L [W;] = 0,

<t—(=Df

where L,4[¥;], isq [W;]is a linear combination of 9, —derivatives of W¥; up to order
q , with coefficients depending on ¢, g, M. However, in view of the pointwise estimates
of Theorem 9.2 we have

L [,](1) = Oz 7),

<t—(=1y

/ i [(W](7)d7 = O 1), as 125 oo,

<t—(-1y
0

Thus, using the conserved expressions of Theorem 6.1 and integrating (231) along the
null geodesics of H+ we obtain

i i 3 +

0.y = —WH[[%] T +O(z%), as T 5 00, (232)
which proves the £ = 1 case. Now, assume the relation of the assumption holds for
all g < k — 1, then evaluating (161) for s = £ + k — (—1)" on the horizon H* yields
accordingly

k(=1 2 ek—(-1)
r <28r Wi + Mar Vit L,y [‘Iji])

Ck—(=1)!

k i 7 _
+m<2(£—(—1))+k+1)3r W+ L [W;] = 0.

<lk—1—(=1)

However, using the inductive hypothesis we obtain

Crk+1—(= 1) 2 k-1
T <2ar Wi+ 570, Wit L [\Pi])

= (20— 0D ) D 0,9 - 7 0D

Thus, integrating the above relation along the null generators of H™' and using the
inductive hypothesis we conclude the proof. O

Remark 9.1 The proposition above holds also for k = 0 which corresponds to the
non-decaying result of Proposition 9.2.
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Corollary 9.1 Let (¢, V) be a solution to the coupled system (32), then for generic
initial data, the following decay estimates hold in the exterior

9l (r,T) Sm . [l(r, ) Sm . (233)

3
r-t14

e

r-tT

forallr > M and t > 1. Moreover, the following decay, non-decay and blow up
estimates hold asymptotically on H, as T — oo. For any £ > 2, we have

e Decay:
_ 1 B 1
are 1¢€ gZ.M 1 ‘8re lwﬂ SZ,M 1 (234)
T4 T4
_ 1 - 1
N 2| Sow — O 2 e| S — (235)
TI TI
1 1
0k e| S — 0| Sw—  Vk=e-3 (236
’ T ’ T
o Non-decay
B (r.0) = s Gr el (237)
¢ T—>00 2
0, Y, (1, w) TMOIT DL Hy[Wr](w), (238)
e Blow up:
a(l)
1
Oy (r, w) = <—n"ﬁm[%]<w) Tk ok, k>0,
(239)
2a(£)
1
oy (v, ) = —(—l)kmwmkw) ok, k>0,
(240)

© . .
where the constants a; , are given in Theorem 9.3.

Proof We recall from Corollary 3.1 the following expressions for any £ > 2

_ 1 g n 1 e
M2 +2)2e+1) ' T 2M2Qe+1) ?

. 2 © 2 ©

T Mp-e+0) Y T ME+2)2e+1) 2

(oY,

(2

Thus, the proof follows immediately from Theorem 9.2, 9.2, and 9.3. Note, ¥y—1; =

(t=1) .
W, , thus we already have estimates for 1,—. O

SIf f(x) <Sp &(x) then there exists a constant C > 0 depending on p, such that f(x) < C - g(x).
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9.3 Estimates forq", p

Using elliptic identities of Section 2 we can show that a similar hierarchy of estimates
also holds for the gauge—invariant quantities ¢ ¥ and p in Lz(Sf ) First, let us prove
the following lemma that allows us to do so.

2

Lemma 9.1 Let &4, 04p be a one tensor and a symmetric traceless 2-tensor on Sv,,,

respectively, and consider the scalars f = rP\&, fp := r>*P1D20. Then,

e Foranyk € N, we have

o fe=rPi(V58). o f=rPiPa(Yie) @4
e The following elliptic estimates hold for any k € N
2 2 2 2
f ’W'é,é 5/ 8ffg( , f ’W’;re 5/ 8ff9‘ (242)
52, s, 52, 52,

Proof From the definition of PP, P, and the commutations (6) we have [Vj,, rPP1] =
[V3,, rP2] = 0 which shows (241). For example,

% fo = 0 (D1 0P20)) = 1Py (V5,0 Pa0) ) = PPV 6).

To show (242), we use identities (7),(8) and for motivation, we only look at the second

estimate, i.e.
2
< / r?
52,

2 1
k 2 k
9} = —) 0
/sz 7 fsg,r 2V
Lip, (v o) 20, P, (v o)’
—Jo 2‘ 2(?7,0)‘ = ‘r ! 2<W3,9)‘ -
s2, T sz, S5

where in the last equation we used relation (241). |

P (vho)]

In the propositions that follow, we define the L2(S3, ,)-norm of any Sgﬁ ,—tensor &
as

”%'”%3, = /2 r’sin0dode |£|* .

v,r

Proposition 9.3 Let (¥, p) and (gF, P) be a solutions to the coupled system (29),
then for generic initial data, we have

1 1

Jr-ti

Also, the following decay, non-decay and blow-up results hold asymptotically along
the event horizon H™

<
~M

(243)

o

Iplls: Su T
or ~ }"-‘[‘1 S%,r
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e Decay:
_3 _3
Iplls2, Su 77 ¢ S 244)
1 1
195,02 <utt, [voa"|, suri @)
oM
e Non-Decay:
2 T—00
 Hyo[W 246
HW;; P 2, — 60MHZ_2[ 21 (246)
1
2 F T—00
[ 247
hex Soap He-alval. (247)
e Blow-up:
(2)
1
Vol =2k gy o ot 2+O( k= 2—1), k=2 (248)
H TSz, 60M
(2)
1
HW'é,qF o 120M2H£ LlW] 240 (), k=2 49)
M

where Hy—2[V7] := ||H2[\112]||52M ,Vt>1,and a;)k is given in Theorem 9.3. The
same estimates hold for (gF , B)'
Proof We recall the definitions ¥ := r;p and ¢ := r>D;Pg¥. Let us motivate

the idea of showing decay by working with ¢ only, and let k < 1, then using the
elliptic identity (12) and relation (241) we write

[, e =2 ([ 1w )

=2

| (NI / o (250)
= L+1) £+1)—2 S?,M r

However, in view of the decay estimates of Corollary 9.1 we obtain

Kk F|? 2 1 2)
/ngM’Vf?rq ‘ S;(Z(Z—i—l) £(£+1)—2>(4nM

fo

Loo(sZ )

for a constant C that depends only on M, 0.
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Now, fix k > 2 and working with equation (250) we have that for any ¢ > k the
corresponding term decays in view of Corollary 9.1, i.e.

Z 2 . 1 / qjg‘z <Cr_%
i LE+1) £+1)—2 2 " - ’

for a positive constant depending on k, M, %0. On the other hand, for the remaining
k — 1 first terms of the sum we see from Corollary 9.1 that the £ = 2 term is the
dominant one and we write

)l

2 1 /
<ng |:£(£ +1) £l+1)-2 ( 2y
_ b 2 k-2)? 2k—4—}%
= S lmwl, (7) +o(2)

2<¢
a(z)
2.k
by = —=
k <10M2>

Note for k = 2, we simply obtain a non-decaying term while the others decay in
the expression above. We work similarly to obtain the decay, non-decay, and blow-up
estimates of p. O

for

2

10 The positive spin Teukolsky equations instability

With the results of the previous section in hand, we can now show estimates for
the Teukolsky solutions in the exterior up to and including the event horizon H™.
In particular, in this section we are interested in the positive spin gauge invariant
quantities o, f, B which satisfy the relating equation

(F),Oivy (r3£,2(a,,) = (Z(F) 24 3,0) N r3g*’D§ (,3*) . 251)

Ko

Note that p and F) p are regular quantities on the horizon H*, while «, B, f. k are
not. However the rescaled quantities o, = D?-«, f, = D -f, fo = D - B, K, =
D~k extend regularly on H*. With respect to the ingoing Eddlngton—Flnkelstem
coordinates {v, r}, the quantities involved in the relating equation (251) are given in
the ERN spacetime by

w, M oM 2 8
r2’
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In addition, we recall the transformation identities relating §, 8 to the Regge—Wheeler
solutions g, p respectively

1
« = Y (k. 1) = =r¥a, %)
z ~ ] (252)
p= Vs (Pl B) = —r¥i.0 B,

We first write the induced scalars we will be working with and after we obtain estimates
for those, we pass them to the respected tensors using standard elliptic identities. Let

hy = r* PP, hy = r*P1Paf., h = PPiDf.,  (253)

and after we project to the E, eigenspace and using the commutation formulae (6),
ie. [V, rP1] = [YVs,, rP2] = 0, the relating equation (251) now reads

2

4
,
O (- ha) =201 = 4Dy, = 5 Khy = oy,

2
=2(1 — 4V/D)hy, +r22"—M D, W= —1(t+2)
(254)
Moreover, the transport equations (252) yield
—? = 3r <r2 . hf)
J/ (255)
— 4 .

10.1 Energy and decay estimates for f,, B*, a, in the exterior

In this section, we use the transport equations to produce energy decay estimates
that ultimately lead to pointwise control in the exterior up to and including the event
horizon H . First, we present the following lemma.

Lemma 10.1 Ler f, F be two scalar functions satisfying

D(r)
2

O (r"f) = F, m €N, (256)

with respect to the double null coordinate system (u, v, ¥, @) introduced in Sect. 2,
then the following estimates hold near future null infinity

/V r2m+k—2f2+‘/:12 pamk=3 2 C/v r2m+k—2f2+C/ FH3E2 (257
k) i Or,

~1Ty
1) I'(l

forany 11 < 1o and k > 0, where C > 0 depends on M, k and R of Sect. 8.
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Proof Multiplying (256) with 2™ - f we obtain
D
2" fou(r" f) = ——r"f - F
r
D
= 0 (rsz2) =——r"f.F.
r

To obtain the best possible decay in r we multiply the above relation with a factor of
r which yields

A <r2m+qf2) + q§r2m+q—lf2 — _2,_m+qf . F
r
=-—Dri (M f) . F

< 827‘(1717‘2’"][2 + Br’Fle.
2 2e

Then, for ¢ = # > 0 we obtain

_—
3 (r2m+qf2> +ig— 2)§r2m+q—lf2 o

Now, in view of div (ai) = —@ we may rewrite the above estimate as
u

— —1
div r2m+qf23 + r2m+q_Df2 + (q _ 2)2r2m+Q*1f2 < LDFZ
o r 4 q+2
9 —2)v/D -1
-  div r2m+qf2_ 4 2mta-l/pl14+ u f2 < r—DFz.
A 4 q+2
(258)

Thus, integrating in IVT? and applying the divergence theorem readily yields

/v r2m+qf2+ )

02 ITI
ra—1 2

+c/ F

i7gqg+2

for a positive constant C depending on R. In particular, in view of ¢ + 2 > 0, we can
consider ¢ = k — 2 for k > 0 and conclude the estimate. O

G - 2WDI P s C g

1

It is clear that using the transport equation (256), we also control 9, f in terms of
F and f. In addition, by taking a 9, —derivative of relation (256) we obtain

dy (r™o = 0 DY m D)? 0 b F Da F
u(r vf)__m'u(;)r f+ m(g)_v<§> _ZU()
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Thus, using Lemma 10.1 for 9, f with k 4 2 instead of k, and using Cauchy Schwartz
yields

/V r2m+k(8vf)2+/:r2 P @, )7 < C/V r2 @, £)?
0 O

1) I'[|

i, fvrz ph2m=3 2 | k=3 g2

71

+r @, F)?
= /;3 r2m+k(avf)2 + /:Tz r2m+k—l(avf)2 S C\/; r2m+k(auf)2 + r2m+k—2f2

™ 7] I3
+C/2 PR3 F2 4 1, F)2.
I

71

(259)

Finally, in view of |V f| = ¢4V AfV5sf = 2(819 )+ e 19(B(pf)2 we can
obtain estimates for the angular derivatives of f in terms of F usmg (256) as

9 D
3, (r"”“’—f> = _ZyF
2r

-
0, D
81,4 m+1 @f _ - 8¢F
rsin 2r sin ¥

Using the above relations, we apply Lemma 10.1 twice to obtain

/ 2mtk |Y7f|2+/ Pk y P < C/ 2mtk |Wf|2+C/ 7
Ory I Dy I

(260)
With the above results in mind, we proceed to producing local integrated energy

estimates for i, h; and h,. We break the analysis to three distinct regions which
require different handling.

10.1.1 Energy estimates near null infinity 7;2

Using Lemma 10.1 we obtain estimates for hj, h B which satisfy (255), and with
respect to the double null coordinate system they read

3, (r’hy) = ( )¢ (261)

D
9.(r*h;) = (r% (262)
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In order to obtain bounds with respect to initial data of \Il; ), we will be working with
the spherical harmonics decomposition of the scalars above. In particular, using the
results of the previous paragraph we arrive at

Corollary 10.1 For any 0 < p < 2 and 1ty < 1, there is a positive constant C
depending on X,, M such that

/;3 rp+2(hfi)2 + rl’+4(8,}hn)2 + Pt |y7hfe |2

2

2
" /I:rz PP hg 45 @y ) + P W, |

1

SC/V (r”“hferr”“(avhn)z+rf’+4|Y7hnlz+r”( v 2’) >
r
71

2
T u
+ szz J! [\p"]”if,
i=1 3l

and

2
f rPYORZ 4Ptk )P 4 P ’wg
Ony Be ¢ ¢
2

p+572 p+7 32 p+7 -
+/i,2r B2 T @) 40T Vg,
71

p

p+67.2 p+8 2 p+8 . v
gcfé <r B2 PR g ) e |V [ 2 )
71

2
T "
+CZ[§ Ju[llli]nirl
i=1"%"

Proof By Lemma 10.1 and the calculations below it we arrive at

2
\/\v rp+2(hf[)2+rp+4(3vhf()2+rp+4|Y7hf(|

O,

2
* /irz r[’-thZ + r‘”+3(avhn)2 + r[7+3 ‘thA

1

=¢ / rp+2hf22 + rp+4(avhfe)2 + Pt |y7hfe |2
71
+C f rP737 + P @upe)? + 07 [V

71

and we conclude the estimate using Proposition 8.1. Similarly we show it for & g O
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10.1.2 Energy estimates in the intermediate trapping region

For any 71 < 17, let us denote D(11, 12) = R(t1, 1) N{r. <r <R}, forr, €
(M,2M) and R > 2M. To obtain local integrated energy estimates in D(11, 172) we
no longer need to pay attention in the weights in r, however, we do have to mind for
the trapping manifesting at the photon sphere {r = 2M} for the Morawetz estimates.
Our goal is to produce estimates without loss of derivatives, at the level of initial data,
whenever is possible.

Denote f := r2h]c and b = r*h iz then, in Boyer—Lindquist coordinates
(t,r*, 0, ¢), the projection of (255) on a fixed spherical harmonic is

_atf[ + ar"fz = _7¢e
: (265)
—0ib, + b, ==,

Using Lemma 10.1 and the Morawetz estimate of Theorem 4.1 for ¥;, we obtain

/ 1f2+/ 1f2<C/ 1f2+c/ 1¢2+cf 1f2
$,nD I E p 2t = $,0D 17 ¢ pri’t Prir=ry 72 ¢

2
1 1
gc/ SfA+CD / JTw;nk +c/ — 12,
£, ND 27t Pl AR > D ¢

N{r=R} r2
(266)

while commuting relation (265) with 9, and repeating the lemma for d,+ f; yields

2
By 2+/ By ch[ dfo)> +C f JT W n
/i R KUy NS CR o) AL

+C / (0 1) (267)
DN{r=R}

Similarly, the above estimates are shown for & A Note, there is no loss of derivative
here since the Morawetz estimates are not degenerate with respect to d,+, whereas
there is trapping for the angular and the 9, derivative.

Moving on, to control the d; —derivative we simply use relation (265) to write

D
O fo =0 fo + 7¢z

D
0tby = 02Dy + 7%
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and by Cauchy—Schwarz we obtain

[ @0 fo) + / G f)? <C / @O f1)?
%,1D D %,0D

71
2
e / JT Wi +c/
; i:fl a l Ztl DN
[ (@ube)? + f (Grbe)® < C f (Orbe)?
$,nD D %, D

2
+C / JI w1t +cf (8p+bp)? .
; 5, Xy DNy

r=R}

} (3 fo)?

{r=R

(268)
Controlling the angular terms. To control the angular derivatives of f and b we use

the Teukolsky equations they satisfy and we isolate the elliptic operator within. In
particular, Corollary A.2 in [32] states

1 1/1 1 1
A3 = —kVag" + - (—Kg) 0" + (—r —4p)ys + Pp (——1//1 - —wo)
r r\2 r 2
(269)
where Yo = r2k2a, Y1 = 1V3 (r*k? - @) and y3 = r’k -f. In addition, using relation

(237) of [32], and Corqllafy A.2. of [28], we obtain the following equation for the
laplacian of 5 := r*x 8

1 1/1 1
AYs =—kVap + - (5,(&) p+ (—ZK£+ 5 p? — p) s
+ 2rt () p? |:4dlvf —K <W4(F)/3 + (%K + 2a)> g _ 2“%5)} .
(270)
By relation (128) of [28]
Vi = —(Gk +2w)B + 2P pdiva + 27 p? — 3p)

(%‘F)ﬁ + (%K + 2a)> g — 2(F)p§>

we now write (270) in the form of

1 1 /1 1

Ays =—kVap + -~ (*K&) P+ (——xg+ 5(F)p? — ,o) s
r r\2 4
+ 2r4£(F)p2 |:4dl'vf - (V4E + Bk + 2“))5 _ 2<F)pdlva>:| .

(271)

S
@) p2 —3p)
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In order to control the angular derivative of f; in the trapping region we use both
relations (269) and (271). However, first we need estimates for the angular derivative
of by which is already controlled as a consequence of the Lemma below.

Lemma 10.2 The induced scalar Y = rP1 p satisfies the following local integrated
estimates for any 11 < T2

2
Y |* +/ yu|* < C / I w1 272)
/i"? | wZ| R(t1,12) | ¢E| ; ifl " ! nETl (

for a constant C = C(M, f),l).

Proof We recall the transformation in Corollary 3.1 relating ¥, to the decoupled
quantities \IJI.([)
P I

M- Y= = . —
ve nw QE+1)  (C+2)QL+1)

(273)

Applying Cauchy-Schwarz and divergence theorem on the sphere we have

2 E(£+1)
[l = [ S
Stz,r* Stz.r*
® 2
<C/ w1 [ v
- 2, wr o r2\@e+1

Lt v’ ?
€+22r2\ 20+ 1)

<CZ/ <z>

where u?> = (£ + 2)(¢ — 1). Thus, integrating with respect to ¢ and r* and using
Morawetz estimates we obtain the estimate of the assumption. O

Corollary 10.2 The following local integrated estimates hold for by satisfying (265)

/ir ODWbeler/Dsz\sz/z V| +CZ/ \IJ]nv

2

+C f |Vbe|? (274)
DN{r=R}

Proof We simply commute transport equation (265) with the angular derivatives and
we apply Lemma 10.1 and 10.2. O
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The Y f; term. We begin by deriving the elliptic equations for the scalars f; and b,
using their corresponding tensorial equations (269),(271). First, to obtain the related
scalar equation for (269) we also need the relating equation (251)

B pyry = —(Pp? +3p)rkf — FPeD5(B)

Then, applying the operator 7>, to (269) and using standard elliptic identities,
we obtain

1 D 3M 1 1 M
Afe=~ewdet S0 === (1+ VD) fo — 5 8be = —be+ —ho. (275

r
Quite similarly, we work with equation (271) and we obtain

1 1
Aby = ;64*W + ﬁw + Bo(r)bg + Bi(r)es=(by) + Ba(r) fo + B3(r)hg (276)

for some functions of coordinate » alone, B;(r), i € {0, 3}. The purpose of the later
equation is not to control Yby, which was already controlled earlier, but to express
hq of (275) in terms of controllable terms. Specifically, using the equation above, we
substitute i, in (275) to obtain

1
A fo = —ear () + Fo(r)ea(Ye) + Fi(r)Abe + L[ fe, be, ea(by), de, Yol (277)

r

where L[*, ..., %] is a linear expression of its arguments with coefficients functions of
r alone.

We are ready to control the angular derivative of f; in the trapping region without
any loss of derivatives. Note that in (¢, r,)-coordinates, e4« = 9; + 9+, and 9;¢¢, 0,V
are trapped in that region. Hence, after we multiplying (277) with f;, we differentiate
by parts to transfer the 9;-derivative to f, which we already control. Specifically,

1
Afe- fe =;3z (Pe) fo + Fo(r)o, (Vo) fe
+ Fi(r)Abg - fo+ fo- L1fe. be, ea(by), 0+, 0 r, g, Yol

1
= ~ou(o0- fot Folr)We fo) + Fi(r)&be - fi

+ fo- LUfe, be, 9:(fe), 9 (be), 0r+(fe), 0+ (be), Op+, Oy, e, Y]
(278)

An application of the divergence theorem for the current P, = %(qb/g - fo+ Fo(r)yr -
f¢) - (01, in the D(ty, 72) region yields

. . 1
/aD Py -nlyp = _/DD“’PM = /D ;3z<¢e - fo+ Fo(r)ye - fz)
1
+ ;(cbz fe+ Fo(r)¥e - fe) - div(dy)
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Thus, using equation (278), the above relation yields

/D Afe- fo— Fi()Abe - fo+ fo- L1fe. be, 3(fe), 3 (be), 3+ (f2), 0 (Do),
O+, O+, fe, Yre]

= f Py nfl — / Py - n'
< p) < )
%, ND 7 %.,ND o

Note, there are no timelike boundary terms since 9; - (Vr) = 0. Hence, using Cauchy—
Schwarz, divergence theorem on the sphere, and the local integrated estimates obtained
earlier we arrive at

1 1
fD V5| <c / r—zfgz—kﬁbf+(3r*fz)2+(8r~be)2+Wbe|2
)

71

2
1
~I—CE /:: J,f[%]”%q +/DZ|Y7be|2+6|er|2
i=l1 a

forany € > 0O and C = C(M, Zvlfl). Integrating also equation (278) along ZV]Q and
choosing € > 0 small enough yields

2 2 1 1 2
ﬁ Iyl +/D|Y7fe| scf S 2+ b8+ @ 0 + Breb0)” + ||
153 71
2
—i—CZ[ JMT[\IJ,-]ng +c/
i=1 VY% ”

Ivel.

(279)

DN{r=R

Remark 10.1 Observe that all estimates in the trapping region above have a timelike
boundary term on the right hand side, i.e. DN {r = R}. These terms will be controlled
by the right hand side of Corollary 10.1 when we combine all estimates together, see
Proposition 10.1.

10.1.3 Energy estimates near and including the event horizon H*

In this paragraph, we use the (v, r, 9, ¢) coordinate system which is regular on the
horizon H. Using the transport equations (255) we obtain the corresponding Lemma
10.1, where all scalars involved are regular on the horizon ™. Simply by repeating
the ideas above we obtain the following estimates in the region A, := R(0,7) N
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M <r<r}

1 2 2 2
. r_zhff + (dphy,)” + (0rhy,)
rzm ¢

2 1 2
+ |Y7hfz| +A r_zhfzz"'(avhfz)z"'(arhfz)z"' |Y7hfe|

2 1
=< Cf <hn2 + @ohs)” + |Yhe, | + —qu%)
Yo NA. r
1 2
+C / =7 + (0000 + |V |
AT
1 2
+c/ —hi, 2+ @phs)? + |V
AcN{r=R} r? " v | fl|
Then, using Proposition 4.4 and Theorem 4.3 we obtain

1 2
[ s Qb @b+ [P |
'[2 -C
1 2
+ /:4 ﬁhfzz + (avhfe)z + (B,hn)z + |y7hfé|
‘ (280)

2
1 2
§C/ (—h2+(8h )? + |Vh >+c§j/ TN w10
£ F2 e vty } fl| s, LS >

1 2
+C —hs,? + @yhs)* + |Vh
oy 5 5

Combining all estimates above. Now, in order to write all the above estimates more
concisely we introduce the following energy quantities. For any scalar & regular up to
and including the horizon ‘HT, we consider

EP L [h)(2) = / PP 4 PP @,h)? + PR | Yh 2 p>0 (281)
> 5.
1
Eeglhl(z) == / SR @)+ @) [V (282)
ND
E 4 [h](1) ::[ i2h2 + (@h)? + 0, 1)* + |Yh[? (283)
.NA T

where in each region we use the associated coordinate system as done earlier. In
addition, we also denote by

EP[h](r) := ELg[h](v) + Ec r[A](T) + E 4, [R](7). (284)
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Proposition 10.1 Letf, B be solutions to the Teukolsky system and consider the induced
scalars hy = r>*D 1 Paf., hg, = r2D1D2B., then

~ 1
E'°[hs,)(t) < CE>°[hy,1(0) . Ve =2, (285)
T
where E37° [5,1(0) is the right-hand side of (289) at XVI(). Similarly, we have
E>%Th; 1(t) < CE"°[h ](0)L Ve > 1 (286)
Be = Be 2’ =

Proof Let 0 < § <« 1, then using Corollary 10.1 for p = 1 — 8, relation (280), the
estimates of Subsection 10.1.2, and coarea formula, we obtain for any 71 < 1

z 2
/zEl_S[hn](f)df < CEz‘a[hn](nHCZ/ I TWiln
T] S ZTI
i=l (287)

2 2
N " 1—s (BuPi)
+C) /E J) [T\pi]né+6/é pi e
i=1 7 7

Let us denote by E28 [%5,1(7) the right-hand side of the above relation with 7 instead
71. Then, we also need an estimate for

/ " E>7[hy,1(F)d. (288)

1

However, applying the same steps as above along with the estimates of Proposition
8.1 for p = 2 — §, and using (200) we obtain

P 2
/ZEZ_‘S[hf[](f)df < CEH[hn](n)Jcmf I 1Wiln
T] i—=1 ETI

5 (289)
1
+C ; (E1wi1en + ETwile) + € / 5 @),

71

Therefore, repeating the argument of a dyadic sequence of Proposition 8.3 we show
decay for the energy fluxes of the assumption. O

Remark 10.2 Note, we had to give some § > 0 “space" when obtaining estimates for
El_‘s[hn] and ES_‘S[th]. That is because if we take p = 2, instead of p =2 — 4, in
the proof of Corollary 10.1, then we cannot control the right-hand side ¢¢, ¥, terms
using Proposition 8.1.

To obtain local integrated energy estimates for 4, we repeat the ideas of this section
for the relation equation (254). In particular, we substitute (276) to the relating equation
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and we obtain

1
e3(r - hay) = Vet Vet Bo(r)hg, + Bi(r)es(hp) + Ba(r)hj,

+ B3(r)hg,.

Finally, we repeat the L%(S?) estimates of Section 9 for the scalars
4-s 8—5 3-8 .

(r 7 hf) , (r 2 h B) , (r T ha>, and we commute with the angular momentum oper-

ators to obtain the pointwise estimates below by using Sobolev inequalities.

Corollary 10.3 For any 0 < 8 < 1, there exists C > 0 depending on M, %o, 8 and
norms of initial data such that

9-5
rzh

4-5

55 1 1 4-5 1
2y | < c | <c-, rThy| <C=(290)
T T T

Pe

forall» > M, t > 1, and all admissible frequencies £ € N. Using standard elliptic
identities of Section 2, and Sobolev inequalities we obtain the following pointwise
estimates

1 ~ 1 1
oz, < C—0 | =C—5. el =€
LG v-r 3 L(S2,) v.rgT(S L Sur v-r 3
(291)

forallr > M and v > 0.

10.2 Decay, Non-decay and Blow-up for f,, ﬁ*, and a, along the horizon H*

We derive estimates for both f,, ,3* and their transversal derivatives along the event
horizon H*. In addition, using the relating equation (254) we also prove estimates for
the extreme curvature component o along H .

Theorem 10.1 Letf,, B, be solutions to the generalized Teukolsky equations of positive
spin, then for generic initial data the following estimates hold asymptotically along
HY forallTt > 1

e Decay
21 [
Tl Lo (s? 4k )k’ ’
0™ ()
H v’ A . Su ! - 0<k<2
r ol Lee(s ~ ar\F’
(Seu) I(T>
e Non-decay
V31 e NS
* =2 W21,
sz, 10v/12M5
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- N 1
V3 A S Hoa[ W]
H P g2 10/6M6 "
e Blow-up
a(z)
1
yrss, =iH=[w]-r"+O<r"—z , Vk=>0,
H 5 1 2, " 1071305 =2[¥2 )
(2)
k+3 5 A k X k1
ee3g | T2k gy gy k0 (68 V>0,
HV,. B 2. = Todems - 2[Wa] - TF + (r )

where Hy—»[W2] := ||H2[\I’2]||Sz ,Vt>1,and a;z)k is given in Theorem 9.3.

Proof Using the decay estimates we have acquired for 5, we produce estimates for
ak(hf) Going back to (255), we can write it as

¢ 2
0y (hy) = 3 ;hf

By induction, it is immediate to check for all k € N

"¢

3t (hy) = +DK(p) + Ax(r) - by, (292)

where D% (¢) is an expression involving 9, —derivatives of ¢ of order less than k and
Ag(r) is a function of r alone, for any k. Thus, Corollary 9.1 and relation (290) yield
the following decay estimates asymptotically on HT

1 k=0,
1 _
i, LS ) My k=1 (293)
M 1
-, k=2,

NS

T

for any ¢ > 2. In addition, we deduce the following estimates for higher order deriva-
tives along H*

, Vi<t (294)

)
a i

ak+e+1 h , — _1 k+1 Bk —
P @) = G0 s e

Hy[Ws]() - 5 + O (f"—%) k>0
(295)

Now, using the elliptic identity (12) and relation (241) we write

/ ’Waf* _Z:(/ )Wam)

>2
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2 1 2
:Z[z(ul)'e(ul)—z (fsz,M )}

=2
In view of hs,_, having the dominant behavior along H*, we obtain the decay results
for k < 2, and for k > 3 we see that the infinite sum for £ > k decays uniformly in ¢
while the first remaining terms of the sum inherit the dominant asymptotic of 8f hso_s-

k
3r hf(

To produce the estimates of the assumption for B,, we work similarly as above,
however, we use the elliptic identity (11) instead. O

We conclude the study of the positive spin gauge invariant components by proving
estimates for the extreme curvature tensor o, using the estimates obtained for f, and

Bs-

Theorem 10.2 Let a, be a solution to the generalized Teukolsky equation of +2 spin,
then for generic initial data the following estimates hold asymptotically along H™ for
allt > 1

5 100 1 [ 16 2H e L (8 ZH P ?
s — | - — | i -
L 12 \35m7) " T go \35m6 ) TR

)W'f:rsa*

2
Sr,M

where H¢[W2] := ||Hg[‘~1—’2]||SZM , YVt > 1, and the constant cy are given by

@\ 2
1 (4(k +4)ay
ck = _—

6as. ? ’

Proof Once again, we work with the rescaled quantities f := rzh,c and b := r*h L
then, we rewrite the relating equation (254) as

2
w1 2 1
drho, = o —be+ (1= 4v/D) fr — ~ha, (296)
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By taking k many 9, —derivatives of the above relation and by writing explicitly the
first two top order terms only, we obtain the following expression

2
uo 1 2
3 hy, =2——afbg + 50 - 4/ D)ok fy

(3k+1),u/ k—1 2 k—1
T 4(7k+1—(4+16k)¢5)a, fi

+ D=k=2 [b, £ hal

(297)

where D=S[ - ] is a linear expression involving up to s—many 9, —derivatives of its
arguments. However, in view of the transport equations that f, b satisfy, i.e.

relation (297) reads

//, 1
af*‘hwz—m_é‘f W——(l—4x/_)3k Y
(4k+l) k 2 k2
2M I e (8k+1—(4+20k)x/5>8, e
+ D, Y1+ Ar(r) - hw + Ax(r) - fo+ A3(r) - by, (298)

where A;(r), i € {1, 2, 3} are scalar functions of r alone.

In view of the estimates obtained for \IJI.([), i € {1,2} in Section 9, it suffices to
study the low frequencies Ay, , £ = 2, 3, which give the dominant behavior of , along
the event horizon H*. Using the estimates of Corollary 9.1 and relation (298), we
obtain the following decay estimates

1
afhae T

(t,w) Sy , Vr>1,£0>3, k<4 (299)

T4

and in particular, for £ = 2 we have

L 1
O ha,_, | (T.0) Sy . V=1, k<2 (300)

1

(%)
T 4

L)

ak+2h

(t,0) Sy Vi>1,1<k<2 (301)

¥pn

Next, the first non-decay estimate occurs at the level of five transversal invariant
derivatives for both the £ = 2, £ = 3 frequencies. For the £ = 2 frequency, relation
(298) yields along the event horizon H*

2 _ 2(4k + 1) _ _
k+1 k—1 k—1 k=2 k=2
3r+ halzz = Yz ( O W, + 9y ¢z:2) + M3 (MB, Yoy + 0, ¢z:2>
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+ DA | AU - ha_, + As(M) - fy + AS(M) b,

. . =2 .
However, (M yy—» + ¢¢=>) is a scalar multiple of \Ili ’ and thus the dominant term
in the expression above is %Bl‘_zqﬁkz. Hence, for k = 4 we obtain

32
(Tow) = = — 20y + O i) =%

a5h
10 M7 g

r“zz

2
Tor Hy[Wa](w).  (302)

Similarly, for £ = 3 and k = 4 relation (298) yields

5
3rha£:3(l'sw) = MS rl/fz 37 (MS rwz 3 M4 r¢£ 3)

+O(rm 1) 25 2 Hw(w) (303)

6
35M6

For the blow-up estimates, we can see from the non-decaying results above that
both frequencies ¢ = 2 and £ = 3 ought to contribute to the leading term of the
asymptotics. In particular, for £ = 2 we have established above that

(£=2) (f 2)

4k k=2 k—3 k—2
e LA LR [y 1+ D 2w,

+ A (M) - h +A2(M) Sy + A3(M) - D,

Gy

Thus, using Theorem 9.3 we obtain the following asymptotic along H™

1
0+ hg, (1, w) = Y ay  Ha[al(w) - T 4+o(r’<*47) (304)

5M7( !

On the other hand, we consider relation (298) for £ = 3 and we obtain quite similarly
as above

(3)

6 a4
O hy,_y (1, 0) = (D —

5 age Hlwale) T fro () @0s)

Now, we pass the above estimates for the scalar  to the corresponding tensor o,
using the elliptic identity below
2)

k|2 k
Jo b :g(/m‘v'“*‘
2 1
:g[az+1)'z(z+1>—z</sgm

0f he

2
)} (306)
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For k < 4, we use the decay estimates (299-301) and the equation above to obtain
L% —decay for V’gr ay. The L™ (Sf ) estimate comes from commuting with the angular
momentum operators and using the Sobolev inequality on the sphere.

Now let k > 5, then note that the tail of the sum (306) decays uniformly in ¢ for
frequencies £ > k — 1 and we only have to deal with the first k — 2 terms of the sum.
However, the dominant behavior comes from the frequencies £ = 2 and £ = 3 along
H* and thus we obtain

k+1
/ )WaJr Oy
2 r
Sr,M

2 1 [4k @ ?
A k—a -
=— <—> H3[Wy]r %8

Thus, by changing the parameter k we can write the above estimate as

v

k+5
H de_ Oy

@ :ck~rk+(’)<tk7%), Vk>0, 1
M

where

1 (4 + 4)a(2) ? 1 6a. ? ’
2,k 2 2,k 2
=|=— Uol+ — | —= Y

ck 12 < 5M7 ) ol 60 (35M6) 1wl

O

Remark 10.3 As opposed to the gauge invariant quantities f,, 8, which their behavior
is dominated by their £ = 2 frequency asymptotically along H ™, the extreme curvature
component ¢, is dominated by both £ = 2 and ¢ = 3 frequencies.

11 The negative spin Teukolsky equations instability

We show that solutions to the negative spin Teukolsky system exhibit an even
more unstable behavior compared to the positive spin case. In particular, the
LZ(Sg’ ) —norm of the extreme curvature component ¢, does not decay asymptot-
ically along the even horizon H ™. In other words, no transversal derivative of the
aforementioned quantity is required for the instability to manifest.

First, we obtain decay estimates outside the event horizon H™ using the transport
equations, and then, we derive decay, non-decay, and blow-up estimates asymptotically
along H ™. As opposed to the positive spin case, where we obtained estimates using
only the Regge—Wheeler system and their transport equations, for the corresponding
negative spin quantities we need to use the coupled Teukolsky system they satisfy in
order to close the estimates.
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11.1 The negative spin components

We are interested in obtaining estimates for the gauge invariant quantities o, , f and g

in the exterior up to and including the event horizon H ™, which satisfy the following
relations with respect to the Regge—Wheeler solutions

F= Ly (1),
‘ < ' (” L> (307)
p=—VYa (rslc*-é*).

Kx

They also satisfy the following relating equation, which we use later on to obtain
estimates for o,

(F),OKLV“* (r%cfg,,) = <(F)p2 + 3,0) r3/c,,L + r3/c,,'D§ (é*) (308)

*

Here, all quantities with star subscript are expressed in the rescaled frame N, and we
recall that

3 9 2D
T=2— D_, * = T, )
=yt Dy =

(309)

Once again, it will be more convenient to work with the corresponding scalar quantities
derived by the tensors above. In particular, we introduce the following notations

hy = r*P1Pr(a,)
hi == r*PiPa(f).

hg = rPi(B,). (310)
¢ =r"DiD; (1F> :
¥ =rP (g)

Using standard elliptic identities from Section 2, (307) yields the following equations
for the above scalars

¢ =2r%, (hi) o, (rzDhD

£=2r5av (hﬁ) +roy <r4Dhé> (311)
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while the relating equation (308) yields for the scalar 4, after we project to the Ey
eigenspace,

2 M W 2
eq <rD hge) = == (1= 4VD)hy +r5h . W= —1(t+2)
-t —

(312)

D2

One final rescaling of the above scalars allows us to write all equations to follow more
concisely and perform computations more easily. In particular, let

f=rhy, bi=r*h

b B a:=r’hy (313)

then we may write (311) as

= 0,2/) + 9, (D : i) o

A
¥ =3(2b) + 0, (D - b)

\lHNIH

Moreover, the relating equation (312) now reads
1M , w? 2M M
;7(230(6_1() + Dd,a, +2D c_ze) = 25b,+ =5 (1=4VD)f +D'5a,.
(315)

11.2 Negative spin Teukolsky system

We write the Teukolsky equations of Section 3.3 with the coefficients expanded in the
N, frame and we obtain

2 2D
O@rfy) = D'(r) V3« (rfy) — ;74*(Ff_*) + <r_2 - DN(F)> ris
M 2D ,
+ " <W4*Q,, + (T +2D (”)) Q*>

4 2+/D aM 2
Ole,) =20/ ()Y (@) — - Ve, - ‘r/z—(z - VDo, - =5 (%L - ;L)

—k

0GB,) = D'(r)V3(B,) — %Wm (B, + riz (3 —8VD + 4D) rB

2
L8 <ﬁ> dfvf, + D - AlB. al.

r

(316)

where A[é , ] is an expression depending on dfve, and up to one e3«—derivative of
é*; see p. 41, [28], pp. 133-134 [29]. Using elliptic identities from Section 2, we obtain
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the corresponding Teukolsky system for the scalar rescaled quantities a, f and b, as
defined in (313), when supported on the fixed frequency £. With respect to the ingoing
Finkelstein-Eddington coordinates the system reads

M\? 2 , 1M ,
O =— (7> fJ—;av(&)—D(r)arfJ-i-;T(Zav(aJ)-l—Darge+2DaJ>

4 (M\? 4 , 4M
D(@):—r—z — aJ—;av(ge)—ZD (r)arge‘f';TarfJ

Uby)

2 (M)\? 8 (M\? 2 ,
72(7) bJJrf(T) fJ—;BU(Q)—D(r)E)erJrD-A[Qg,gg]-
(317)

~

Using the relating equation (315) we can rewrite the Teukolsky equation for f so
that it is coupled only with » modulo a term with a factor of D(r) in it, i.e.

2 (M w? 2 , M1
(318)

11.3 Decay for for é* and a, away from the horizon H*.

We repeat the ideas of Section 10.1 for the transport equations (307) and the relating
equation (308). This time we omit most of the details involved as the procedure is
identical to that of Section 10.1, however, we examine more carefully the two main

differences that manifest when controlling the negative spin quantities. First, we prove
the following lemma.

Lemma 11.1 Let f, F be two scalar functions satisfying
eyr (rmef) =i, F, m,n >0 (319)
then the following energy estimates hold near future null infinity IVT?
/V pRm=m—k=3 2 C_/v p2m=m—k=2 2 4 C/v k1+2 F2, Vk>0
I I2n{r=R} e
(320)

for a constant C > 0 depending on M, k and R of Section 8.

Proof We multiply relation (319) with "'« f and we obtain
ey ( 2m an ) =2Kf+lrmf-F
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Now, dividing by r? for ¢ > 0 we have

eq (r2"“q/(3”f2) — e4*(r*q)r2m/<f”f2 = 2Kf+]rquf -F

However, div(eq) = @, and note e4» = 20, + Do, in ingoing coordinates, thus
we write

div (rzm_qkfnfz . e4r) ++D <q«/5 — 2) rzm_q_lkf"fz
=2k, (X"} f) - F

1
< eer_qu"K*fz + —r 9k, F?
€
Letg =k + 2, for k > 0, and pick € = ]A{, then obtain

k M 4 Kk,
div (rzm_k_zlc*z"f2 . e4*> + /D (=D —2— ) k=32 2 < AL F?,
2 r k rk+2

Note k, = %, and thus there exists R large enough such that

) ok ok 1
div <r2(m n)—k 2f2 ) 64*) 4 p2m=m)—k 3f2 < Crk+3 P2
for a constant C > 0 depending on k, M and R. We apply the divergence theorem on
the I7? region to conclude the proof. Note, the null vector e4» is normal to the boundary
null hypersurfaces O, and thus no such terms appear in the estimate. O

Estimates near future null infinity IVTT]Z. Already, comparing the above lemma to the
corresponding Lemma 10.1 of Section 10, we see that k appears with the opposite
sign. This leads to weaker decay rates in r for the negative spin Teukolsky solutions.
In particular, the transport equations (307) yield for the corresponding scalars

ey (r3/<,,hi) = Ky Q

5 ~ | = .
ey (r /c*hﬁ) =Ky Y.

(321)

We see that for 45 we have m = 3,n = 1, and thus, applying the above lemma for
k =8, where 0 < § < 1, we obtain

1
/ 1"3_6—2]’1
e

71

(gl \S)

1
< Cﬁ r*7hs + C[ ¢ (322)
I2n{r=R} - 2 rome—

71

The second term of the right-hand side above is controlled in Proposition 8.2 for
any § > 0, while the timelike boundary term is treated by applying the divergence
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theorem in the region D(t1, 172) := R(t1, ©2) N{r. < r < R}.Using also the transport
equations for A iz hg, and coarea formula we obtain

(f o lizero izl e
c o P2t 2B r2 e

1 7

2
T T
<Cc)’ ( /E i [Wlns, + 7, (T 0ng + /O
i=1

2 2 2
+ﬁ B+ R
iN{re<r<R} - -

The remaining first-order derivatives are controlled similarly as in Section 10.1, and so
do we obtain estimates in the intermediate region D(t1, 12). In the following paragraph,
we examine a degeneracy that manifests close to the event horizon H™T.

Estimates near the event horizon . The main issue we are faced with near the
horizon can be already seen in the proof of Lemma 11.1, where the estimates degenerate
on H™T. This is due to the occurrence of stronger trapping on H ™ for the negative spin
Teukolsky solutions, which also leads to a stronger instability as we will see in the
coming Section 11.4. Nevertheless, we show how to obtain pointwise estimates in
the exterior which degenerate, however, on the horizon. In this paragraph, we will
be working with the transport equations (314). Fix M < r. < 2M and let A, =
R(t1, 1) N{M < r < r.}, then we have the following lemma.

l<aug,<>z> (323)
r

71

Lemma 11.2 Let f, F be two scalar functions satisfying
20,(f)+0.(D- f)=F, (324)

with respect to the ingoing coordinates (v,r, 0, ¢), then for any a € [%, 1) and
71 < 12, we have

ﬁ DA f? +/ prtaf? < Cﬁ DY 4 c/ F2, (325)
£, A Ac £ NA, A,

for a constant C > 0 depending on M, r., a and -, .

Proof Leta € [% 1), then we multiply relation (324) with D¢ - f and we obtain

2M D'+a D!ta
av(D“f2)+r—2D2+“f2+8r( 5 f2>—8,< 5 >f2=D“f-F

Now, using the fact that div(d,) = 0 and div(9,) = %, we obtain

Dlita M 1 Dlta
diU Daf28v+ f28r + _2D%+a__8rDl+a__ f2:DafF
2 r 2 r
(326)
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By simplifying the above expression and applying Cauchy-Schwarz on the right-hand
side, we get

14+a

D 1
div <D“f23v + f28r> + D= (1—a—eD" + @=2VD) f2 < = F?
€

Thus, choosing € = § > 0 and r, close enough to r = M, we apply the divergence
theorem in A, and we find a positive constant C depending on M, r., a such that the
estimate of the assumption holds. O

Remark 11.1 Note, a = % is the smallest value for which the above lemma holds, for

if we take a < %, then D2 > D3+ near H* and the term we obtain after applying
Cauchy-Schwarz in the last line cannot be absorbed in left-hand side one.

With the help of the second Hardy inequality (Lemma 5.2) we show a slightly
stronger estimate which allows us to obtain better pointwise decay for the negative
spin Teukolsky solutions in the exterior.

Lemma 11.3 Let f, F be as in the assumptions of Lemma 1 1.2, then there exists §g > 0
such that for any 0 < § < 8¢ the following estimate hold

/ D%*afz—i—/ leafzscf D%*5f2+C/ 2
3o, NA. A 3 NA. D
+C f D' [@,F) + @ FY]
A.UD

for a positive constant C depending on M, r., rq, 8o, and X, .

Proof Let § > 0 to be determined in the end, then repeating the steps of the previous
lemma fora = % — § we arrive at

D' 2M 1 D'
div <Di—5fzav + fzar) - (—ZDH - D' ) f?

r r

72f D_ZF
s L F
<eD f+
Dz

Now, choosing € > 0 small enough we can absorb the first term of the right-hand side
in the left one. However, we still need to treat the second term of the right-hand side.
For that, we apply the second Hardy inequality for the regions A., D(t1, 72) and we
obtain

( F )2 ~ 2 A 1-8 2 F ’
/ ; SCfF+C/ D' @,F)’ + D |3, ;
A \D(r)2 D AUD D(r)2

(327)
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where the constant C depends only on M, r., r4 = R and (. However, we have

ZaM —a-1
D 2 F

F
0 (——)=D",F—aD™*'9,D-F = D%, F —
D(r)4

Thus going back to (327) we obtain

2 2
/ ( F) = free] D”@v”z+Dl"3<8rF>2+<6/2>2(Fa)
A \D(r)2 B AUD Dl

. F \2
—c@ 2)2> (D(r)“)

)
< 6/ F2+é/ DI @, )2 + D185, F)?
D A.UD

(328)

Thus, there exists a small enough 8y > 0 such that (1 —C (8/2)2) is uniformly

positive definite for any 0 < § < §p. Hence, for any 0 < § < §p, applying the
divergence theorem for the relation at the beginning concludes the proof. O

In view of the transport equations (314) for f and b, we apply Lemma 11.2 for
a=1-4,0 <48 « 1, and using coarea formula we obtain

( Dz—“ +Dz—5b2> dt
Cf f +Dl—5122+f ¢2+w2
zflmAf Ae

2
< cf D' 24 pp? 4 C </ JI W nk ) (329)
£.04 T rre), g, 0T

i=1

IA

Next, we apply Lemma 11.3, coarea formula, and Theorem 4.2 to get

1%) 1 1
/ (/ e S “b2> dt < c/ D270 f2 4 p270p?
71 Xz NA Zrl NA. -

+C Z (/V JT[E:']"%II +Jg[Tj£i]n;1)

i,j=1
(330)

Using the transport equations (314) and commuting them with the Killing vector field
T and the angular derivatives we derive estimates for the first-order derivatives of
f, b. With these local integrated energy estimates in hand, we use the above lemmas
(slightly modified) for the transport equation (315) to show energy estimates for a as
well. Using as ingredients the energy estimates in each respected region above and
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applying the dyadic sequence argument we show quadratic decay for the energy of
h j s h 'g and hg .

Corollary 11.1 Let 0 < § K 1, then there exists C > 0 depending on M, >0, 8 and
norms of initial data such that

1
<C-,

I 4

1= 7.5 1
r DAY by, | < C-

) (331)

Blw
1l

3 3 4 =)
rTDi_f-hn rz D -h

k]

Q| =

|=c

B,

forallr > M, t > 1, and all admissible frequencies ¢ € N. In addition, fix ro > M,
then using standard elliptic identities of Section 2, and Sobolev inequalities we obtain
the following pointwise decay estimates away from the horizon H*

1
T = el sz,

<,
— 0
L°°(55,r) v-r 2

—k —k

< Gy (332)

forall » > rpand v > 0.
11.4 Estimates for L, é* and a, along the event horizon H*

First, we prove estimates for § , ,B* along the event horizon H ™. For that, we use
the Teukolsky equations they satisfy and the transport equations relating them to the
Regge—Wheeler solutions g, p, for which we have already obtained estimates in

the previous sections. In view of g7, p satisfying the same equations as the positive

spin equivalent, g7, p, the same estimates holds for the negative spin scalar quantities
¢, ¥ asin Section 9. As far as the tensor o, is concerned, we obtain estimates by using
the induced relating equation (315) in addition to the above.

In order to understand the dominant behavior of Teukolsky solutions of negative
spin asymptotically along the event horizon H*, it suffices to only study the quantities
&:2, b,_, anda,_, supported on the fixed harmonic frequency £ = 2. For shortness,
we will often neglect the “¢ = 2” subscript in the equations.

Theorem 11.1 Let i, ﬁ* be solutions to the generalized Teukolsky equations of neg-
ative spin, then for generic initial data the following estimates hold asymptotically
along H, forall T > 1

e Decay

_1
Sw T

—%

LS 4p)

|5

—k

L2824 "~
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e Non-Decay and Blow up

k+1 k k=1
|v5s Je \/_ = fi ¥, 7+ O (7F)
k+1 3 k—1
V58, ¢ f ———bi - HalWy] - T4+ O (77F)
forallk > 0, where Hy[¥,] := || Hy[Y¥Y, ”SZ VY © > 1, and the coefficients fi, by
are given by
1 1 1 (k+3)!
= — ) , by = —————
Jier= g e T 20 eME T 3

Proof We begin by studying the induced scalars and b,_,. First, we show the

f

L 0=2
decay estimates. We evaluate the Teukolsky equation for f on the horizon H™* and we
obtain

4 6 4
T(Zariﬁ-ﬁi)—mi:—mi-i-mé

On the other hand, differentiating the transport equation for f and evaluating it on H*
yields

_ _ 2
TQof)=M"d¢—M 2Q—mi
Combining the equations above and the transport equation for f produces

4 2 -1 -2
sl o= M0+ M. (333)

Following the same procedure for the Teukolsky and transport equations satisfied by
b, we obtain

T<28b+—4b)——6b_—8 .

r= = 2_ 2_
8 10 (339
-1 -2

= M0y My = f b

Thus, solving the system (333,334) yields the expressions

6 1 2
mlg_ —0y — 28¢+ lﬁ— ¢

Mi =309 - Ma,ng M?‘ mﬂ’

and using Corollary 9.1 we obtain the decay rates of f, b along the event horizon HT.
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To show the non-decay estimates we consider a d,-derivative of the Teukolsky
system and we consider sufficiently many 9d, —derivatives of the transport equations
to express all components in terms of f, b, ¢ and . In particular, the equation for f
yields

5 4 4 6 12 2
T\20: L+ 5000 =35 ) —mari+—3i+—23ri

4

10 2
= _mari‘f' Wi‘f‘ _zarll 2 rf

M4
4 2 10 6
= St b =079 - 29+ 2f—|—M3_ (335)

Using the same approach for the equations of b we obtain

8 10 5 2 24 30
Ma f+M28 31//— 3£+mi+ﬁé (336)

Note that the coefficients of 9, i , 0-b terms in the equations above are the same with
the top order ones in (333,334). Solving the system once again yields

6
w2
10 2 26
el =S00 3 PY Rt v+

2 4 4
d,b ——a,l// 200 — Y+ -—¢p+—f+—b
M M M M (337)

(t=2) (£=2)

Consider the decomposition of ¢, ¥ in terms of W —, W,
1 1y 1 o)
T VEACET Ve
" _ 1 \[1(2) 1 \11(2)
—=2" 10M 2 " 5M !

then, using the conservation laws of Theorem 6.1 and the decay estimates of Theorem
9.2 for the expressions in (337) we obtain

0b = —%Hz[ J+06h

1
0 f = 5o0r Hal sl + O™ 0,

and thus concluding the non-decay estimates of the proposition.

Finally, to obtain the blow-up estimates we use induction on the number of deriva-
tives. Note that the k = 0 case corresponds to the non-decay estimates shown above.
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Assume the expression of the assumption holds for all s < k, k > 1, then we consider
af“ —derivatives of the Teukolsky system and we use the same procedure as above.
In particular, for the equations of f we obtain

2 6
T (28’{<+2i+ 8’1,{+1 <;i> r=M> M2 8f+li

+ [("; 1)D”(M) + ("T 1)R’(M)} oy
4

k+1

(338)

+ D”(M)mai‘*‘g + LI g}

<k <k-2_ . . . . . . .
where L[f~ ,b™ ,a~ ]is an expression involving 9, — derivatives of the underline
quantities up to the order of their respective superscript. Differentiating the transport
equation for f as well we obtain

1
T(20 f) = o° (-¢> — gt (D : f) , Vs>0
L P L
and thus the previous equation yields

mak“f -2ty = af”g + L™ 1+ LT T (339)

Note that the term of 8;‘_1 a in (338) was absorbed in the L[ i Sk, l_)ik] term. We can

do this by taking 85_1 — derivatives of the Teukolsky equation for a and using the
relating equation (315) we express 8}“1 a in terms of lower derivatives of itself and
derivatives up to order k of both f, b. By consecutively repeating the same procedure
for the remaining lower order derivative of a we eventually write it only in terms of
derivatives of f, b.

We repeat these steps for the equations of b and we obtain

2 U R= Vil BET)
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Once again, after solving the system formed by (339,340), using the induction assump-
tion for all derivatives up to order k and using Theorem 9.3, we obtain

1 M3
3 b(r, w) = Mmaf”\yz( o)+ OF

= (D" Bo[W,)() - 7 + O )
1 < < <,
O f(r ) = —ZOMak“\y;” + 2™ e T LT e

= (=Dffi Bo[W,)(0) - T% + Ok 3)

asymptotically along the event horizon H™, for any k > 1.

One can proceed similarly to show estimates for fz and b,, for all frequencies £. Of
course, the higher the frequency £ the more 9, —derivatives we must take for the non-
decay and blow estimates to manifest. Nevertheless, using standard elliptic identities
and the results of the dominant frequency projection £ = 2 we conclude the estimates
of the assumption. O

Non-decay and blow up estimates for a, on HT.

Now that we understand the behavior of f, b asymptotically along the event horizon
‘H™, we can prove estimates for the rescaled scalar extreme curvature component @ of
spin -2. In particular, we see that it does not decay along the event horizon, and any
transversal invariant derivative we consider leads to blow-up asymptotically on H ™.
Then, estimates for o, follow by standard elliptic identities.

Theorem 11.2 Let o, be solutions to the generalized Teukolsky equation of -2—spin,
then for generic initial data the following estimates hold asymptotically along H™,
forallt > 1

e Non-decay
lolg =~ Tl 0 (+F)
.2 S?,M «/EMZ 30 40 ,
e Blow-up
[Vhe|: - el 0 (P Vi

where Ha[W,] := || ngz[gz]” 2, Vt>1and

L1 (k+3)!
T30 2M)k 31
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Proof First, we show the corresponding estimates for the induced scalar @ supported
on the fixed frequency ¢ = 2. For the non-decay estimate, we begin by taking one
dr—derivative of the relating equation (315) and after we evaluate it on the horizon
{r = M} we obtain

1 f- ié (341)

4 2 2
TQha)+yna = oo f+om0b—onf— 153

M T 2

On the other hand, we write down the Teukolsky equation for @ and evaluate it on the
horizon H™ to get

4

6 2
T (23r£+ MQ> = mﬁ‘i‘ Mari,

while evaluating the Teukolsky equation for f on Ht, written as in (317), yields

T 2 =T129 4
() =7 (202 57).

Thus, plugging in the last two relations to (341) and using the transport equation for
J gives us

16 2

3 3
wl T aptt oyttt el O

2 2
—a = _Mari+ maré“‘

However, from Proposition 11.1 we have that the last four terms decay; taking the
limit for the first two yields

a= —%arﬁ %arw O(r™1) = % (—— - —) Ho[W,] + O(x ™)

T—>00 1
= a(t,0) — —%Hz[iz](w)-

In view of H>[W5] being almost everywhere non-zero on Sg ) for generic initial data,
we obtain the non-decay result of a.

To obtain the higher-order blow-up estimates we use induction on the number of
derivatives. The base case k = 0 corresponds to the non-decay results proved earlier.
Assume the proposition holds for all s < k — 1, k > 1, then we consider kK many
9, —derivatives of the Teukolsky equation for ¢ and evaluate it on the horizon H™* to
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obtain

k+1 k % _i k k 7" k / k
T<23r a+o, (rc_z ) T apdrat |, )PTAD + (| JR(M) | 8,a

4 k 4 1=
= ——ifa - 2<I)D”(M)afg+ AN cla

(343)

On the other hand, we may write the relating equation (315) as
2 2 D
T(a) = —b+ = (1 - 4\/D) f—2D'(r)a— Dda+ —a
Mr r = r

and by taking k + 1-many derivatives of the above and evaluating on H* we obtain

s 2 s 2 K s " s " s—1
TQ0fa) = o 500b+ -0 f — | 2( )P ) + () D"(M) | 877 'a

+£~[i<51’]2<xl’g<s2}

Thus, plugging the above expression in (343) for all s < k + 1 yields

6 2 2 P
St =i — LT b

Now we can use the blow-up estimates of Proposition 11.1 and the inductive hypothesis
to get

1 1
oa@) = (-1 (gbk — M) HolW)(@) - 7t + 0 (v55)
2 1
- (—1)k+1§bk H¥, ) -t +0 (rk 4)

and in view of %bk = ¢, we conclude the estimates for a. Finally, using standard
elliptic identities we show the estimates of the assumption for the tensor ¢, . O
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