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Abstract In this article, a novel CoCoSo (Combined
compromise solution) method based on Frank operational
laws and softmax function is investigated to handle mul-
tiple attribute group decision-making problems for
T-spherical fuzzy sets. We extend Frank operations in
T-spherical fuzzy environment and develop a series of
aggregation operators, including T-spherical fuzzy Frank
softmax (T-SFFS) average and geometric operators, and
their weighted forms, i.e., T-SFFS weighted averaging (T-
SFFSWA) and T-SFFS weighted geometric (T-SFFSWG)
operators. Some of their basic properties and particular
cases are discussed. Meanwhile, the monotonicity of pro-
posed operators is also analyzed, and it is discussed that
how they indicate the decision-makers’ optimistic and
pessimistic decision attitudes with risk preference. Fur-
thermore, a novel CoCoSo method based on Hamming
distance measure is proposed, which considers both deci-
sion-maker’s decision attitude and attribute priority, and a
multiple attribute group decision-making framework with
two independent and parallel T-spherical fuzzy information
processing processes are designed. Lastly, a real case of
spent power battery recycling technology (SPBRT) selec-
tion is presented to show the practicability of the proposed
method. Also sensitivity and comparative analyses are
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carried out to prove the reliability, effectiveness, and
superiority of our proposed method.
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Abbreviations

3PRL Third-party reverse logistic

AD Abstinence degree

AO Aggregation operator

AOLs Algebraic operational laws

CFS Classical fuzzy set

CoCoSo Combined compromise solution

DEMATEL Decision-making trial and evaluation
laboratory

DM Decision-maker

DOLs Dombi operational laws

FNs Fuzzy numbers

FOLs Frank operational laws

GMIR Graded mean integration
representation

HFEs Hesitant fuzzy elements

HFWA Hesitant fuzzy weighted averaging

HFLEs Hesitant fuzzy linguistic elements

IFS Intuitionistic fuzzy set

IFWA Intuitionistic fuzzy weighted averaging

IFWG Intuitionistic fuzzy weighted geometric

IVIFNs Interval-valued intuitionistic fuzzy
numbers

IVIFWA Interval-valued intuitionistic fuzzy
weighted averaging

IVNNs Interval valued neutrosophic numbers

INNWAA Interval valued neutrosophic weighted

arithmetic averaging
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MAGDM Multi-attribute group decision-making T-SFDPWG T-SF Dombi prioritized weighted
MD Membership degree geometric
MULTIMOORA  Multi-objective optimization based on T-SFDRM T-SF direct relation matrix
the ratio analysis with the full T-SFFS T-spherical fuzzy Frank softmax
multiplicative form T-SFN T-SF number
ND Non-membership degree T-SFS T-spherical fuzzy set
NIS Negative ideal solution T-SFFWA T-spherical Frank weighted averaging
OLs Operational laws T-SFFWG T-spherical Frank weighted geometric
PAO Prioritized averaging operator T-SFWA T-spherical fuzzy weighted averaging
PFS Picture fuzzy set T-SFWG T-spherical fuzzy weighted geometric
PFNs Picture fuzzy numbers T-SFFSA T-spherical fuzzy Frank softmax
PFWA Picture fuzzy weighted averaging average
PFWG Picture fuzzy weighted geometric T-SFFSWA T-spherical fuzzy Frank softmax
PIS Positive ideal solution weighted average
PLEs Probabilistic linguistic elements T-SFFSG T-spherical fuzzy Frank softmax
PyFS Pythagorean fuzzy set geometric
PyFNs Pythagorean fuzzy numbers T-SFFSWG T-spherical fuzzy Frank softmax
PyFWA Pythagorean fuzzy weighted averaging weighted geometric
PyFWG Pythagorean fuzzy weighted geometric =~ T-SFWAI T-SF weighted average interaction
PyFWPA Pythagorean fuzzy weighted power T-SFWGI T-SF weighted geometric interaction
averaging T-SFWGMSM T-SF weighted generalized Maclarurin
q-ROFS g-Rung orthopair fuzzy set symmetric mean
q-ROFWA g-Rung orthopair fuzzy weighted VIKOR VlseKriterijumska Optimizacija [
averaging Kompromisno Resenje
q-ROFWG g-Rung orthopair fuzzy weighted WHM Weighted Heronian mean
geometric WPM Weighted product model
RN Rough number WSM Weighted sum model
RNDWAA RN Dombi weighted arithmetic
averaging Notations
RNDWGA RN Dombi weighted geometric a, by, N2, 1 Non-negative real numbers
averaging ac(o) Accuracy function of T-SFN ¢
SFS Spherical fuzzy set 0 T-SEN of 3
SFWA Spherical fuzzy weighted averaging D' Individual T-SFDM by the #-th
SFWG Spherical fuzzy weighted geometric expert
SIFWA Softmax intuitionistic fuzzy weight Dy(61, 67) Hamming distance between two
averaging T-SFNs
SIFWG Softmax intuitionistic fuzzy weight di Initial T-SF evaluation value of
geometric alternative i w.r.t. attribute j by
SPBRT Spent power battery recycling expert ¢
technology d;f)* Complement set of d;;’
SVNNs Single-valued Neutrosophic numbers o, 8,» Closeness degree of alternative
SVNWA Single-valued Neutrosophic weighted i with optimistic (Y = 1) and
averaging pessimistic decision type (Y = 2)
TODIM Portuguese acronym meaning E Expert set
Interactive Multi-Criteria Decision e The #-th expert
Making EM™ Extended group T-SFDM with
TOPSIS Technique for Order Preference by decision type Y
Similarity to an Ideal Solution f0) Score value of T-SFFSWA
T-SF T-spherical fuzzy representing a function with respect
T-SFDM T-SF decision matrix to parameter 0
T-SFDPWA T-SF Dombi prioritized weighted o Softmax function with parameter x
arithmetic D Weighted softmax function with
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1 Introduction

The multi-attribute group decision-making (MAGDM)
integrates the alternative preference information given by
multiple decision-makers (DMs) into group preference
information, and the constructed theory is used to select the
best of limited options [1]. Recently, the MAGDM has turn
into a hot topic in modern decision-making field. However,
the actual group decision-making problems have become
more complicated with the rapid development of economy
and society. Many scholars face great challenges in
depicting the ambiguity, uncertainty, and personality
preference of individual opinions and views in the evalu-
ation process.

For MAGDM problems, the expression of evaluation
information and the determination of optimal alternative
are the two most critical topics. In the expression of
evaluation information, there may be three types of
uncertainty in the evaluation information. It may be caused
by fuzziness, randomness, and incomplete information. In
order to deal with such uncertainty of evaluation infor-
mation, scholars have proposed many theories to express
and process, such as classical fuzzy set (CFS) [2], intu-
itionistic fuzzy set (IFS) [3], Pythagorean fuzzy set (PyFS)
[4], g-rung orthopair fuzzy sets (¢g-ROFSs) [5], picture
fuzzy set (PFS) [6], spherical fuzzy set (SFS) [7], and
T-spherical fuzzy (T-SF) set (T-SES) [7], and so forth. In
contrast, the T-SFS is the most novel generalized fuzzy set,
and it has greater expression space and freedom. In terms
of methods for determining the optimal alternative, in
addition to various aggregation operators, many alternative
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Fig. 1 The overall system framework of this research

ranking techniques are prevailing in literature, such as
TOPSIS (technique for order of preference by similarity to
ideal solution) [8], VIKOR (VlseKriterijumska Opti-
mizacija I Kompromisno Resenje) [9], MULTIMOORA
(Multi-objective optimization based on the ratio analysis
with the full multiplicative form) [10], TODIM (Por-
tuguese acronym meaning Interactive Multi-Criteria
Decision Making) [11], and CoCoSo [12]. Although these
methods can solve the alternatives ranking problem, the
most suitable one must depend on the structure of the
decision-making problem.

Yazdani et al. [12] introduced and developed a decision-
making technique named the CoCoSo. The traditional
CoCoSo method uses a comparison based on the weighted
average of the values in the initial decision matrix. The
weighted average is performed by multiplying the standard
value of the alternatives by the standard weight in two
ways. The first method involves applying a weighted sum
model (WSM) in which each weight of the standard is
multiplied by the normalized value of the initial decision
matrix. The second method means that the weighted pro-
duct model (WPM) is used to calculate the overall relative
importance of alternatives. After defining the weighted
values of the criterion functions of the alternatives, their
aggregation is performed in order to obtain a unique
ranking index. Aggregation is performed by implementing
three pooling strategies applied to each given alternative.
Each strategy defines its own internal ranking, and the final
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ranking index further improves the ranking. Finally,
aggregation is performed by using the cumulative equation
that defines the final rank of the alternatives [12]. The
procedure of this method is based on the combination of
trade-off strategies. Its calculation is simple and the results
obtained are reliable. However, the WSM and WPM in the
existing CoCoSo methods fail to cope with the MAGDM
problems by considering the DMs’ decision-making atti-
tude with risk preference. Therefore, keeping the advan-
tages of T-SFS and CoCoSo, it is of great significance to
realize an improvement of CoCoSo method in T-SF envi-
ronment for determining the priorities of alternatives in
MAGDM.

Against the analysis above, the aim of this paper is to
develop an improved CoCoSo method within the envi-
ronment of T-SFSs for handling MAGDM problems. To
this end, we give an overall system framework of this
paper, as shown in Fig. 1. The main contributions of this
paper are summarized as follows:

(1)  We extend FOLs in T-SF environment and propose
some AOs based on FOLs and softmax function, and
the basic properties and particular cases of these
AOs are also explored. We make clear the important
meaning that the monotonicity of proposed AOs can
reflect the DMs’ decision attitudes with risk
preference.

(2) In the T-SF environment, we extend the DEMATEL
(Decision-making trial and evaluation laboratory)
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method which considering the association of attri-
butes to determine the subjective weights of
attributes, and utilize the similarity measure to
calculate the attributes’ objective weights. Then,
we obtain the attributes’ combination weights.

(3) We build the MAGDM framework based on
improved CoCoSo method. This framework is
divided into two processes of independent and
parallel information processing: optimistic and pes-
simistic; The T-SFFSWA and T-SFFSWG operators
are used to replace WSM and WPM in traditional
CoCoSo method; The performance values of alter-
natives are defuzzified by distance measure to
calculate the relative closeness.

(4) The practicability of the proposed method is verified
by solving a real case of the SPBRT selection
problem, and then we demonstrate the effectiveness
and superiority of the improved CoCoSo method
through sensitivity analysis and comparative study.

The rest segments are arranged. In Sect. 2, the literature
review is presented. In Sect. 3, we briefly review some
related notions. We extend T-SFNs’ Frank operations and
propose some AOs for T-SESs, the properties and special
cases are discussed and the monotonicity of the proposed
AOs is analyzed. Then, we construct the MAGDM
framework with T-SFNs based on improved CoCoSo
method. In Sect. 4, we present a real case of SPBRT
selection to illustrate the effectiveness and application. The
managerial implications are presented in Sect. 5. In
Sect. 6, the conclusion is remarked and direction is given
for future work.

2 Literature Review

The literature analysis presented is related to three main
streams: generalization of fuzzy sets, Frank t-norms and
softmax function, and CoCoSo method.

2.1 Generalization of Fuzzy Sets

The CFS [2] proved to be an effective means for evaluation
information description and is widely used to deal with
information modeling problems, but CFS is not competent
to describe the uncertainty of human cognition of things,
because there is only membership degree (MD)
7(x) (0 < 1(x) < 1) in CFS. Atanassov [3] proposed a
binary form composed of MD t(x) and non-membership
degree (ND) ¥(x) (0 < ¥(x) < 1) with the condition that
the sum of both the degrees must lies in the unit interval [0,
1], and called it intuitionistic fuzzy set (IFS). As compared

with CFS, the IFS can describe more detailed assessment
information but it was observed that the condition 7(x) +
(x) < 1 creates problems for the decision makers, because
it is possible that t(x) + ¥(x) > 1. To handle this draw-
back, Yager [4] initiated the notion of Pythagorean fuzzy
set (PyFS), whose 7(x) and ¥(x) meet the conditions: =
x) + 192(x) < 1. Later on to facilitate the decision makers,
Yager [5] further designed more generalized notion of g-
rung orthopair fuzzy sets (g-ROFSs) based on the PyFSs to
meet t9(x) + ¥9(x) < 1 (¢ > 1). Obviously, the g-ROFSs
have lager decision scope and more free to express views
than IFSs and PyFSs.

Although the above discussed notions of IFSs, PyFSs,
and that of g-ROFSs attained great achievements but they
can handle only the cases involving only either “yes” and
“no,” but in real life there are many cases, like voting,
where these theories fail [6]. To handle this issue the notion
of picture fuzzy set (PFS) was introduced by Cuong [6],
which is a triplet composed of MD (z(x)), ND(¢(x)), and
abstinence degree (AD) ¥(x) (0 < Y(x) < 1), and meets
T(x) + Y(x) + J(x) < 1. The 3D description of informa-
tion by PFSs is obviously more powerful than the 2D
description of IFS and its generalizations like PyFSs and g-
ROFSs. In 2019, Mahmood et al. [7] proposed a new
concept of spherical fuzzy set (SFS) to solve the decision
problem with ©(x) + ¥(x) + ¥(x) > 1. The SFS is char-
acterized (t(x))* + (Y(x))> + (I(x))* < 1. Meanwhile, a
generalized concept of T-spherical fuzzy (T-SF) set (T-
SFS) ( () + W) + W) <1 (g = 1) was
advanced by Mahmood, et al. [7] The “Yes,” “Abstain,”
“No,” and “Refuse” in DMs’ opinions are expressed with
higher freedom. Obviously, the T-SFS has generalizability,
and the CFS, IFS, PyFS, ¢-ROFS, PFS, and SFS are special
cases of this concept under certain conditions, and a
comparison of these fuzzy sets is listed in Table 1.
Recently, many scholars have developed numerous
aggregation operators (AOs) and some ranking techniques
in the T-SF environment. The aggregation technology of
T-SFS has been considered by many scholars. Some
scholars have proposed some T-SF AOs based on Alge-
braic operational laws (AOLSs) [7, 13—15]. For example, the
Maclarurin symmetric mean, Muirhead mean, and the
power average operators have been all extended for
T-SFSs. As the characteristics of AOLs cannot reflect the
flexibility and generality of operational rules, several
scholars further proposed some T-SF AOs based on the
Dombi [10], Einstein [16], and Hamacher [17] operational
laws. In addition, the AOs based on the interactive opera-
tional laws were investigated for the interactive relation-
ship between three functions in T-SF numbers (T-SFNs) to
elude counterintuitive phenomena in process of informa-
tion fusion [11, 18-20]. There are a few relevant studies on
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Table 1 Comparison of existing fuzzy sets

Fuzzy sets  Characteristic Decision Degree of information Freedom of information
dimension description expression
CFS [2] 0<tx) <1 One Medium Fair
IFS [3] (x) + Jx) < 1 Two High Slightly big
PyFS [4] 2(0) + P(x) < 1 Two High Big
¢-ROFS X)) + Hx) < g > 1) Two High Extremely big
[5]
PFS [6] (%) + Yx) + vx) <1 Three Very high Slightly big
SES [7] 72() + P2x) + () < 1 Three Very high Big
T-SFS [7]  9(x) + y9(x) + 99 (x) < 1(¢ = 1) Three Very high Extremely big

T-SF ranking methods. For example, Mahmood et al. [10]
proposed the T-SF Dombi prioritized weighted arithmetic
(T-SFDPWA) and T-SF Dombi prioritized weighted geo-
metric (T-SFDPWG) operators and improved the MUL-
TIMOORA method for T-SFSs. Ju et al. [11] advanced
some interactive AOs and extended the traditional TODIM
method with T-SFNs. Ullah et al. [21] developed some new
dice similarity measures to modify the method.

2.2 Frank t-Norms and Softmax Function

It is worth noting that Frank #-norm and s-norm [22] is the
only operational form with compatibility characteristics in
above operations, which has better generality, flexibility,
and robustness in dealing with information aggregation to
overcome the defects of AOLs. Since the Frank f-norm and
s-norm can be degenerated into Lukasiewicz and Algebraic
operations under special conditions, it has been applied to
define the operational laws in various fuzzy theories, such
as IFSs [23], Hesitant fuzzy sets [24], PyFSs [25], g-ROFSs
[26], PFSs [27], and single-value neutrosophic sets [28].
Combined with the previous T-SF AOs review, we find that
there is no research on developing new AOs based on
Frank operations in the T-SF environment. Therefore, it is
necessary to extend the existing Frank operational laws
(FOLs) and develop some novel T-SF AOs based on the
T-SENs’ FOLs.

The prioritized averaging operator (PAO) was first
introduced by Yager [29] to solve the information fusion
problems when there is a priority relationship between
arguments. As it can make the decision-making process
more realistic, it has been widely used by many scholars
[30-33]. However, the PAO can represent the priority
relationships between arguments, but it can neither
describe the degree of priority relationship nor flexibly
adjust the level of priority relationship according to the

@ Springer

actual decision facts. In other words, the existing PAO
lacks flexibility and generality. Therefore, we introduce the
softmax function to remedy this defect. The softmax
function is the extension of Logistic regression model on
multiple classification problems, which has been widely
used on deep learning [34], decision analysis [35, 36] and
other fields. The softmax function can effectively depict
the priority relationship between decision variables in dif-
ferent decision-making environments [35]. For example,
Torres et al. [36] first extended softmax function to hesitant
fuzzy sets and developed some AOs. Yu [35] developed
two AOs based on the softamx function in IFSs. Thus,
since the softmax function contains exponential function
and a modulation parameter, it not only has the charac-
teristics of non-linearity, monotonicity and boundedness
[35], but also can show stronger generalization and deci-
sion-making flexibility than the existing PAOs. Currently,
there is no relevant study on softmax function in T-SF
environment.

2.3 CoCoSo Method

It is very important to determine the optimal alternative in
decision analysis. The CoCoSo [12] is a decision-making
method based on combination and compromise perspec-
tives, which has the advantages of avoiding decision-
making compensatory problems and realizing internal
equilibrium of final utility, as well as relatively low com-
putational complexity. At present, this method has been
extended and applied to different decision environments,
such as CFSs [37], PyFSs [38, 39], ¢g-ROFSs [40], rough
sets [41], PFSs [42], SFSs [43], and interval type-2 fuzzy
sets [44]. Obviously, the CoCoSo method has attracted
extensive attention from scholars. The existing CoCoSo
methods are studied in MAGDM problems, as shown in
Table 2. However, these methods still have some
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Table 2 Research on existing CoCoSo methods in MAGDM problems

References ~ Value  AOs for individual WSM/WPM  De fuzzy technique  Consider the Consider the Applications
types information S —— decision attitude or  priority of
; OLs  Flex .
aggregation risk preference arguments

Wen et al. HFLEs WSM AOLs No  Score function No No Logistics
(2019) service
[60] providers

selection

Wen et al. PLEs Weighted average AOLs No  Integration function No No Cold chain
(2019) AO logistics
[61] management

Yazdani RNs RNDWAA or AOLs No - No No Location
et al. RNDWGA selection of
(2020) logistics
[41] centers

Zhang et al. HFLEs WSM AOLs No  score function No No Supplier
(2020) selection
[62]

Ecer et al. FNs Arithmetic mean AOLs Yes GMIR No No Sustainable
(2020) supplier
[37] selection

Liao et al. PyFNs  PyFWPA AOLs No  score function No No distribution
(2020) center
[39] selection

Deveci etal. FNs WHM AOLs Yes GMIR No No Traffic
(2021) management
[63]

Mishra et al. HFEs HFWA AOLs No  score function No No 3PRL provider
(2021) selection
[64]

Svadlenka PFNs - DOLs Yes 2-steps defuzzifi- No No Last-mile
et al. cation method delivery
(2021)

[42]

Alrasheedi IVIFNs IVIFWA AOLs No  score function No No Green growth
et al. evaluation
(2021)

[65]

Cui et al. PyFNs PyFWA AOLs No  score function No No Internet of
(2021) Things
[66] adoption

barriers

Rani et al. SVNNs SVNWA AOLs No  score function No No Renewable
(2021) energy
[67] resource

Liu et al. PyFNs PyFWA AOLs No  score function No No Medical waste
(2021) treatment
[68] technology

Yazdani IVNNs INNWAA AOLs No  deneutrosophication No No Sustainable
et al. function supplier
(2021) selection
[69]
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Table 2 continued

References ~ Value  AOs for individual WSM/WPM  De fuzzy technique  Consider the Consider the Applications
types information B —— decision attitude or  priority of
aggregation OLs  Flex risk preference arguments
This article T-SFNs T-SFFSWA and FOLs Yes Distance measure Yes Yes SPBRT
T-SFFSWG selection

OLs operational laws, HFLEs hesitant fuzzy linguistic elements, PLEs probabilistic linguistic elements, RNs rough numbers, RNDWAA RN
Dombi weighted arithmetic averaging, RNDWGA RN Dombi weighted geometric averaging, FNs fuzzy numbers, GMIR graded mean integration
representation, PyFNs Pythagorean fuzzy numbers, PyFWPA Pythagorean fuzzy weighted power averaging, WHM weighted Heronian mean,
HFEs hesitant fuzzy elements, HFWA hesitant fuzzy weighted averaging, 3PRL third-party reverse logistic, PFNs picture fuzzy numbers, DOLs
Dombi operational laws, IVIFNs interval-valued intuitionistic fuzzy numbers, /VIFWA interval-valued intuitionistic fuzzy weighted averaging,
PyFWA Pythagorean fuzzy weighted averaging, SVNNs single-valued Neutrosophic numbers, SVNWA single-valued Neutrosophic weighted
averaging, IVNNs interval valued neutrosophic numbers, INNWAA interval valued neutrosophic weighted arithmetic averaging

shortcomings: (1) the traditional CoCoSo method has not
been promoted to T-SF environment for research and
application; (2) The weighted sum model (WSM) and
weighted product model (WPM) in existing CoCoSo
methods do not consider the priority relationship between
input arguments; (3) The evaluation information of alter-
natives is basically processed by WSM and WPM based on
AOLSs, which can neither reflect the flexibility and gener-
ality of the decision nor depict the decision attitude or risk
preference of the DMs; (4) Although the CoCoSo method
has a compromise decision-making mechanism, there is
still a lack of research on the compromise of DMs’ oppo-
site decision attitudes or risk preferences. Therefore, to
remedy the above defects, it is necessary to improve the
traditional CoCoSo method under T-SF environment.

2.4 2.4 Research Gaps

The following research gaps have been identified.

(1) T-SFSs are an advanced type of fuzzy technique,
which can handle higher levels of vagueness or
indeterminacy and provide freedom in expressing
decision-making preferences. However, there are
few ranking methods with T-SF information in
solving MAGDM problems. As a result, it is
necessary to extend appropriate ranking technique
in T-SF environment, such as CoCoSo method, to
enrich T-SFS decision-making theory system.

(2) The FOLs and softmax function have not been
studied in the T-SF environment, but combining
their advantages, we can integrate the FOLs and
softmax function in T-SF context and develop T-SF
average and geometric operators, so as to highlight
the ability of these operators in the aspect of
generalization of information processing, decision
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flexibility and monotonicity of DM’s decision
attitude.

(3) The CoCoSo method, which is a very popular and
influential decision-making tool, has not been
extended before using T-SFSs. Meanwhile, the
existing WSM and WPM have no flexibility, ignore
priority of argument and do not consider the attitude
or preference of DMs. Thus, a new aggregation
operator is needed to replace WSM and WPM to
improve the CoCoSo method in T-SF context.

(4) How to effectively solve the T-SF MAGDM prob-
lems? We need to build a novel T-SF methodolog-
ical framework based on the improved CoCoSo with
decision attitude as well as approve its effectiveness
in the real-world context of selecting SPBRT.

3 Preliminaries
3.1 T-Spherical Fuzzy Sets

Definition 1 [7] Let X be a universe set, then the form of
T-SFS is described as below:

S={{x; (r(x), Y5 (x), Vs (x))) | € X} (1)

where 15(x), Y4 (x), 95 (x) are, respectively, the MD, AD,
and ND of element xe$ in X, that is,
15(x), Y5 (x),95(x) € [0,1], and meeting 0<ti(x)
+Yd(x) +94(x) <1, g>1 for VxeX. In addition,
ng(x) = /1 — L (x) — Y& (x) — 9% (x) is called the degree
of refusal. For simplicity, the T-SFN is represented as a
triplet oft, y andv, and denoted as ¢ = (z, ¥, V).

Definition 2 [11] For a T-SFN ¢ = (z, ¥, ), the score
function sc(d) and accuracy function ac(d) are defined as:
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sc(8) = w (2)

ac(0) =1+ Y+ (3)

To compare the two T-SFNs d; = (ty, ¥, ¥;) and
05 = (2, Yo, 1), the comparative rules are as follows:

(1) If sc(d1) > sc(d,), then O is greater than J,, namely,
51 > 52,

2) If sc(8)) = sc(5,), then (i) if ac(d,) > ac(o,), then §;
is greater than J,, namely, 6; > d,; (ii) if ac(d)-
= ac(d,), then d, is equal to J,, namely, §; = J5.

Definition 3 [7] Let 6 = (1, Y, ¥), &; = (11, Y1, ¥y), and
0> = (T2, Y, ¥,) be three arbitrary T-SFNs, then their
operational rules are described as below:

W) @6 = (/T =T, i)

2) R = (rlrz, SITTANT 9T, /T + 0
—J13);

(B) 56— (m,w’ﬁn} 0> 0:

“ = (r"’ V1= (1 =y /11 _194)'7),
n > 0.

Definition 4 [10] For two T-SFNs d; = (13, ¥/, ¥;) and
05 = (12, Y2, ¥,), the Hamming distance between them is
defined as:

S Z R CAR]
‘ _”2| (4)

Definition 5 [45] For two T-SFNs d; = (13, ¥, ¥;) and
05 = (12, Yo, 1U,), their similarity measure is defined as:

i +yiys + 019]
VEDR+ 2+ 097 /() + (0)?

§(01,02) = e
+ (0]

(5)

3.2 T-Spherical Fuzzy Frank Softmax Aggregation
Operators

In this section, we first extend some FOLs for T-SFNs, then
we develop a series of AOs based on the FOLs and softmax
function to fuse the T-SFNs, and further a family of par-
ticular cases is analyzed. We also analyze the monotonicity
of the AOs with respect to the parameter.

3.2.1 T-Spherical Fuzzy Frank Operational Laws

Definition 6 [22] For any two real numbers a, b € [0,1],
Frank product and Frank sum are described as below:

(0= 1)(0" - 1)

t(a,b) = a®p b =1logy| 1 + 01 ; s(a,b)
(Ql—a _ 1)(9]—17_ 1)
=a®rb=1-logy| 1+ -1
(6)

where 0 € (1, + o0). The Frank operations have two par-
ticular cases: (1) If € — 1, the Frank product and Frank
sum are reduced to the Algebraic operations, namely #(a,
b) =xy and s(a, b) =a + b-ab. 2) If 0 - + oo, the
Frank product and Frank sum are reduced to the Lukasie-
wicz operations, namely #(a, b)) - max (0, a + b-1) and
s(a, b) —» min (a + b, 1).

We extend the FOLs of T-SFNs based on the Definition
6.

Definition 7 For!- Query ID="Q1" Text="Definitions
have been renumbered while sequential sorting. Please
check and confirm." —> two T-SFNs 0, = (13, ¥/, ¥;) and
0y = (T2, Yo, 1¥,), with ¢ > 1 and n > 0, the FOLs of
T-SFNs are described as below:

1-¢ 1—¢
(1) 0 ®rdr= <\/1 —log9<1 +%)
4 01 —1y(0"s —
\/log() (1 + ( 9)51

1>>7 \q/ 10g0
0”'1 1)(0" - 1 .
<1 ( «9)(1 >> )’

(2) 01®Fd = <i’/10g0(1 +%),{’/1 — log,
O one'2-n\ |,
I+ {/1 —logy
0170‘]’71)(0149371 )
(1 + === ));
0 AN
3) nro= <\/1 - log()(l + ((9_]1)'71') )v\]/ log,
gl 1y o 1y
<1 + Eoll):),), </log9(l + 20]1),})1>);

¢ 1y
“4) (51)AF17 = <\/log0<l +%>, /1 —log,

(014/(71),, oy (01719‘]’71).,
<1 T >,\/1 log9<l oy ).
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It is easy to prove that the above calculation results are
still T-SEFNs, which is omitted.

Theorem 1 Let 6 = (z, ¥, 9), 6, = (11, ¥y, 91), and
0> = (T2, Y2, ¥,) be three T-SENs, 0y, N>, § > 0. Then their
operational properties are as below:

(1) 61 BF 02 = 02 BrF 01

(2) 61 ®F 02 =02 ®F 015

(3) n-r (61 Brd2) =n-Fb®rn-For
4 npO®rnyro=(n +n) Fo;
5) S\ OF SN — §/F '11“12)

(6) 5;\1”1 5/\F'1 (51 ®F 52)/\F’7

3.2.2 Some T-Spherical Fuzzy Frank Softmax Aggregation
Operators

Definition 8 [35] As a generalized form of logistic
function, the softmax function is defined as:
" exp(7i/x)

D) =0 === k>0  (7)

> i1 €xp(T;/x)
where k is modulation parameter. For a set of T-SFNs, the
sc(0;) is the score function of T-SFN 0;, and the T; is
obtained by the following Eq. (6):

{Hz 1 5¢(31)

¢K(i7 Tl ; TZa .-

i=23,..,n

i=1 ®)

We can find that the value of softmax function is in the
range of [0, 1] and satisfies Y . , ¢¥ = 1. Yu [35] and
Torres et al. [36] both believe that it has the properties of
nonlinearity, monotonicity, and boundedness.

Definition 9 Suppose 9; = (t;, ¥;, ¥) (i =1,2,..,n) is a
family of T-SFNs, then the T-spherical fuzzy Frank soft-
max averaging (T-SFFSA) is defined as:

T — SFFSA(01, 83, ., 0,) = G (0 -5 6;) 9)
i=1

where qb . 5 satisfies drelo, ]S, =1,

Zl:odula 10n parameter and Kk > 0.

T = H, 190(51)(1 =23,...n), Ty =1, and sc(d;) is the

score function of T-SFN §,.

@ Springer

Theorem 2 Suppose 9; (i = 1, 2,..., n) is a collection of
T-SFNs, g > 1, 0 > 1. Then the aggregation result of T-
SFFSA operator in Eq. (9) is still a T-SFN, i.e.,

T — SFFSA(8,, 05, ...,,)

. n AN
- 1—1og9<1+H(91n_1) )
i=1

' 1ogg<1+f[<0*“ - 1)4)?), (1)
i=1
' log, (1 + H (979' — l) )

Proof The Eq. (10) is easily proved to be a T-SFN, we
omitted it. The Eq. (10) is proved for n by mathematical
induction.

When n = 2, by Definition 7, we have:

q 10g9<1 +%>’

\ 10g0<1 +((Zm):7)iﬁ>

p log()(l +ngil_Tiﬁ>7

q loge(l +%>
Then
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T — SFFSA(31,82) = ¢ 1 81 S 5 1 02

I=1+logy | 1+
0 0-

.
1—logy| 1+

logy| 1+

.
logy | 1+

. (0" — )% (0% — 1%
$ log, (l + W

Since ¢} + ¢5 =1, so we get
T — SFFSA(3,,5,)

) (014‘,’ _ 1)¢:(014‘1’ _ 1)¢§ . (()w‘{ _
:<$l—log“<l+W sy |logo| 1+ (

2
= (/1 —log0<1 +]J 0 -

i=1

i=1

2 -

! log(;(l—f—H 1—1 ¢h>

1)¢:L> )

1)¢?(0W§ _
0— 1)‘/’?*4’5"

Which means that the Eq. (10) holds for n = 2.

If the Eq. (10) holds for n = m, i.e.,

T — SFFSA(81,05,...,0m)

= .l1-1log, <1 + H(@lfff’l -

i=1

qlog(;(l—f—ﬁ 1—1 )

i=1

i=1

! logo(l—i—H 0% — 1)% )

When n = m + 1, we can obtain

1)¢3>

T — SFFSA(81,82, - -, 0m, Omi1) = T — SFFSA(81,82, - ., 6) ®F O F Omr

= (d 1 —log(,<1 +H(6171y _ 1)¢7>’
i=1
q log{;(l +H(()W‘,: _ UW)’JIO&’(] "'H(M _ 1)457))
= =1
q (01*%. _ 1)¢2,+,
q (9'/‘7,,\1 _ 1)‘/’2"'
logy| 1 +—F—1,
0( (O 1)4’””1’1
q (6’%\\ _ 1)4’;”1
logy| 1 + ———
0( (60— 1)‘/’«,”\*1
‘ (H 0 - 1)¢7>(9‘ G — )P
= 1 —logy| 1 +~=L — 1

(O — 1) )
‘ (H (0 - 1)¢7>(91*wf1.,, — 1)Pn
1 1 i=1 ‘ T
T (0 — DXL -
. (ﬁ (0" - )(017% )t
1 1 i=1
e (0 — 1) oD

Since Z'"H ¢F =1, we can obtain

T — SFFSA(31,02, - . ., Oy Omst)

m+1
1—10g9<1+H 0% — 1)% )

i=1

m+1
Ilog()<l+H '_1 )

m+1 _
' log, (1 + H (0" — 1)‘7"‘>

i=1

So, which means that the Eq. (10) holds for n = m + 1.

Hence, the Eq. (10) holds for all n. Therefore, the proof
of Theorem 2 is complete.

According to Theorem 1 and Theorem 2, we can easily
prove that the T-SFFSA operator has the following
properties:

Theorem 3 Suppose 6; (i = 1, 2,..., n) is a family of
T-SFNs,
(1)  (Idempotency). If 0; = 0, then

T — SFFSA(51,527...,5 ) =0.

(2)  (Monotonicity). Ifé (i=1,2,..,n)is also a set of
T-SFNs, and 6; < 5, , then

T — SFFSA(81,0,,...,0,) <T — SFFSA(6},85,...,87)

»¥n
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(3)  (Boundedness). If

P~ =ming; = (min(r,) max(x//) ( )5
Pt =maxd; = (max(‘cl) mln(t// ), m ( )5 then.
P <T- SFFSA(él,éz,... ) <Pt

Definition 10 Suppose J; (i = 1, 2,..., n) is a family of T-
SFNs, w = (wl,w2,...,w,,)r is weight vector, and
erle w; = 1, w; > 0. The T-SFFSWA operator is defined
as:

T — SFFSWA(S1, 8, ..., 6,) = @ (D -5 5)) (11)
i=1

where @ = " e;pT/K T (k > 0) satisfies @ € [0,1]

S ,@“_1;" 1‘[[ Vse(8))(i = 2.3,...m), Ty = 1, and

sc(d;) is the score function of T-SEN 6,.

Theorem 4 Suppose 6; (i = 1, 2,..., n) is a collection of
T-SFNs, g > 1, 0 > 1. Then the result by applying the
Eq. (11) is also a T-SFN, and even.

T — SFFSWA(d1,0,,...,0,)

¢ = 0 oF
= 110g9<1+1_[(01 T'fl) ),

i=1

a logy (1 + H (0‘/’/ - 1)4)?‘)’
' log, (1 + f[ (9”7 — l)d)f>

i=1

(12)

Similar to the proof of Theorem 2, which we omit here.

Definition 11 Suppose J; = (t;, ¥;, 9;) (i = 1,2,..,n) is a
collection of T-SFNs, then the T-spherical fuzzy Frank
softmax geometric (T-SFFSG) operator is defined as:

T — SFFSG(81, 05, ..., 8,) = @p(8:)" % (13)
i=1

where qﬁ = CXPCZ/"T) 5 satisfies ¢ € [0,1] >0, ¢ =1,

g;odulg 10n parameter and K > 0.

T, = Hl 1sc(é;)(z =223,...n), Ty =1, and sc(d;) is the
score function of T-SFN 0,.

Theorem 5 Suppose 6; (i = 1,2,..., n) is a set of T-SFNs,
qg>1, 0> 1. Then the aggregation result of T-SFFSG
operator is still a T-SFN, i.e.,

@ Springer

T — SFFSG(8y,0,, . ..,0,)

a - q o
= log, (1 + H (97" — 1) ) ,
i=1
‘ T (g1 ¢
1 —log, 1—|—H(0 A—l) ,

i=1

‘11— 1og0<1 + H (01"9? - 1)“)

i=1

Similar to the proof of Theorem 2, it is omitted in here.

According to Theorem 1 and Theorem 5, we can easily
prove that the T-SFFSG operator has the following
properties:

Theorem 6 Suppose 6; (i = 1, 2,..., n) is a family of

T-SFNs,

(1) (Idempotency). If i
T — SFFSG(61,02,...,0,) = 0.

(2) (Monotonicity). If 8 (i = 1, 2,...,
of T-SFNs, and §; < Si*, then.

0, then

n) is also a family

T — SFFSG(6, 05, ...,
05,y 00).

(3) (Boundedness). If.
P~ = min é; = (min(t;), max(y;), max(d;)),
Pt =maxJ; = (maxl(r[),minl(t//i), mjn(lﬁi)), then.

P<T- SFFSlG(él,(Sz,l. . 8) §1P+.

82) <T — SFFSG(S",

Definition 12 Suppose 9; = (7;, Y;, V) (i = 1,2,...,n) is a
family of T-SFNs, w = (wy,wy,.. .,w,,)T is the weight vector,
and D%  w; = 1, w; > 0. Then the T-SFFSWG operator is
defined as:

n

T = SFFSWG(31,03,. ., 0) = Cr (3 N (15)
K w; exp(T;/x) . K

where @' —Z enn(1,7 (k > 0) satisfies @ € 0,1]

SO =1, T, =[] sc(d)(i =2, 3,...n), Ty = 1, and

sc(d) is the score function of T-SFN o,

Theorem 7 Suppose o6; (i = 1, 2,..., n) is a collection of
T-SFNs, g > 1, 0 > 1. Then the aggregation result of T-
SFFSG operator in Eq. (15) is still a T-SFN, i.e.,
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T — SFFSWG(8,, 6, ..., 5,)

= [ Jl1og, (1 + ﬁ (Grg _ l)cbf()’
11— log, (1 + ﬁ (elﬂp? B 1)@)) (16)

‘1~ log, (1 + H (01"9? - 1)@‘)
i=1

The proof emulates from Theorem 2.

3.3 The Family Analysis of Proposed AOs

We can obtain the following several particular cases under
different decision scenarios.

Theorem 8 Suppose 6; = (t;, Y, V) (i = 1, 2,...

Jamily of T-SENs, w = (Wi, ws,...
and 31, w;i = 1, w; > 0. Then.

,n)isa
,wn)T is the weight vector,

1) Ifqg=1,y;=0, 0 > 1, then the T-SFFSWA and
T-SFFSWG operators are reduced to the softmax
intuitionistic fuzzy weight averaging and geometric
operators, i.e., SIFWA and SIFWG [35].

lim 7' — SFFSWA,-1(81, 62, ., 6,)

= SIFWA(01, 02, .. .,0,)

n wiexp(7T; /) n wiexp(7; /x)

= I—H(I—T ’.l:MexpT/ ’H (%) Z wi exp(T; /1)

i=1 i=1

(17)
(19111% T — SFFSWGqZI(él,éz, oy 5,,)
= SIFWG(81, 55, ..., 3,)
n 4'; iex(7i/x) n i exp(7; /)
— H (T,’)Z w; exp T/K _ H (1 _ Zizlwiexp(ﬂ/ls)
i=1 i=1
(18)
2) If gq=1, y;=0, Kk > + 00, 0 = 1, then the

T-SFFSWA and T-SFFSWG operators are reduced
to the intuitionistic fuzzy weighted averaging and
geometric operators, i.e., IFWA and IFWG [46].

2)11’1’{ T — SFFSWqul((Sl,éz, ce ey 5,,)

K—+00

= IFWA(31,05,. . .,0,)

_ (1 _ H (1— r,-)w",ﬁ (19,«)W"> (19)
i=1

i=1

E)IIT} T — SFFSWqul(él, 52, ceey 5,,)

K—+00

= IFWG(81, 55, ..., 5,)

= (H (@)1 -0 - &)”"’) (20)

i=1 i=1

B) If g=2, y;=0, Kk > + o0, 0 > 1, then the
T-SFFSWA and T-SFFSWG operators are reduced
to the Pythagorean fuzzy weighted averaging and
geometric operators, i.e., PYFWA and PyFWG [47].

éll’l’} T — SFFSWquz((S],éz, ce ey 5,1)

K—+00
= PYFWA(8,,6,...,8,)

)W’> (21)

})III} T — SFFSWGq:z(él ; 52, ceey 5,,)

- <\/1—H(1—r§)w", ¢
i=1 i=1
K—+00

= PYFWG(0,,05,...,0
( (%) \/ Hl—W) (22)

@ Ify; =0, > + o0, 0 > 1, then the T-SFFSWA
and T-SFFSWG operators are reduced to the g-rung
orthopair fuzzy weighted averaging and geometric
operators, i.e., ¢-ROFWA and g-ROFWG [48].

lim 7 — SFFSWA(31,02,. ., 3y)

K—+00

=q— ROFWA(él,éz, <+ 0n)

(l)lﬂ} T — SFFSWG(él,éz, N .,5,1)

K—+00

=q— ROFWG(51,52, “eey 5n)

(H i — f[1_194 ) (24)

i=1 i=1

=

S Ifg=1 k- + o, 8 > 1, then the T-SFFSWA
and T-SFFSWG operators are reduced to the picture

fuzzy weighted averaging and geometric operators,
i.e., PFWA and PFWG [49].
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élrl} T — SFFSWAqZI((S],éz, ce ey 5,1)

K—+00

— PFWA(3,,6, ..., 5,)
= (1 — H(l — ‘C,')Wi,
i=1

(l)ln} T — SFFSWGq:1 (51752, ceey 5,,)
K——+00

= PFWG(01,03, . ..,0,)

=<ﬁ@WJ—ﬁU—%WJ—ﬁU—%W>

i=1 i=1 i=1

(25)

z:
=
=
N—————

i=1 i=1

(26)

©) Ifqg=2 K-> 4+ oo, 8 > 1, then the T-SFFSWA
and T-SFFSWG operators are reduced to the
spherical fuzzy weighted averaging and geometric
operators, i.e., SFWA and SFWG [50, 51].

})if} T — SFFSWA;—»(01,02,...,0,)

K—+00

= SFWA(61,03, ..., 6,)

—(%—ﬂﬂ—@WWWMﬂJﬂW

lim T — SFFSWGy(01, 2. ... 6,)

=
=
0
S
—
3
~—

K—+00
= SFWG(5,03, . .., 0,
( \/ H 1 . w, 1— H( _ 1912)%)

(28)

T If «k > 4+ o0, 0 > 1, then the T-SFFSWA and
T-SFFSWG operators are reduced to the T-spherical
fuzzy weighted averaging and geometric operators,
i.e., T-SFWA and T-SFWG [52].

z)l_rﬂ T — SFFSWA(01, 02, ..., 0n)

K—+00

=T-— SFWA(él,éz,...,é,,

lim T — SFFSWG(01, 02, ..,0,)
K—+00

=T — SFWG(01,02,...,0n)

(1o {f-11o-

@ Springer

@®) Ifk - + oo, then the T-SFFSWA and T-SFFSWG
operators are reduced to the T-spherical Frank
weighted averaging and geometric operators, i.e.,

T-SFFWA and T-SFFWG [53].
lim T — SFFSWA(61,63, ..., 0,)

K—+00

=T — SFFWA(d1,5,,...,0,)

11— 10g0<1 + H (014;’ _ 1) ;>,
i=1

(31)
Nog, [ 1+ T (0% = 1)),
ow (11107 1))
og [ 1+ T (0 —1)"
oe (1411 (07 1))
lim T — SFFSWG(51,62,..,6,)
— T — SEFWG(31,55, . ., 6,)
—{ thogy (11T (6% = 1)),
0g0< +g( ) )
(32)

11— log, <1 +]1] (91"”5' - 1) [>,

i=1

‘1~ log, (1 + H (01*7’? _ 1))

i=1

9 If g=1, kK> 4+ o0, 0> + oo, then the
T-SFFSWA and T-SFFSWG operators are reduced
to the picture fuzzy traditional arithmetic weighted
mean operator, i.e.,

911m T — SFFSWqul(él,éz, caey (3,1)
——+00
K—+400

= 0111’1’1 T — SFFSWGq 1(5],52,...,5,1)
— 400
K—+00

= (i wir[,lzlwilpi,iwiﬂo (33)
p =1 p

(10) If g=2, k> + o, 08— + oo, then the
T-SFFSWA and T-SFFSWG operators are reduced
to the spherical fuzzy traditional arithmetic
weighted mean operator, i.e.,
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Hllm T — SFFSWA,—5(81, 0, . . .,0,)
— 400
K—+00

= 011m T — SFFSWG,—(61, 02, ..
— 400
K—+00

= <\/Xn: wit?, \/Xn: wil//?, \/Xn: wﬂ%) (34)
i—1 i=1 =1

Remark 1 1t is worth noting that parameter x (x > 0) can
reflect the priority relationship among decision variables,
which means that DMs can flexibly choose the value of k
according to the actual decision situation. The smaller the x
value is, the more obvious the priority relationship between
decision variables is; otherwise, the less obvious the pri-
ority relationship between decision variables is. When
K — + oo, the priority relationship between decision
variables is not considered, i.e., T-SFFWA and T-SFFWG,
see Egs. (31, 32).

200

3.4 Monotonicity Analysis on Parameter 6

In this subsection, we analyze the influence of parameter 0
on the monotonicity of the T-SFFSWA and T-SFFSWG
operators. Furthermore, we also analyze the relationship
between the two operators.

Theorem 9 For a set of T-SFNs, the score value of
aggregation result calculated by T-SFFSWA operator
decreases monotonically with 0, while the score value of
aggregation result calculated by T-SFFSWG operator
increases monotonically with 0.

Proof We first prove that the score function of the
aggregation result calculated by T-SFFSWA operator
decreases monotonically with 6. From Definition 2, the
score function of Eq. (12) can be obtained.

sc(T — SEFSWA(1, 55, .. .,8,)) = £(0)

_;<2 1°g"<1+H(01 1) )
_10g9<1+H )

(G ))

Let F0)= 32— 8(0) = log(1

—|—log9<1—|—H( 1—1) > +
i=1

We take the first-order derivative of f(0) with respect to
0, then

n O n . ayp—!
0 )y
a1 2

do- (1 ﬁ(e“”— )q)‘ In0

q @7 <1>' agi !
I1 (91// ) e‘w“'f’A
+z:1 i=1
(1 H 9*”‘-’—1) ')me
n 7 qw"e" -1
g( ) T
(1 1‘[ 9?% —1) ’)me
Since 0>1, 0<w7t, Y, v, O®F <1, then
07 1% >0, 1-1/>0, 0°7>0, 07 —-1>0;
0" —1)% >0, 0" >0,0"" —1>0; (0" — D™ >0,
071 >0,0'""" —1>0.
So, %9 >0, and since f(0)=1(2 — g(0)).

Hence, f(0) decreases monotonically with 0, namely, the
score function of the aggregation result calculated by the
T-SFFSWA operator decreases monotonically with 0. In
the same way, the score function of T-SFFSWG operator
increases monotonically with 6 can also be proved to be
true. Therefore, the Theorem 9 holds.

Remark 2 The T-SFFSWA and T-SFFSWG operators
have monotonicity with respect to parameter 6 (0 > 1),
which indicates that DMs can choose the value of param-
eter 0 flexibly to express their risk preference. In the actual
decision-making situation, if 6 — 1, the T-SFFSWA
operator means that the DMs seek to get positive results
(i.e., risk seeking), while the T-SFFSWG operator means
that the DMs averse to obtain negative results (i.e., risk
aversion). On the contrary, if 6 - + oo, the T-SFFSWA
operator indicates that the DMs have the preference of risk
aversion, while the T-SFFSWG operator show that the
DMs have the preference of risk seeking.

Theorem 10 If o, (i = 1, 2,..., n) is a family of T-SFNs,
then the T-SFFSWA operator is greater than the
T-SFFSWG operator, i.e., T-SFFSWA (0, 0»,..., 0,) > T-
SFFSWG (01, 02,..., 0,), (0> 1,k >0,q > 1).

Proof Let the score function of T-SFFSWA (4, »,..., ,,)
be sc(A) and the score function of T-SFFSWG (64, 0,,...,
0,) be sc(G). According to Eq. (2), we have.
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o o condition in Definition 1, that is, 0<t&(x)+ Y& (x)
sc(A) == |2 —log, 1+H 0 1) +0% (x) < 1.
i=1

Then,
sc(A) — sc(G)

- % (2 ~ log, (1 + ]J (0‘*17 _ 1)@)
—log, (1 + ﬁ (9‘/’7 - l)m;\)
i~
n . o
—logo(l +E (019' - 1) >>
_% <log0<l +ili <()T? — l)q}?)

+log, (1 + H (9““/?’ - 1)@)
")

Since the T-SFFSWA and T-SFFSWG operators are T-
SFNs according to Theorems 4 and 7, and they satisfy the

@ Springer

So we can obtain Sc(A) — Sc(G) > 1 > 0.
Therefore, we have proved that T-SFFSWA (64, 0»,...,
0,) > T-SFFSWG (6, 0,..., 0,).

Remark 3 The T-SFFSWA operator is always greater
than the T-SFFSWG operator, which means that the
T-SFFSWA operator is suitable for DMs with optimistic
attitude, and parameter 6 can describe the level of opti-
mistic decision attitude, while the T-SFFSWA operator is
suitable for DMs with pessimistic attitude, and parameter 0
can describe the level of pessimistic decision attitude.

In summary, we can find that different values of 0
contained in the AOs proposed in this paper can indicate
the type and degree of DMs’ risk preference from the
monotonicity in the Theorem 9. The score function of
T-SFFSWA operator shows a decreasing trend in the range
of 6 values. When the DM is risk aversion, a larger
parameter value is taken. When the DM is risk seeking, the
smaller parameter value is taken. However, the score
function of T-SFFSWG operator shows an overall
increasing trend within the 0 value range. According to the
type of risk preference of DMs, the method for taking 6
value is opposite to the parameter value rule in the
T-SFFSWA operator. In addition, the size relationship
between two AOs in Theorem 10 shows that the
T-SFFSWA operator has a higher comprehensive evalua-
tion value and is suitable for optimistic DMs. The 6 also
can describe the level of optimism of DMs, while the
T-SFFSWG operator is suitable for pessimistic DMs, and
the DMs’ pessimistic level is represented by the 0.
Therefore, when the individual assessment information is
fused by the T-SFFSWA or T-SFFSWG operator, the
aggregated result indicates that DMs with decision attitude
(optimistic or pessimistic) can flexibly adjust the type of
risk preference (seeking or aversion) through 6.

3.5 An Improved CoCoSo Method for MAGDM
with T-SFNs

As illustrated in Fig. 2, this paper proposes a T-SF
MAGDM framework based on the improved CoCoSo
method, in it, we establish two independent and parallel
calculation processes according to the characteristics of
proposed AOs in sub-Sect. 3.4, namely the information
processing of optimistic and pessimistic decision attitude
with risk preference. There are three stages here. The first
stage is to collect experts’ evaluation data and construct
T-SF decision matrix (T-SFDM) and T-SF direct relation
matrix (T-SFDRM). In the second stage (steps 1 ~ 4), the
T-SFFSWA and T-SFFSWG operators are utilized to fuse
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Fig. 2 The flowchart of improved CoCoSo method for T-SFMAGDM

experts’ individual evaluation information, and the exten-
ded DEMATEL and similarity measure to determine the
subjective and objective combined weight of attribute. In
the third stage (steps 5 ~ 8), the T-SFFSWA and
T-SFFSWG operators are applied to calculate the perfor-
mance values of alternatives, and the T-SF Hamming dis-
tance is employed to de fuzzy (calculate the relative
closeness degree of alternative).

For an T-SF MAGDM problem, there are m alternatives
s; (i =1, 2,...,m) to form the alternative set as S = {5, 55,
.., Sm). The attribute set is composed of n attributes 5;
G=1, 2,..., n), which is H = {h;, ho,..., h,}, and the
weight vector is @ = (w;, ws,..., ®,)", with w;j € [0,1],
Z;’:] wj = 1. The expert set E = {e, e,,..., e;} is com-
posed of z experts ¢, (t =1, 2,..., 2), A = ()v],)nz,...,/lz)T is
the weight vector of expert set E, and satisfies 4, € [0, 1],
> -1 ~+ = 1. Experts evaluate alternative s; (i = 1, 2,...,m)
according to attribute h; (j=1, 2,..., n), and then the

individual T-SFDM of expert e, is D' = [dgi] ,dy =

mxn
(T, 9, 95) (i=1, 2.,

m;.] = 1’ 2""’ n; t= 1, 2,...
meeting  0< 7, 0 <1 () + (W)

)

» 2),

+ ()

i and

<1(g > 1). Generally, we usually need to normalize D’
and transform it from Eq. (35) to obtain the normalized T-

SFDM R’ = [1yTpsen (i=1,2,,myj= 1,2, n 1= 1,
2,..., 2).

lp ) h e ¥,
o= { 7= (1o e O5) b (35)
v ( ) (19;7 ij? ij)7 hj € lPZ

where (d};) is the complement set of T-SFN dj;, ‘¥, and ¥,
represent benefit and cost attributes, respectively. Mean-
while, expert e, evaluates the correlation degree between
attributes and constructs the individual initial T-SFDRM

N = Mnxn, yo = (W, 950G, 1= 1, 2pm 1= 1,
2,...,2), if j = [, then yj’-, = (0,0,0).

Next, the detailed steps of the improved CoCoSo
method are summarized.

Step 1: We used the Egs. (36, 37) to calculate the pri-
ority weight @ .ua @}; of experts for T-SFDRMs N’ and T-

SFDMs R’ (t = 1,2,..

1

.,Z), respectively.
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,__hee(n/

. ")
SIEGY

it
-l
Doy AeXp (Tfj / ;c)

where T =[]/} se(vh)s Ty = [T, sc(rf) = 2.3..
2), Tu =1. ) is the weight of expert and x is the modu—
lation parameter, k > 0.

Step 2: We adopt the T-SFFSWA and T-SFFSWG
operators to fuse the individual assessment information
from experts in the individual initial T-SFDRMs N (r=1,

2,...,z), and we can use the Egs. (38, 39) to form the group
initial T-SFDRMs R() = [5{! ~and X = ]

respectively. In the same way, we use the Eqs. (40, 41)
obtain the two group T-SFDMs M) = [8,(]'1)} and
mxn

mxn

!
y},) =T- SFFSWA())}I, yjzl, -

k4 o'
=/ 1—1og9<1+H(9‘—(??f>“— 1) )
=1
. : (38)
10g0 1+H( l//11 — ) ,
q log, <1 + H (()(19]’,)4 B 1)@1)
=1
y =T — SFFSWG(3}, 73, ... 7%)
q £ (") @
— | “hog, 1+H(0 / —1) ,
=1
, (39)

Z w.
‘1 —10g9<1 +]1] (01*%‘0" - 1) )
=1
q < 1— (9 )4 m;,
1—logy | 1+]] (0 () 1)

t=1

and
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U’ U’ . 7r[j)

. . log (1 + li[ (917(13)(’ B l)w}/.)
0 11 7
i 40

(| logg (1 + f[ (0(‘%) _ 1)““)7 (40)

=1

/4
a logy (1 + H (9(19 .

t=1

g =T — SFFSWG(rl,r2,....1%)

Z t
= logy| 1+ 0“2-)4_1%),
o1 T (07 1)
ql_k%0<1+I1(w4%v_¢)%>7 (41)

g} =T — SFFSWA(r]

t=1

q 1 — log9 <1 + H (91*(’%)‘4 _ l)tﬂif)
t=1

Step 3: In this step, we extend T-SFDMs, calculate the
objective weight of attribute by T-SF similarity measure
and obtain the subjective weight of attribute by T-SF
DEMEATEL method.

Step 3.1: We construct the extended group T-SFDM EM™"
(Y=1,2).

Yl ) Y27 Tty Yn
Y)NIS Y)NIs r

nis | sl ()Y) g5 (L) . gff()g’s

e = D 811 812 e 8

: T Hoo
Iflyg gYEH llD)lS gwlr(’éls %,1%’;’)15

o fhs
(42)

where the NIS and PIS mean the negative ideal solution
(NIS) and positive ideal solution (PIS) of the group T-

SFDM  M™, g =

respectively,  that  is
(min(t,,) max(lp s max(ﬂij)> and

gj(.Y)PIS = (mlax(r,j) mm(np s m1n(19 ))

Step 3.2: According to the Definition 5, we use the Eq. (43)

to calculate the objective weight for each attribute wg),

(Y=1,2).
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Y Y
(1-s(e”.65)
w. = i (43)

oj
I o, (D) (D)
X (’"1;;}:@#(1 5889 )>>

Step 3.3: Inspired by Giil [54], we extend DEMATEL
method in T-SF environment. The specific steps are as
follows:

(1) Based on the matrix operation, the group initial
T-SFDRMs X" (Y =1, 2) are separated into MD
sub-matrix NM(T), AD sub-matrix NAm, and ND sub-
matrix RV, We employ the Eq. (44) to normalize
the three sub-matrices, respectively, and the normal-
ized MD sub-matrix XM(T), AD sub-matrix XA(Y),
and ND sub-matrix X¥ 7.

. Vil (44)
max { mlax Z;Z:] Vit m]ax > Vil }

(2) We apply the Eq. (45) to obtain three total relation

sub-matrices. Due to the form of
t}ly) = (t;‘;l(l”)7tﬁ(l”)7t;>’(Y)>, we transform the three
sub-matrices into total relation matrix
o= (i),
[tjtl/l(T)} — xM() o (1 _XM(Y))’I; tj}m}

— A o (1 _XAm)’ : {,ﬁm}

— XV (1 - XN(Y)) o (45)

(3) Furthermore, we use the T-SFWA operator [52] (see
Eq. (29)) to sum the rows and columns of the total

influence matrix 7" by T ;T)(F;Y)) and Ajm
(Eq. (46)), respectively, and the weights are all
equal. Then, we utilize the Eq. (2) to compute the

score value for I’ ]m and Ajm to obtain sc(T" ]m) and

sc(Ajm). So, the attribute’s subjective weight is
computed by Eq. (47).

(") _ N ()
Fl _th
j
T — SFWA( ) 7 d0y A

N

Y Y
=1 — SFWA(r" 1), L))

fin T

2

\/(sc(rf*)+YC(A”))2+(W(F ) —se(A™))

M) 1 se(AM )) +(se(rf") = se(Al” ))
(47)

Step 4: The Eq. (48) is adopted to compute the subjective
(1)

and objective combined weight w;’, and then calculate

attribute priority weight values ngr),ng) with Eq. (49).

w) = owl + (1 - p)w!” (48)

S]

oY) = ( exp( K) w@,

ST A

E]Y) eXp( (1)/K)
S e (T30 /) )

where ¢ is the adjustment parameter, we set this
parameter ¢ = 0.5. Y =1, 2, “©”denotes NIS and PIS,
respectively, and

Hp lsc(gtp ) Hp lsc(g(')p)(] 2 3 )
Tff | =To) = 1.
Step 5: The T-SENs of all attributes /; in the extended

group T-SFDM are aggregated by Eqs. (50, 51) to obtain
the performance values of all alternatives.

1 (1 (1

UJ?.I)
= "1—10g9<1+H(Ql (e _]) u>’
. n (‘//(]))q w’(jl)

log, 1+H<9 i 71) ,
=1
19(1) Ejl)
logy| 1+ H ( )

1 1
oy =T — SFFSWA(gGLgEa%, 2 86n)

n ol
=1 .11-1log (] + H (017(18,))" — 1) ex)7
J=1

(1)

q ]0g9<1+H< ‘//e),‘l_ )@>,
19(]) Ug?
! log() 1 + H ( - ) i

(50)
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and

2 2) (2 2
o) =T~ SFFSWG (g g5 .. .s1))

. o
= hogy[ 1+ T (65" = 1) >
(J ou (1 T (07 )
n 1 el n N o)
d 1 - log, (1 +I1 (9‘*“’5”)" _ 1) ) $ 1~ log, (1 +11 (9‘*"3")" _ 1)( ' ))
Jj=1 Jj=1

2) 2) (2 2
pg =T— SFFSWG(g(@i}gEa;, .. .,ggai)

— (J logy (1 + ﬁ (H(Ig/‘)u B 1)("5’) ,
Jj=1

# 1 —logy (1 + H (91 we) _ 1)) $ 1 - log, (1 + H (91 @2y _ 1)>)

]71 j=1

(51)

Step 6: Combined with the T-SF Hamming distance mea-
sure, the Eqs. (52, 53) are used to calculate the closeness

degree 651) and a§2>.

1 1
Du(p!", o\%)

ol = (52)
L 1 1 1 1
Du(0}", o) + Dl pbrs)
2 2
o — DH(@(' g 1(v1)s) (53)

- 2 2 2 2
Du(p”, ovis) + Du(0”, oprs)
In Eq. (52), DH(p(l),p](\,l)S) represents the T-SF Ham-

ming distance measure between p,(-” and p,(\,l,)s The close-

ness degree 651) and 652) are the results of information
processing of experts’ optimistic and pessimistic decision
attitudes with risk preference.

Step 7: Three aggregated strategies for each option are
calculated to indicate the relative importance of each
option.

ol +o?

SHCIEER)
P

- min,-(@lm) * mini(agz)) e

po + (1 - p)o?

~ pmax; (@) + (1 - p) max;(2”)

Kig =

i Kip

(54)

where K;, means the additive normalization of 65” and 652).

K;;, indicates the sum of the relative relations of 651) and
o

652). In K;., p is the compromise coefficient, p € [0,1], and

its value is determined by DMs. Meanwhile, p indicates the
flexibility and stability of improved CoCoSo method.
Step 8: The comprehensive utility value K; (i = 1, 2,...,m)
of each alternative is calculated, and the final compromise
order of the alternatives is determine, that is, the larger K;
is, the better.

. K;. represents the tradeoff of alternatives of 65” and
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Ki = (Kia - Kip - Kic)§+§ (Kia + Kip + Kic) (56)
4 Case Study: SPBRT Selection

In this segment, a real case of SPBRT selection in China is
presented to explain the application and validity of the
proposed method. Then, the flexibility and superiority are
examed by sensitivity analysis and comparative study.

At present, the first wave of spent power battery has
appeared around 2020 in China according to the service life
of new energy vehicle power battery is 5-8 years. Some
companies can extract cobalt, nickel, lithium, manganese,
iron, aluminum, and other metals from spent power bat-
teries. It is estimated that by 2030, the total mass of
recyclable iron phosphate, lithium carbonate, nickel sul-
fate, cobalt sulfate, and manganese sulfate in the whole
industry will reach 1,039,000 tons, 193,000 tons, 696,000
tons, 290,000 tons, and 154,000 tons, respectively. By then,
the total scale of China’s power battery recycling industry
will reach more than ¥ 100 billion yuan. The recycling of
spent power battery plays an important role in reducing
environment pollution, alleviating resource shortage and
promoting the sustainable development of power battery
industry, which has profound social and economic signifi-
cance. Therefore, evaluation and selection of existing
SPBRT has become a key link in investment and operation
of spent power battery recycling companies. From the
perspective of circular economy, SPBRT selection needs to
consider environmental, economic, social, and other factors
as well as the impact of individual interests and risk pref-
erence behavior of many stakeholders. Therefore, the
SPBRT selection is essentially a MAGDM problem in
uncertain environment.

Jiangxi Ruida New Energy Technology Co., Ltd (Ruida
for short) is a technology enterprise focusing on the
research and development, production and sales of lithium
cathode materials, precursors, and other new materials. It
was founded in 2014 and is located in Wanzai County,
Jiangxi Province. Nearly three years, the COVID-19 epi-
demic has affected the global supply chain of raw materi-
als, resulting in a sharp rise in the prices of lithium battery
metals such as lithium, cobalt, and nickel in China, and a
tight supply pattern in the future. In this context, Ruida
plans to invest in spent power lithium battery comprehen-
sive utilization project, mainly engaged in spent power
lithium battery dismantling, power battery precursor, and
cathode material regeneration business. Due to the pressure
from the market and environment, the selection of SPBRT
has become the core challenge of this enterprise’s invest-
ment project. At present, there are four existing SPBRTSs in
this industry, including Pyro-metallurgy (s;), Hydrometal-
lurgy (s;), Bio-metallurgy (s3;), and Electrochemical
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Table 3 Evaluation information provided by experts

S E h hy hs ha hs he Iy
51 er (0.700,0200,  (0.700,0.300,  (0.500, 0.300,  (0.600, 0.100,  (0.600, 0.300,  (0.500, 0.500,  (0.600, 0.200,
0.500) 0.400) 0.400) 0.800) 0.500) 0.600) 0.400)
e>  (0.800,0.300,  (0.500, 0.100,  (0.700, 0.300,  (0.700, 0.100,  (0.500, 0.400,  (0.900, 0.400,  (0.600, 0.400,
0.400) 0.700) 0.200) 0.400) 0.400) 0.200) 0.500)
e;  (0.500,0.400,  (0.800, 0.400,  (0.500, 0.400,  (0.800, 0.300,  (0.600, 0.400,  (0.700, 0.500,  (0.800, 0.400,
0.700) 0.100) 0.700) 0.400) 0.500) 0.300) 0.600)
es  (0.600,0.200,  (0.700, 0.400,  (0.800, 0.500,  (0.600, 0.500,  (0.600, 0.400,  (0.800, 0.200,  (0.600, 0.600,
0.300) 0.500) 0.200) 0.700) 0.400) 0.300) 0.700)
es (0700, 0.300,  (0.600, 0.500,  (0.500, 0.500,  (0.800, 0.300,  (0.700, 0.200,  (0.400, 0.500,  (0.500, 0.300,
0.400) 0.600) 0.400) 0.400) 0.400) 0.400) 0.700)
55 e; (0.800,0.400,  (0.700,0.500,  (0.600, 0.200,  (0.500, 0.800,  (0.800, 0.100,  (0.600, 0.300,  (0.800, 0.100,
0.100) 0.200) 0.600) 0.400) 0.400) 0.500) 0.200)
e>  (0.600,0.300,  (0.600, 0.200,  (0.500, 0.500,  (0.500, 0.200,  (0.800, 0.300,  (0.500, 0.400,  (0.700, 0.100,
0.700) 0.500) 0.300) 0.700) 0.500) 0.600) 0.400)
es  (0.900,0.300,  (0.700, 0.400,  (0.800, 0.200,  (0.500, 0.500,  (0.600, 0.200,  (0.500, 0.400,  (0.700, 0.200,
0.300) 0.500) 0.100) 0.600) 0.500) 0.700) 0.400)
ey (0.700,0.200,  (0.800, 0.100,  (0.600, 0.500,  (0.500, 0.300,  (0.600, 0.200,  (0.700, 0.300,  (0.800, 0.100,
0.300) 0.200) 0.500) 0.500) 0.400) 0.300) 0.400)
es  (0.500,0.500,  (0.400, 0.300,  (0.700,0.200,  (0.700, 0.300,  (0.400, 0.500,  (0.600, 0.200,  (0.500, 0.300,
0.400) 0.700) 0.500) 0.400) 0.500) 0.400) 0.500)
s3 ey (0.700,0.300,  (0.800,0.100,  (0.700, 0.300,  (0.600, 0.400,  (0.500,0.300,  (0.500, 0.100,  (0.700, 0.200,
0.200) 0.100) 0.200) 0.200) 0.500) 0.500) 0.400)
e>  (0.600,0.200,  (0.500, 0.200,  (0.500, 0.300,  (0.500, 0.500,  (0.800, 0.100,  (0.500, 0.300,  (0.500, 0.200,
0.600) 0.500) 0.600) 0.500) 0.200) 0.600) 0.400)
es  (0.500,0.100,  (0.500, 0.300,  (0.500, 0.600,  (0.600, 0.200,  (0.500, 0.200,  (0.800, 0.400,  (0.600, 0.100,
0.700) 0.800) 0.400) 0.500) 0.800) 0.400) 0.500)
e, (0.700,0.500,  (0.500, 0.200,  (0.600, 0.300,  (0.700, 0.300,  (0.900, 0.200,  (0.800, 0.500,  (0.600, 0.300,
0.100) 0.600) 0.200) 0.400) 0.200) 0.300) 0.300)
es  (0.700,0.100,  (0.600, 0.400,  (0.500, 0.500,  (0.600, 0.200,  (0.400, 0.600,  (0.700, 0.300,  (0.600, 0.100,
0.200) 0.200) 0.500) 0.500) 0.500) 0.400) 0.700)
ss er (0.600,0.100,  (0.700,0.200,  (0.800, 0.400,  (0.700, 0.300,  (0.800, 0.100,  (0.600, 0.300,  (0.700, 0.400,
0.600) 0.400) 0.200) 0.200) 0.300) 0.200) 0.300)
e>  (0.800,0.200,  (0.700, 0.300,  (0.600, 0.400,  (0.600, 0.300,  (0.700, 0.200,  (0.700, 0.500,  (0.600, 0.400,
0.200) 0.600) 0.300) 0.600) 0.400) 0.200) 0.500)
e;  (0.600,0.300,  (0.400, 0300,  (0.500, 0.400,  (0.500, 0.200,  (0.500, 0.500,  (0.600, 0.100,  (0.500, 0.200,
0.300) 0.600) 0.400) 0.600) 0.400) 0.700) 0.700)
es (0400, 0.500,  (0.600, 0.200,  (0.500, 0.400,  (0.600, 0.400,  (0.800, 0.100,  (0.500, 0.100,  (0.800, 0.300,
0.300) 0.400) 0.600) 0.400) 0.400) 0.600) 0.300)
es  (0.500,0.100,  (0.500, 0.300,  (0.700, 0.100,  (0.500, 0.400,  (0.600, 0.100,  (0.500, 0.200,  (0.700, 0.100,
0.400) 0.600) 0.700) 0.400) 0.500) 0.700) 0.300)

extraction (s4) [55, 56]. This enterprise invited five experts
from government department, research institute, technical
department of this enterprise, downstream enterprise,
industry association, and to form an expert group E = (ey,
€s,..., es), the corresponding weight vector is 4 = (0.15,
0.20, 0.30, 0.20, 0.15)T. All the members of the expert
group have strong decision-making ability and at least
6 years of work experience, and their priority relationship
is e; > e, > e3 > ey > es. Seven attributes are determined
by the experts from the perspective of circular economy:

h;: investment and operational cost, h,: recycling effi-
ciency, hs: technical reliability, h4: pollution control
investment, hs: long-term risk level, hg: jobs, h;: public
acceptance. hy, hy, and hs are cost type attributes, while
other attributes are benefit type. The experts identify the
priority relationship of the seven attributes as hy > hs.
> hy > hy > hy > hg > h;. Due to the vagueness and
uncertainty of the decision-making process, the alternative
s; rating of attribute h; is expressed by T-SFNs. To deter-
mine the most appropriate recycling technology, experts

@ Springer
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Table 6 The priority weight @

S4

53

§2

81

t
y

€s

€4

]

)

€]

€s

€4

€3

€

€

€s

€4

€3

)

€]

€s

€4

€3

€

€

0.189
0.179
0.171

0.116
0.114
0.116
0.124
0.123
0.116

0.251

0.244
0.249
0.259

0.201

0.194
0.168
0.180
0.193
0.186
0.194
0.185

0.125
0.107
0.113

0.200 0.206  0.208  0.266
0.188 0.279

0.190
0.202

0.195 0215 0.196 0267 0.122
0.186 0.241 0.119
0.185
0.178
0.189

0.197
0.180

0.207 0.224 0253 0.121
0.252

Iy

0.280

0.179
0.171
0.206
0.214

0.272
0.257

0.174
0.182
0.205

0.274

0.179
0.189
0.213

0.121

0.258

0.183
0.185
0.187
0.199
0.182
0.192

Iy

0.283

0.268

0.266  0.125
0.125
0.122
0.115

0.229

0.115
0.11

0.286

0.228

hy

0.196
0.199
0.178
0.179

0.266
0.259

0.209

0.265 0.121

0.217

0.267

0.194
0.207
0.241

0.261

0.264
0.227

hy

0.204
0.240

0.268

0.200 0.201 0241 0.251 0.121

0.186
0.176

0.256

0.214

0.119

0.266
0.289

hs

0.285

0.181

0.122

0.231  0.262
0.111

0.190
0.200

0.192 0.266

0.188

0.125
0.117

0.208

he

0.109

0.249

0.195

0.227

0.277

0.234  0.109

0.293

0.259

0.251

hy

evaluate each recycling technology option based on seven
attributes. Table 3 lists the evaluation information of
alternative based on the attributes provided by the experts.
The T-SFNs in Table 3 are normalized according to
Eq. (35), as shown in Table 4. For the degree of association
between attributes, experts evaluated the direct influence
relationship between any two attributes and expressed it
with T-SFN. Therefore, 5 experts provide the individual
initial T-SFDRMs XN’ (r = 1, 2,..., 5), see Table 5.

4.1 Decision Procedure

Step 1: We utilize the Egs. (36-37) to calculate the experts’
priority weights @}; and @};. See Tables 6, 7.

Step 2: The T-SFFSWA and T-SFFSWG operators
(Egs. 38—41) are utilized to aggregate individual evaluation
information, so as to obtain group T-SFDM M, M® and
group initial T-SFDRM R and R®. See the Tables 8, 9,
respectively.

Step 3: The extended group T-SFDMs EM‘" and EM'"
are obtained by Eq. (42), as shown in Table 10. Mean-
while, we can determine the attributes’ objective and
subjective weights by the T-SF similarity measure
(Eq. (43)) and T-SF DEMATEL method (Egs. (44-47)),
respectively. they are listed as below:

w,” = (0.177, 0.145, 0.141, 0.146, 0.149, 0.127,
0.116)"; w,® = (0.209, 0.145, 0.136, 0.150, 0.159, 0.111,

0.009)7;

w, = (0.056, 0.156, 0.069, 0.147, 0.244, 0.201,
0.127)7;

w,® = (0.031, 0.100, 0.090, 0.293, 0.034, 0.285,
0.168)".

Step 4: The combination weight vector wg)(Y =1,2)of
attributes is calculated by Eq. (48), the parameter ¢ = 0.5,
we can get w. " = (0.117, 0.150, 0.105, 0.147, 0.196,
0.164, 0.121)"; w.® = (0.120, 0.123, 0.113, 0.222, 0.096,

0.198, 0.129)”. Then, the attributes’ priority weights a)g)

and wg)(Y = 1, 2) are computed by Eq. (49), as shown in
Table 11.

Steps 5-6: The Eqgs. (50, 51) are used to aggregate the
evaluation information under each attribute, and the alter-
natives’ performance values ;" andp,? are obtained.

Then, we use Egs. (52, 53) to calculate the relative close-

ness degree 6,(1) and 6,(2)(1' =1, 2, 3, 4). The results are
shown in Table 12.

Step 7: The three aggregation strategies K;,, K;;,, and K;.
(i=1, 2,3, 4) of alternatives are calculated according to
Eq. (54), in which the p = 0.5.

Ky, =0.249, K,, = 0.205, K5, = 0.290, K,, = 0.256;

K, = 2.559, Ky, = 2.092, K3, = 2.017, Ky, = 2.707,

K. =0.853, K,. = 0.702, K5. = 0.994, K,. = 0.877.
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Table 8 Aggregated T-SFDM M" and M®

@ Springer

Iy

he

hs

hy

hy

hy

I

M(l)

(0.661, 0.349, 0.557)
(0.738, 0.166, 0.375)
(0.625, 0.193, 0.466)
(0.655, 0.255, 0.428)

(0.684, 0.280, 0.361)  (0.613, 0.380, 0.373)  (0.582, 0.194, 0.711)  (0.453, 0.332, 0.593)  (0.733, 0.427, 0.321)
(0.678, 0.278, 0.302)

(0.531, 0.283, 0.633)
(0.498, 0.337, 0.705)

S

(0471, 0.226, 0.629)  (0.572, 0.322, 0.519)

(0.588, 0.259, 0.583)

(0.556, 0.396, 0.536)
(0.456, 0.296, 0.588)

(0.662, 0.334, 0.428)
(0.604, 0.223, 0.383)

)

(0.694, 0.280, 0.443)

(0.563, 0.397, 0.379)
(0.641, 0.316, 0.383)

(0.531, 0.178, 0.621)
(0.412, 0.188, 0.596)

53

(0.606, 0.204, 0.412)

(0.409, 0.175, 0.654)

(0.504, 0.296, 0.570)

(0.602, 0.266, 0.534)

S4

hy

he

hs

hy

hy

hy

hy

M@

(0.572, 0.408, 0.511) (0.488, 0.298, 0.730) (0.444, 0.359, 0.605) (0.639, 0.462, 0.365) (0.628, 0.404, 0.592)
(0.513, 0.557, 0.557)
(0.405, 0.363, 0.598)
(0.423, 0.324, 0.588)

(0.650, 0.377, 0.545)

(0.468, 0.312, 0.685)

S1

(0.642, 0.370, 0.447) (0.464, 0.326, 0.691) (0.558, 0.349, 0.573) (0.699, 0.242, 0.415)
(0.544, 0.461, 0.464) (0.643, 0.354, 0.476)

(0.620, 0.380, 0.518)

(0.342, 0.375, 0.771)

§2

(0.606, 0.229, 0.558)

(0.429, 0.427, 0.685)

(0.562, 0.279, 0.608)
(0.556, 0.278, 0.558)

(0.326, 0.288, 0.641)

53

(0.629, 0.285, 0.500)

(0.394, 0.329, 0.693) (0.591, 0.335, 0.584)

(0.558, 0.377, 0.489)

(0.331, 0.289, 0.645)

S4

Step 8: The Eq. (55) is utilized to compute the com-
prehensive utility values K; =2.036, K, = 1.670,
K5 =2.389, K, =2.127. Hence, we determine the alter-
natives’ ranking s3 > s4 > 51 > s5,. Obviously, the Bio-
metallurgy (s3) is the optimal alternative.

4.2 Sensitivity Analysis

The influence of parameters p, x, and 0 on the final
alternative ranking are mainly explored in this sub-sec-
tion. Firstly, when p € [0.0, 1.0], and other parameters are
fixed values ¢ = 0.5, k =1, and 0 = 2, the rankings of
alternatives are shown in Table 13. We can find that
although the order of s; and s, changes slightly when
p =0.9 and p = 1.0, and the s5 is always the best. So, the
alternative ranking is relatively stable on the whole.

Next, when x € [1, 10] and the other parameters are set
to fixed values ¢ = 0.5, p = 0.5, and 0 = 2, we can get the
rankings of alternative. The results are shown in Table 14.
From Table 14, s; is the best option and remained
unchanged in k € [1, 10], while other options change from
S4 > 81 > 5 to s, > 54 > 5;. In Fig. 3, the parameter x
value increases, the comprehensive utility value K;, K3,
and K, decrease continuously, while K, increases gradu-
ally. Then all the alternatives tend to stabilize gradually.
According to the Remark 1, the priority relationship
between the attributes decrease with the increase of x.
Furthermore, when x — 4 oo, the priority relationship
between attributes is not considered, that is, The
T-SFFSWA and T-SFFSWG operators are reduced into the
T-SFFWA and T-SFFWG operators (Egs. (35-36)). These
operators are applied into CoCoSo method, and the ranking
of the alternative is s, > s3 > 51 > 54, the optimal alter-
native is s,. Obviously, the priority relationship between
attributes and the prioritized degree can affect the final
ranking of alternatives, which is more consistent with the
actual situation of decision-making problems.

Furthermore, when 0 € (1,1000], and fixed values
®=05, p=0.5, and k¥ =1 are used. We obtain the
rankings of alternatives and the results are presented in
Table 15. From Table 15, the variation of parameter 0 has
no influence on the alternative ranking (s; > s4 > 51 > $5),
which indicates that the ranking has certain stability with
respect to different parameter 0. The reason is that the 0 in
the T-SFFSWA operator can represent DMs’ pessimistic
attitude with risk. The two kinds of opposite decision
attitudes with risk preference can obtain a relatively
stable alternative ranking under the compromise decision
mechanism of CoCoSo method.
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Table 11 The attributes’ priority weights wl(j]r> and wgy(Y =1,2)

oY hy hs hy hs he hy

PIS 0244 0.128 0082 0.118 0206 0.127 0.094
81 0244 0.126 0.082 0.117 0202 0.127 0.093
85 0244 0.124 0.082 0116 0.193 0.127 0.093
53 0244 0.128 0.082 0.118 0205 0.127 0.093
S 0244 0.125 0.081 0.116 0201 0.127 0.093
NIS 0244 0.122 0.081 0.115 0.190 0.127  0.093
o® s s hy hs he hy

PIS 0260 0.106 0.091 0.182 0.101 0.158 0.103
51 0260 0.105 0.090 0.181 0.098 0.158 0.103
8> 0260 0.102 0.090 0.179 0.091 0.158 0.103
83 0260 0.104 0.090 0.180 0.098 0.158 0.103
84 0260 0.104 0.090 0.180 0.098 0.158 0.103
NIS 0260 0.102 0.090 0.179 0.091 0.158 0.103

4.3 Discussion

In this subsection, two groups of methods are organized to
verify the rationality of the proposed method, that is, the
aggregation results obtained from AOs with T-SFNs are
first compared and analyzed, including the T-SFWA [52],
T-SFWG [52], T-SF weighted average interaction (T-
SFWAI) [11], T-SF weighted geometric interaction (T-
SFWGI) [11], T-SFDPWA [10], T-SFDPWG [10], and
T-SF weighted generalized Maclarurin symmetric mean
(T-SFWGMSM) [13] operators. Then, it is compared with
the existing alternative ranking approaches in T-SF envi-
ronment, such as MULTIMOORA [10], TOPSIS [21], and
TODIM [11].

We first discuss the comparison with AOs. The caveat
here is that the average value of two combination weight
vectors of attributes obtained in this paper is adopted, i.e.,
we = (0.167, 0.144, 0.141, 0.147, 0.147, 0.131, 0.122)".
The T-SFWA, T-SFWG, T-SFWAIL, T-SFWGI,
T-SFDPWA, and T-SFDPWG operators are applied to
aggregate normalized data in Table 3. For the
T-SFWGMSM operator, we adopt the average value of two
objective weight vectors of attributes, ie., w,.

= (0.142,0144, 0.144, 0.147, 0.140, 0.143, 0.141)", and
given the generalized coefficient A; =4, =...=14;=1
and the combination coefficient k = 2. These AOs’ results
of all alternatives are obtained, as listed in Table 16. An
intuitive comparison of ranking results is shown in Fig. 4.

From Table 16, the alternative ranking results obtained
by existing AOs are different from those in this paper. This
difference is caused by the existing AOs processing
mechanism form evaluation information.

@ Springer

(1) The T-SFWA, T-SFWG, T-SFWAI, and T-SFWGI
operators perform rigid information fusion based on
the AOLs and IOLs, respectively. While T-SFESWA
and T-SFFSWG operators used in our proposed
method can aggregate information based on the
FOLs, and the aggregation process can be made
more flexible by adjusting the parameters.

(2) The T-SFDPWA and T-SFDPWG operators are
based on the DOLs and also consider the priority
relationship of input arguments, but these two AOs
can neither adjust the priority degree nor obtain the
optimal balanced alternative through compromise
mechanism. Instead, they determine the alternative
ranking according to the value of score function.

(3) The T-SFWGMSM operator ignores the priority
relationship between attributes, although the interre-
lationship between attributes is considered as the
method in this paper. In this AO, the degree of
interrelationship between attributes can be adjusted
by the combination coefficient k. However, if the
number of attributes n increases, then the value of
binomial coefficient Cﬁ is larger, which increases the
computational complexity of this AO. At the same
time, we find that the final ranking of alternative
obtained by the T-SFWGMSM operator is the same
as our result presented in Table 14 in the case of
Kk — + oo, which also indicates that the method
presented in this paper is generalized in terms of
priority relationship.

In addition, we can find from Table 16 that the results of
the alternatives obtained by the existing AOs are all con-
verted into crisp values by the score function (Eq. (2)) for
comparison and ranking. The proposed method applies the
Hamming distance measure (Eq. (5)) to defuzzy. However,
the score function cannot completely and effectively dis-
tinguish T-SFNs. For example, let h4; = (0.5, 0.3, 0.4),
h, = (0.6, 048, 0.36), hy;=(0.2, 0.5, 0.7), and hyys.

= (0,0,1) be the comprehensive values of three alternatives

and a negative ideal solution, then hy, h,, and A3 are cal-
culated by the score function and ranked as sc(h).s)-
= sc(h2)0.5) > sc(h3)o.15). It can be seen that we cannot
distinguish between the optimal alternatives h#; and h,. We
measure the Hamming distance between h,, h,, h3, and
hiis, and rank as Dy(h)0.87) > Dr(hi)0.84) > D (h3)0.51)
according to the calculation results, that is, 4 is the best
option. Obviously, our method is more reasonable and
effective than the above AOs.

We further adopted the existing ranking approaches to
solve the MAGDM problem in this case, and the results are
listed in Table 17. From Table 17, the results obtained by
different existing methods are completely different from
our method. The main reasons are not only the difference
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Table 12 The Performance Alternatives KJi(l) K)’.(2) o, 9@
values and relative closeness
degrees under two decision PIS (0.639, 0.193, 0.461) (0.556, 0.306, 0.546) - -
attitudes 5 (0.603, 0.311, 0.518) (0.538, 0.372, 0.622) 0.634 0.526
$2 (0.583, 0.298, 0.539) (0.506, 0.407, 0.631) 0.553 0.403
53 (0.584, 0.241, 0.515) (0.463, 0.348, 0.592) 0.673 0.679
S4 (0.534, 0.226, 0.537) (0.464, 0.315, 0.598) 0.506 0.688
NIS (0.508, 0.370, 0.611) (0.453, 0.447, 0.681) - -
Tab!e 13 The alternative Parameters 51 5o 53 S Rankings
ranking results on p
p=00 K, =1978 K, =1.592 K3 =2.385 K, =2.206 §3> 84> 851 > 5
p=0.1 K, =1.990 K> = 1.608 K3 =2.385 K4 =2.191 §3> 854> 8] > 8
p=02 K, =2.001 K, =1.623 K5 =2.386 K, =2.175 §3> 84 >8] > 5
p=03 K; =2.013 K, =1.639 K5 =2.387 K, =2.159 §3> 84> 851> 5
p=04 K; =2.024 K, = 1.654 K5 =2.388 K, =2.144 §53> 84> 851 > 5
p=05 K; =2.036 K, =1.670 K5 =2.389 K, =2.127 §3> 84> 851 > 5
p=0.6 K, =2.047 K, = 1.685 K5 =2.389 K, =2111 §3> 84> 851 > 85
p =07 K, =2.059 K, = 1.700 K3 =2.390 K, =2.09%4 3> 84> 5] > 5
p=038 K, =2.070 K> =1.715 K5 =2.391 K, =2.078 53> 84> 851 > 8
p =09 K, =2.081 K> =1.730 K3 =2.392 K, =2.061 53> 81> 854> 5
p=10 K; =2.093 K, =1.745 K3 =2.392 K, =2.043 §53> 81> 854> 5
Tab!e 14 The alternative Parameters 51 52 53 54 Rankings
ranking results on x
k=1 K, =2.036 K, = 1.670 K5 =2.389 K, =2.127 §3> 84> 851 > 8
K=2 K, =1.987 K, = 1.861 K53 =2.237 K, =2.023 §3> 84> 851 > 5
k=3 K; =1.930 K, =1.935 K5 =2.171 K4 =1.956 §3> 854> 8 > 8
k=4 K, =1.903 K, = 1.968 K; =2.134 K, =1924 §3 > 80 > 854> 8
K= K; =1.889 K, =1.988 K;=2.113 K, =1.908 53> 8, > 54> 8
K=06 K; =1.887 K, =2.009 K; =2.108 K, =1.907 53> 8, > 54> 5
k=7 K; =1.887 K, =2.023 K5 =2.105 K, =1.907 §3> 8, > 54> 8
k=38 K, =1.887 K, =2.034 K5 =2.102 K, =1.906 §3> 8 > 54> 8
K=9 K, =1.887 K> =2.042 K3 =2.101 K, =1.906 §3> 8 > 54> 8
K =10 K, =1.887 K, =2.049 K3 =2.099 K, =1.906 53> 82 > 54> 8
K — 4+ o K, =1.692 K, =1.908 K5 = 1.860 K4 =1.1656 Sp > 83> 8] > 8y

in the evaluation information aggregation and attribute
weight, but also the parallel calculation and the compro-
mise two decision attitudes of the final results. The detailed
comparison is described as follows:

ey

Compare with T-SF TOPSIS method. Ullah et al.
[21] used entropy measure to determine the objective
weight of attributes, and introduced generalized dice
similarity measure to calculate the deviation between
each alternative and the ideal solution, so as to
determine the relative closeness degree of the

alternative. In this process, the TOPSIS method
neither considered the correlation and priority rela-
tionship among attributes, nor reflected the decision
attitude or risk preference. However, multiple
attributes often have correlation and priority rela-
tionship in the actual decision-making process.
Meanwhile, the evaluation information of different
experts hides the pessimistic or optimistic decision
attitude of DMs and their risk preference. Therefore,
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Fig. 3 The change of alternatives ranking on

the proposed method is more suitable for solving T — SFDPWA(P\,P,,...,P,) =
decision-making problems in real life.
(2) Compare with T-SF MULTIMOORA method. Mah-
mood et al. [10] developed the T-SFDPWA and 1
T-SFDPWG operators based on DOLs, and were q =y /&’
1+ {Z }

used in the MULTIMOORA method to determine
the utility value of each alternative. The ratio system,
reference point and Multiplicative form were deter- 1
mined and the final ranking of alternative was p NS
determined by the dominance theory. Firstly, 1+ {Zgl (W/) <1_‘/’q)_}
although this method considers the priority relation- ) 1%

ship of attributes, the relationship level is not
adjustable compared with our method, that is, the
PAO does not have the generality of softmax 1
function adopted in this article. Secondly, the DOLs ¢ Lo\ B 1/8
contain parameters like FOLs, which can make the \ I+ {221 (ZM—/M> (T) }
decision process more flexible. However, Mahmood .

et al. [10] did not explain whether the T-SFDPWA T — SEDPWG(P,,P;, ..., P,)
and T-SFDPWG operators can reflect DMs’ decision

attitude or risk preference. In addition, the

T-SFDPWA and T-SFDPWG operators (see 1
Egs. 58-59) cannot handle T-SFN where MD or N NE G

AD or ND is zero, because the denominator in 1+ {221 (ZW_/) (Q) }

Egs. (58, 59) cannot be zero. In contrast, the a1k

proposed AOs are more reasonable and comprehen- 1

sive, and more suitable for aggregating evaluation J1= B (59)

information in actual decision-making problems. 1+ {Za | < At > ( s )u
=\ )\

1
——
=
1]

1—

&
N——
—_
~
[

a Aeye 1911 =
() ()

where E is operational parameter and = > 0. P.
= (taY:0) (E =1, 2,..., 0) is a set of T-SFNs, and w; is

@ Springer
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Table 15 The alternative

ranking results on 0 Parameters S1 S S3 S4 Rankings
0 -1 K; =2.239 K, =1.628 K5 =2.549 K, =2.347 §3> 84> 851 > 5
0=2 K, =2212 K, = 1.605 K5 =2.489 K, =2.291 §3> 84> 851 > 85
0=10 K, =2.195 K, = 1.547 K3 =2.573 K, =2385 §3> 854> 8] > 8
0 =50 K, =2.170 K, =1.536 K3 =2.590 K, =2.387 §3> 854> 8] > 8
0 =100 K, =2.161 K> = 1.530 K5 =2.597 K, =2.387 53> 84> 851 > 8
0 =500 K, =2.148 K, =1.520 K3 =2.612 K, =2.384 53> 84> 851> 5
0 = 1000 K; =2.150 K, = 1515 K5 =2.617 K, =2.380 §53> 84> 851 > 5

Table 16 The comparison of Methods Results Rankings

the proposed method with

different AOs T-SFWA [52] sc(sy) = 0.545, sc(sy) = 0.547, sc(s3) = 0.537, sc(sq) = 0510 55> 51 > 53 > 54
T-SFWG [52] sc(sy) = 0.444, sc(sy) = 0.453, sc(s3) = 0.442, sc(sy) = 0.443 Sy > 8§ > 54> 53
T-SFWAI [11] sc(sy) = 0.486, sc(sy) = 0.483, sc(s3) = 0.466, sc(sy) = 0.467 51> 55 > 54 > 53
T-SFWGI [11] sc(sy) = 0.469, sc(sy) = 0.472, sc(s3) = 0.458, sc(sy) = 0.460 Sy > 851> 84 > 83

T-SFDPWA [10]
T-SFDPWG [10]

sc(sy) = 0.539, sc(sp) = 0.522, sc(s3) = 0.521, sc(syq) = 0.467
sc(sy) = 0.609, sc(sy) = 0.429, sc(s3) = 0.456, sc(sq) = 0.513

§1 >8> 853> 8,

$1> 84> 853> 8

T-SFWGMSM [13]
Proposed method

sc(sy) = 0.527, sc(s,) = 0.537, sc(s3) = 0.531, sc(sy) = 0.507
K, =2.212, K, = 1.605, K5 = 2.489, K, = 2.291

Sp > 853> 81 > 8,4

§3 > 854 > 851 > 85

s Ranking

sl s2

Fig. 4 Comparison of alternative rankings with different AOs

the corresponding weight value and }°7_; we = 1,42 > 0.

xe = Hf:ll sc(P;) and y; = 1. sc(P¢) is the value of score
function.

1)

Compare with T-SF TODIM method. Ju et al. [11]
proposed some T-SF interaction AOs based on IOLs
for the MAGDM problem with incomplete weight
information, and used them to aggregate individual
evaluation information, then extended the TODIM

s3

mmm T-SFWA

mmm T-SFWG

mmm T-SFWAI

mmm T-SFWGI

mmm T-SFDPWA
mmm T-SFDPWG
e T-SFWGMSM
= ==Proposed method

s4

method considering DMs’ psychological behaviors in
the T-SF environment. Firstly, Ju et al. [11] deter-
mined the objective weight of attribute based on the
maximizing deviation method, while the combina-
tion weight of attribute is determined by the
DEMATEL and similarity measure methods in
T-SF environment in our proposed method, where
the T-SF DEMATEL method considers the interre-
lationship between attributes, which Ju et al. [11] did

@ Springer
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Table 17 The alternative ranking results of different methods

Methods

Results

Rankings

T-SF TOPSIS [21]
T-SF MULTIMOORA [10]

T-SF TODIM [11]
The proposed method

P, =0.4919, P, = 04763, P; = 04733, P, = 0.4921

Ratio system: p; = 1.000, p, = 0.968, p3 = 0.967, p, = 0.867
Reference point: p; = 1.000, p, = 0.876, p; = 0.877, p4 = 0.903
Multiplicative form: p; = 1.000, p, = 0.704, p3 = 0.749, p, = 0.842
&(sy) = 1.000, &(sz) = 0.500, &(s3) = 0.000, E(sq) = 0.092

K, =2.212, K, = 1.605, K5 = 2.489, K, = 2.291

S4> 81 >85> 83

§1> 84> 853> 8

$1 >85> 84> 83

§3 > 854 > 851 > 85

Table 18 The features analysis of different methods

Features Ullah et al. [21] Mahmood et al. [10] Juetal [11] This paper
Decision type Single Single Group Group
Methods TOPSIS MULTIMOORA TODIM Modified CoCoSo
AOs for information aggregation - T-SFDPWA and T-SFDPWG GT-SFWAI or T-SFFSWA and
GT-SFWGI T-SFFSWG

Operational laws - DOLs IOLs FOLs
Attribute’s weight Objective Given Objective Combination
Whether consider inter- relationship No No No Yes

between attributes
Whether consider priority between No Yes No Yes

attributes
Whether consider DMs’ decision No No
attitude or risk preference

The relative
closeness index

Comprehensive evaluation value of

alternative
Decision mechanism Similarity to ideal

solution

Ratio system, Reference point,
Multiplicative form

Dominance theory

Decision attitude with risk
preference

Risk preference

The relative closeness
index (two types)

The dominance
function

Prospect theory Compromise solution

not consider. Secondly, although the AOs proposed
by Ju et al. [11] considered the interaction among
MD, AD, and ND of T-SFN:s, it ignored the priority
relationship between attributes. Thirdly, the domi-
nance function in TODIM method contains loss
attenuation coefficient, which can be adjusted
according to the risk preference of DMs. The
proposed AOs can describe the DMs’ optimistic
and pessimistic decision attitudes with risk prefer-
ence. For this purpose, a processing of independent
and parallel calculation of the two decision attitudes
is designed, and the optimal alternative is obtain
through the compromise mechanism of CoCoSo
method. Therefore, our proposed method can process
the evaluation information more comprehensively
and dig out the decision attitude and risk preference
of DMs. Meanwhile, the optimal alternative can be
determined by adjusting the compromise coefficient
according to the actual decision problems.

@ Springer

Obviously, the proposed method is more flexible,
effective, and reasonable.

From the features analysis of different methods in
Table 18, the proposed method has more advantages than
the existing methods can be found intuitively.

S Managerial Implications

The notion of circular economy has become a popular word
in today’s commercial market. In the field of spent power
battery recycling management, the government and enter-
prises pay more and more attention to the resource reuse of
rare and precious materials. According to the existing lit-
erature, many practices of circular economy have been
completed to improve the sustainable development of
enterprises, but there is a lack of recycling technology
evaluation practice. As a consequence, the evaluation of
recycling technology from the perspective of circular
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economy will become an important topic for enterprise
managers. To this end, the main goal of this paper is to
introduce a new group decision-making model for resource
recycling enterprises to implement recycling technology
management practice in a highly uncertain environment,
which has some enlightenment for enterprise managers.

The results show that there are some important insights
into attributes and recycling technology alternatives: the
new weight determination model developed in this paper,
which can reflect the decision attitude of DMs, can help
managers of resource recycling enterprises to determine the
importance rating of attributes from the perspective of
circular economy. The combined model of objective and
subjective weights based on these attributes makes the
decision results more consistent. The weight shows that
under the optimistic attitude, long-term risk level hs (0.196)
is the most important attribute, followed by jobs he (0.164),
and technical reliability hs (0.105) has the lowest signifi-
cant value; under the pessimistic attitude, pollution control
investment hy (0.222) is the most important attribute, fol-
lowed by jobs hg (0.198) and the attribute with the lowest
value is long-term risk level hs (0.096). In this study, the
improved CoCoSo technology can make a compromise
decision on the SPBRT selection from the two dimensions
of optimism and pessimism. Moreover, the developed
method is suitable for practical complex group decision-
making problems from the perspective of practical appli-
cation. The results of this study will help resource recy-
cling enterprises understand the impact of various
attributes on the evaluation of recycling technology from
the perspective of circular economy, and provide a clear
picture of how to make correct decisions.

6 Conclusion

In this article, some new AQOs are proposed and a new
MAGDM framework for T-SFSs is designed based on the
improved CoCoSo method considering the decision atti-
tude of DMs and the priority relationship of input argu-
ments. The main work of this article is summarized as
below:

(1) We extend the Frank operations in the T-SF
environment, and develop some AOs based on the
FOLs and softmax function, such as T-SFFSA,
T-SFFSWA, T-SFFSG, and T-SFFSWG operators.
Some basic properties and special cases are dis-
cussed. At the same time, the monotonicity of the
proposed AOs on parameter 0 is analyzed.

(2) In the T-SF MAGDM problem, we extend the
DEMATEL method to determine the subjective
weight of attribute, and employ the similarity

measure to calculate the objective weight of
attribute, so as to obtain the combination weight of
attribute.

(3) Further, according to the monotonicity analysis
results of the proposed AOs, an independent and
parallel information processing process with opti-
mistic and pessimistic decision attitudes with risk
preference is designed. Meanwhile, the T-SFFSWA
and T-SFFSWG operators are used to replace WSM
and WPM in traditional CoCoSo method, and the
performance value of alternative is defuzzied by
distance measure to calculate the relative closeness.

(4) We solve areal case of SPBRT selection by applying
the MADGM framework proposed. The results show
that the comprehensive utility value of Bio-metal-
lurgy (s3) (2.389) is the largest, while that of
Hydrometallurgy (s,) (1.607) is the smallest. So s3
is the best option.

(5) For the validation of the obtained results, sensitivity
analysis and comparative studies are also carried out.
The results of both confirmed the applicability of the
developed method.

In the T-SF environment, our method not only considers
the attributes’ interrelationship and determines the combi-
nation weight, but also reflects the decision attitude of DMs
with risk preference and the generalization of attribute
priority relationship level. Therefore, the proposed method
is generalized and flexible, which makes the decision result
is closer to the practical decision problems. In future work,
we will pay more attention to developing new AOs and
modifying existing methods (e.g., MARCOS [57] and
WASPAS [58]) for complex T-SFSs [59].
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