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Abstract
Composite sandwich structures are widely used for their mechanical properties combined to lightweight. However, damage 
area quantification caused by low velocity impacts represents generally a crucial task in sandwich composites. In the last 
years, recent advantages of thermographic devices offer new promising and different real-time industrial and engineering 
applications where lower computation time, accuracy of results and convenient cost are required. The present research deals 
with the comparison of standard or latest image-processing methods proposed for pulsed thermography regarding their suit-
ability for determining the impact damage area in sandwich materials made of Aluminium core an a GFRP laminated skins. 
The Infra-Red processed results are compared with the advanced ultrasonic Phased array method commonly employed in 
the industrial Non-Destructive Testing. Specifically, the damage area quantification is performed by means of an appropriate 
MATLAB binarization algorithm for the post-processing of acquired thermal and ultrasonic maps. The data results verify 
the effectiveness of the image-processing thermographic technique combined to advanced processing approaches for the 
quantitative assessment of impact damage in sandwich component.
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State of the Art

Nowadays, composite sandwich structures are widely 
employed in the aerospace, marine and civil applications 
for their physical and mechanical properties, such as sound 
insulation, high strength and stiffness, lightweight, and cor-
rosion resistance properties [1–3]. The sandwich structures 
are composed by two face-sheets of stiff and strong materials 
(such as steel, aluminium alloys, or fibre reinforced poly-
mers) and a lightweight core material with a low modulus 
(such as metallic or polymeric foams, wood or honeycomb 
structures) [2, 4]. Recently, the Aluminium Foam Sandwich 
is increasingly employed for lightweight structures in high-
speed marine and terrestrial vehicles applications because 
they provide high passenger comfort with low weight and 
high-damping capacity [5–7]. In particular, the ship con-
struction requires the high processing flexibility due to the 
limited series of ships’ production [6, 8].

However, the susceptibility to impact damage repre-
sents one of the most critical drawbacks that could occur 
in sandwich elements [9–11]. In fact, during the production 
phase, maintenance cycle or service life, sandwich struc-
tures could be subjected to a range of external shocks, espe-
cially Low-Velocity Impacts (LVI), such as the falling of 
tools, bird strikes or in-flight hail [1, 12–14]. In addition, 
these LVI damages may be not visible as a confluence of 
laminate translucent or specific multi-layer configuration 
[15–17]. Clearly, the presence of various LVI damages could 
severely degrade the mechanical behaviour of AFS compo-
nents, which are satisfy required to an acceptable level of 
structural integrity in accordance with Damage Tolerance 
requirements [18]. Therefore, the Non-Destructive Tech-
niques (NDT) are required for the damage identification 
and reliable quantification of defects from impacts, avoid-
ing excessive maintenance and repair cycles [19]. There 
are many ND techniques employed for the LVI damages 
in sandwich structures, such as radiography, shearography, 
Ultrasonic Testing (UT), Visual Inspection (VI), Vibration 
Analysis (VA), Acoustic Emission (AE) or Infrared Ther-
mography (IRT), whose their continuous development is 
still on-going in terms of new inspection procedures and 
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advanced processing approaches [19–22]. However, the 
main in-service demands on NDT methods consist of sim-
plicity, rapid application and reliability, even if each method 
includes different advantages or limitations [19, 20].

For example, the Ultrasonic Phased Array (UPA) testing 
is a promising method for defect detection and damage size 
quantification on internal structure on inspected component 
[23, 24]. Thus, UPA systems remain excellent tools for ND 
inspections during manufacturing process or maintenance 
phase to ensure high-quality of composite structures [19, 23, 
25]. However, the limitations of UPA technology includes 
the difficulty of set up and the level of skills required for 
operators to ensure accurate testing [19]. In addition, Pulsed 
Thermography (PT) is also considered a valid technique that 
could provide useful information for the material charac-
terization through the visualization of the thermal signal 
impact damage [19, 26]. Specifically, while analysing the 
initiation and propagation of impact damage, the PT analysis 
could circumscribe the whole area affected by the impact 
damage and could identify the bands of increasing damage 
[19]. In addition, the technological progress provides new 
IR devices more sophisticated, lighter and low-cost for new 
applications, which requires a continuous improvement of 
data analysis methods [19].

Numerous research studies have been conducted to high-
light advantages and limitations of the Pulsed Thermo-
graphic in the detection and quantification of impact dam-
age for composite materials [16, 27–29]. However, really 
few works [16, 26, 27] are conducted to compare the main 
processing approaches for PT methods not only for the 
defect detection (internal structure or fibre breakage), but 
also for the sizing quantification of impact damage areas 
on sandwich structure. The present work is focused on the 
size characterization of Low-Velocity Impact damage on 
laminated AFS sandwich elements by processing thermal 
measurements and ultrasonic data. Two Non-Destructive 

methods are employed: Pulsed Thermography and Ultra-
sonic Phased Array.

Both processed thermal maps and the ultrasonic C-Scan 
maps were post-processed with customized routines devel-
oped in MATLAB environment for the binarization of the 
raw data and the subsequent quantification of the damaged 
areas. A high variability is observed in AFS series in terms 
of impact damage sizing and shape due to stochastic internal 
morphology and non-uniform local foam density. The final 
results demonstrated the effective potentiality of this com-
bined ND inspection strategy for a proper quantification of 
impact damage in sandwich panels.

Materials and Methods

Sandwich Materials

Aluminium foam/ GFRP sandwich

The AFS components that have been considered in this study 
have a core in AlSi 10 Mg closed cell aluminium foam man-
ufactured by Alulight as shown in Fig. 1 (a). Specifically, 
two plates of different thicknesses (620 × 620 × 20 mm and 
620 × 620 × 30 mm) have been used. The skins consist of a 
simple and thin stacking sequence [0°/90°/ + 45°/-45°] and 
have been laminated directly on the flat surfaces of the alu-
minium foam plates using a hand lay-up process and vacuum 
bag to avoid porosity and to remove the resin excess, as 
shown in Fig. 1 (b).

Concerning the skin constituent, the selected matrix is 
a two-component low viscosity epoxy resin ELANTAS 
EC-147 with hardener W-147, generally employed for nau-
tical applications. As reported in Table 1, two glass fiber 
E-type fabrics are selected for AFS batches, precisely the 
PLAIN fabric with a density of 100 g/m2 for AFS-20 series 

Fig. 1   (a) Sections of Alulight panels of 20 mm and 30 mm in thickness; (b) vacuum bag after hand lay-up lamination process of AFS sandwich 
panels
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and the TWILL fabric with a density of 160 g/m2 for AFS-
30 series. The use of different fabrics, plain for 20 mm and 
twill for 30 mm thick foam, allow to obtain a comparable 
stiffness ratio between skin and foam independently by foam 
thickness. However, this choice affects the impact damage, 
therefore the comparisons of the UT and IRT results were 
conducted separately on the AFS-20 and AFS-30 samples,

These different GFRP fabrics are employed to build a 
suitable configuration for the AFS elements in terms of low-
est weight of the samples taking into account the thickness of 
the core. In addition, this interface could offer an improved 
performance in terms of adhesion and mechanical proper-
ties with a slight variation of weight/area ratio on the final 
element [28]. The skins have showed to provide a uniform 
mechanical behaviour in terms of stiffness and resistance to 
crack propagation [30, 31]. The laminated sandwich panels 
were subsequently cut to obtain two batches of specimens 
for impact tests, indicated as AFS-20 and AFS-30 based on 
their specific core thickness.

The foam density has been evaluated for each AFS sam-
ple, using a balance PCE-LSI 620. This balance provides 
a high measuring accuracy, with a weighing range of up 

to 620 g and a resolution of 0.001 g. Final, the foam core 
density value is calculated as

where the mAFS term represents the measured mass [kg] 
of the specific AFS sample and VC [m3] variable indicates 
the calculated volume of AFS element, whose theoretical 
dimensions [in mm3] are reported in Table 1 for both AFS 
batches.

Impact tests

The Low-Velocity Impact tests are conducted on a Fractovis 
Plus drop test machine according to ASTM 7136 standard 
(Fig. 2). Figure 3 (a) illustrates the clamping system of drop 
test machine avoids the lateral slipping of AFS specimens 
that are fixed on the base with a rigid metallic circular plate 
(of diameter of 40 mm) without crushing effects, as reported 
in Fig. 3 (b).

(1)�foam =
mAFS

VC

Table 1   Physical proprieties of constituent materials for two sandwich batches

ID AFS
type

N.° of 
impacted 
AFS
samples

Dim
[mm3]

Average Foam 
thickness
[mm]

Core
aluminium 
material

Average 
Density of AFS 
samples
[kg/m3]

Epoxy 
Resin of
GFRP face-
sheets

Glass 
fabric of
GFRP face-
sheets

Glass 
fabric 
density
[g/m2]

Layout 
of GFRP
face-sheets

AFS-20 
samples

8 200 × 110
 × 20

20 AlSi10Mg
base
alloy

408.5 ELANTAS
EC 147 /
W 147

Plain 100 [0° / 90°/
 + 45°/ -45°]

AFS-30 
samples

15 200 × 110
 × 30

30 437.03 ELANTAS
EC 147 /
W 147

Twill 160 [0° / 90°/
 + 45°/ -45°]

Fig. 2   Drop-weight impact test 
machine used for AFS elements
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Specifically, a central impact was performed on each 
specimen to avoid detachment of the skins near the external 
edges and for better inspection convenience by means IRT 
and UT methods. The impactor consists of a hemispherical 
tip with a diameter of 20 mm with an impacting mass of 
approximately 5.045 kg.

In the Table 2, the experimental parameters used for 
impact tests of the two AFS batches are reported. As indi-
cated, specific combinations of impact velocity and impact 
energy was selected for the two different sandwich series 
that exhibit different failure modes and an interesting impact 
area variability, based on previous experiences [30].

As representative examples, Fig.  4 show two impact 
damages on AFS 30 and AFS 20 specimens, where the 
skin cracking and a partial detachment are observed in both 
elements.

Thermographic Inspection

In the present work, the pulsed thermography in reflection 
mode was employed for preliminary inspections on lami-
nated sandwich panels and on the various AFS specimens 
obtained from the latter. Specifically, the PT technique is 
a suitable NDT procedure for a quick inspection of large 
surface industrial elements.

For each IR inspection, after impact tests, all surfaces 
examined were treated with the same high temperature matte 
black paint with an emissivity of 0.93 to reduce thermal 
reflections and non-uniform heating effects. The micro-
bolometric thermal camera FLIR A655sc was employed for 
both thermographic setups (Fig. 5). This thermal camera is 
equipped with an uncooled micro-bolometric sensor, that 
provides thermal images at 640 × 480 pixels of high quality 
and measurement accuracy with temperature differences of 
30 mK.

Based on previous ND experiences [30, 32–34], an IR 
camera – object distance of 1600 mm is selected for AFS 
laminated panels, whilst a distance of 1100 mm is employed 
for sandwich specimens. Both thermographic setups consist 
of an optical thermal source (halogen lamps) and a signal 
generator to provide a thermal pulse as single square wave-
form. For the experiments, four halogen lamps of 1000 W 
were used for each AFS laminate panel, while only two halo-
gen lamps were used for each AFS specimen (Fig. 6).

For different inspections, the thermographic parameters 
were selected for AFS elements based on previous experi-
ence [30], as reported in Table 3, where three different heat-
ing times of 3 s, 5 s and 8 s were employed for each inspec-
tion on AFS elements. As shown in Fig. 5 (b), in the thermal 
map reported as an example, obtained after 0.32 s from the 
end of the heating of 3 s, the performed inspections seem 

Fig. 3   (a) Clamping system and (b) AFS sample fixed with a rigid metallic circular plate (diameter equal to 40 mm)

Table 2   Experimental 
parameters used for impact tests 
on AFS batches

Series Specimen Impact
Energy [J]

Impact
Velocity 
[m/s]

Impact 
Height 
[mm]

Total mass 
of Impactor 
[Kg]

AFS -20 P4, P5, P6, P11,
P13, P15, P17, P19

2.5 1 51 5.045

AFS—30 P4, P5, P6, P8, P10, P15, P16, P19, 
P21, P23, P24, P27, P28, P31, P33

10 2 202 5.045
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Fig. 4   (a) Example of AFS 30 sample and (b) AFS 20 specimen after the impact at v = 2 m/s and v = 1 m/s, respectively

Fig. 5   (a) Pulsed thermographic setup for inspection of the entire laminated AFS panels and (b) thermal map after 0.32 s after heating time of 
3 s on the AFS-30 panel

Fig. 6   Experimental pulsed 
thermographic setup for inspec-
tion of AFS elements
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to reveal no defects on the laminated skins for the AFS-30 
panel.

Ultrasonic Inspection

An Olympus Omni-Scan MX portable unit was employed to 
perform the Phased Array (PA) ultrasonic analysis on impact 
damage of AFS elements (Fig. 7 (a)). The UT detector sys-
tem is equipped with a 64-element Olympus probe (2.25L64-
A2) with frequency of 2.25 MHz that results proper for the 
UT inspection on composite materials [34, 35]. This probe is 
fixed on a plexiglass wedge and connected to a Mini-wheel 
absolute encoder with a resolution of twelve steps/mm to 
perform the C-scan maps acquiring data in a synchronized 
way with the one-way motion of probe. The measurement 

probe-encoder system is positioned on a thermoplastic poly-
meric PLA support and guided along a straight path by an 
aluminium profile (Fig. 7 (b)) [32]. The C-Scan maps are 
visualized through a two-dimensional view of displayed data 
related to the inspected surface of the component.

Thus, the UT data are monitored in a real-time mode 
along a specific coordinate direction on X–Y plane. The 
ultrasonic PA scans are performed in contact mode employ-
ing a water-based coupling gel on the laminated skins of 
AFS samples. A preliminary calibration of the UT detec-
tor is conducted to define the ultrasonic parameters for the 
inspections, such as the specific ultrasonic velocity of sand-
wich material. The ultrasonic velocity of the material is esti-
mated equal to 2700 m/s and the linear scans at 0 degree are 
conducted employing a constant gain of 8 dB [30].

Table 3   Experimental 
parameters for IRT 
investigations

Sandwich series Defect depth Frame rate [Hz] Heating 
time [s]

Acquisition 
time [s]

Total frames

AFS-20 panels 0 ÷ 4 6.25 3 50 314
5 100 625
8 100 1000

AFS-30 panels 3 50 314
5 100 625
8 100 1000

AFS-20 samples 3 50 314
5 100 625
8 100 1000

AFS-30 samples 3 50 314
5 100 625
8 100 1000

Fig. 7   (a) Experimental setup employed for ultrasonic Phased Array measurements and (b) Plexiglas wedge for probe UPA and encoder move-
ment system, image from [29]
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Processing Approaches

The present section describes the different processing 
approaches for PT technique and the binarization methods 
for the impact damage quantification through thermal and 
ultrasonic data.

Image Processing for PT

As described by different authors [36–38], advanced thermal 
signal processing methods have been proposed in the last 
twenties for the PT method in order to enhance the detec-
tion and quantification of material damages through signal-
to-noise ratio or probability of detection improvements in 
industrial components [39–41].

Specifically, acquired thermal images are processed in 
time domain, frequency domain or different strategies (such 
as in principal component analysis), involving a series of 
advanced mathematical operations performed to get useful 
information [28, 41, 42]. These data processing techniques 
have several advantages and limitations in terms of defect 
detectability, computation time, signal-to-noise ratio, etc., 
therefore an automatic quantitative extraction of informa-
tion combined with adequate processing time and appropri-
ate thermal models represents a demanding challenge in the 
processing of thermal images [32, 33, 36, 43].

Based on the literature [32, 36–38], different well-estab-
lished and advanced elaboration approaches proposed for 
thermographic pulsed technique are selected for sizing 
quantification of impact damages on AFS elements. These 
processing procedures are classified as multiple-maps or 
single-map processing methods based.on the processed 
output of raw data. Specifically, the multiple-maps process-
ing methods include the thermal signal reconstructed and 
the Principal Component Thermographic techniques, whilst 
the single-map approaches consist of two statistical methods 
(Skewness and Kurtosis) and LBC-II procedures [32, 33].

Multiple‑maps processing methods

Reconstructive Techniques  The processing procedures based 
on the reconstruction include the signal reconstruction or 
TSR, first and second derivative methods [32, 33]. Thermal 
signal reconstructed (TSR) technique provides significant 
sensitivity improvement, used especially in noise filtering 
and data reduction that increases the signal-to-noise (SNR) 
performance than the raw thermal maps [44–46]. The math-
ematical origin of TSR technique comes from the Fourier’s 
one-dimensional heat-transfer equation on a semi-infinite 
surface previously subjected to thermal excitation (Dirac 
delta) [44, 45]. Basically, this thermal response equation 

of step-heating surface could be described as temperature 
evolution [°C] of free-defect zones in logarithmic scale with 
a slope of − 1/2 and a constant of Q/e. Specifically, thermal 
signal reconstruction approach processes the thermal evolu-
tion of a pixel using a polynomial of nth degree, fitting the 
polynomial to a logarithmic sequence performing with least 
squares [43, 44] as

where the full sequence of thermal rise ΔTsurf (t) of each 
pixel is built by the series of (n + 1) polynomial regression 
coefficients a0, a1, a2,… , an [44, 46]. The choice of small 
nth order provides satisfactory results in terms of reduc-
ing oscillations in the processed sequence and a fourth and 
fifth-order polynomial order effectively acts as a low pass 
filter to smooth the data without reconstructing the noise 
[29, 44, 46, 47].

However, a fifth or sixth order polynomial seems effec-
tively to provide a low pass filter to smooth the data with-
out reconstructing the noise [32, 48]. In addition, recently 
authors proposed the evaluation of coefficient images for 
rapid fully automated processing of the three best polyno-
mial coefficient images in an RGB basis, to create a unique 
“composite” image of the defects to simplify the NDE 
operations during manufacturing or maintenance industrial 
processes [49, 50]. The (n + 1) images processing approach 
results more suitable in terms of data analysis and reduced 
computation time [29, 50]. Different TSR processing tech-
niques include the classic TSR approach consisting in the 
selecting of best reconstructive or derivative images asso-
ciated with different depth range for qualitatively defects 
detection, while the simpler TSR coefficient approach is 
based on calculation of (n + 1) logarithmic polynomial coef-
ficients for every full thermal sequence [50].

Principal Component Thermography  Principal Component 
Thermography (PCT) technique proposed by Rajic [32, 51, 
52] is based on an eigenvector transform that applies an 
orthogonal transformation to acquired thermal data through 
singular value decomposition (SVD) method to achieve 
compact data statistical representation of contrasts varia-
tions, associated with defects presence [53]. Before apply-
ing decomposition, the selected 3D matrix of thermal image 
sequence is reshaped into 2D array, where the columns and 
rows contain the spatial and temporal information, respec-
tively. Thus, original image sequence (Nx × Ny × Nt) of Nx 
and Ny pixel dimensions and Nt number of frames is trans-
formed in the matrix A (M × Nt) through a decomposition 
processing where M = Nx × Ny. Then, matrix A is adjusted 
by subtracting the mean value along time dimension and 
by eigenvectors and eigenvalues decomposition. Any M × N 

(2)
ln
[
ΔTsurf (t)

]
= a0 + a1 ∗ ��(t) + a2 ∗ [ln(t)]2 +⋯ + an∗ [ln(t)]n
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matrix can be decomposed through SVD decomposition and 
calculated as [14, 52]:

where U is an M × N orthogonal matrix, D represents a 
diagonal N × N matrix containing singular values of A per-
forming in the diagonal and VT is the transpose of N × N 
orthogonal time matrix whose columns represent the main 
components of the temporal variations [51]. Orthogonal 
statistical characteristics are contained in matrix U col-
umns, known as empirical orthogonal functions (EOFs) 
describing spatial variations within the data [52]; similarly, 
in matrix VT rows the principal components (PCs) present 
characteristic time behaviour and associated to defect depth 
estimation [52]. The matrix U may be rearranged as a 3D 
matrix to produce EOF image sequence, given that first few 
EOFs describe largest variability in the thermal sequence 
and generally contain useful images. In fact, PCT numeri-
cal approach is an effective technique, but it was found that 
using the total time for sampling improves the PCT results 
and first seven EOF images gives better results.

Single‑map processing methods

Statistical Methods  The statistical processing methods are 
introduced for enhancing the automatic processing of an 
infrared sequence reducing human intervention [54]. In their 
works, Madruga et al. [54–56] proposes the higher-order 
statistics (HOS) analysis to achieve a rapid single-map image 
processing approach that provides a suitable compression 
of the most useful information into a unique image for each 
inspection.

In probability theory, the skewness is a common sta-
tistical method that include the third standardized central 
moment of the probability distribution. The skewness 
parameter represents a measure of symmetry, or more pre-
cisely, characterizing the lack of symmetry in a probability 
distribution of the temperature–time history, defined for each 
pixel as [54, 55]

where � and � are the mean and standard deviation respec-
tively of random variable x.

The Kurtosis is the fourth standardized moment of the 
probability distribution that measures the relative flatness 
of the probability distribution related to the shape of a nor-
mal distribution in the temperature–time history on each 
pixel [54, 56]. Therefore, Kurtosis measurement reflects 
the degree to which the distribution is peaked, providing 

(3)A = U ∗ D ∗ VT

(4)Skewness =

∑N

k=1
(xk − �)3

�3(N − 1)

information of distribution height relative to the value of 
standard deviations, given as [55]

Therefore, these HOS parameters (third and fourth 
orders) are applied to TNDT showing to be a powerful tool 
for defect detection combined to high compression capabili-
ties [54]. In this work, the third and the fourth HOS param-
eters are employed in the comparative analysis, because the 
skewness parameter results the most sensible parameter, but 
less dependent on the shallowest defects than kurtosis meas-
urement, whose distribution shape results less affected by 
the deeper defect.

LBC‑II Methods  Finally, the LBC-II elaboration approach 
consists of a different contrast-based processing method 
proposed by the authors Panella and Pirinu in a previous 
work [32] that combines an enhancing defect inspection with 
a different contrast measurement where a local automated 
selection of defect-free reference zone is performed for each 
detect, providing a single contrast map elaborated [32, 33, 
35]. The proposed approach provides processed contrast 
maps that maximize contrast values lying on defect border, 
leading to display local contrast variations, clearly recogniz-
ing flaw’s borders for a proper damage sizing quantification 
[32, 33].

The LBC-II approach provides processed contrast map at 
a given time, applying a time filtration to compress the data 
information contained in the 3D thermal sequences into a 
single image, as observed for HOS methods [54, 55]. Spe-
cifically, for each [i, j]th pixel of a selected thermal image, 
this processing procedure computes automatically the abso-
lute LBC-II contrast Cstd

LBC−II(i,j)
 [°C] calculated as [32]:

where (tend − tmax) represents the cooling phase of the ther-
mal acquisition. The proposed contrast is computed between 
two ROIs, defined as average thermal data of an image sub-
set IROI(i,j) and the mean temperature of its neighbourhood 
area NROI(i,j), in a similar automatization procedure proposed 
by another author [57, 58]. The TI (i, j) and TN (i, j) represents 
the temperature in a reference squared matrix zone (Dim. 
3 × 3) and all around [i, j]th calculation point matrix zone 
(Dim. p × p, with p > 3), respectively.

The specific apex ‘std’ is added for the proposed contrast 
parameter for a suitable distinction between three different 
contrast approaches of LBC-II evaluations [32]. In fact, two 
other computation approaches could be employed for image-
processing elaboration, highlighting the contrast values of 

(5)Kurtosis =

∑N

k=1
(xk − �)4

�4(N − 1)

(6)Cstd
LBC−II(i,j)

=
|||
ΔTLBC−II(i,j)(t)

|||
=

|||||
|

tend∑

t=tmax

NROI(i,j)(t)
(
tend − tmax

) −

tend∑

t=tmax

IROI(i,j)(t)
(
tend − tmax

)

||||
|
|
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undamaged (defined as CA
LBC−II(i,j)

 ) or of damaged (denotated 
as CB

LBC−II(i,j)
 ), evaluated such as [32]

and

Therefore, final elaborated contrast maps are processed 
highlighting the surrounding defect-free contrast values 
(defined as CA

LBC−II(i,j)
(t) ) or defective contrast values 

(defined as CB
LBC−II(i,j)

(t) ) [32].

Binarization Approaches

Binarization for thermal data

The quantitative analysis of impact damage seems to involve 
a defective depth of a couple of tenths of a mm (near the 
laminate-core interface), then short heating times (lower 
than 10 s) are employed for pulsed thermographic inspec-
tions, as reported in Table 3. In this case study, the quan-
tification analysis for impact defect sizing as automated 
approach is performed [30, 40].

For a better characterization of the damage size, ther-
mal maps were exported and manipulated in the MATLAB 
environment, where a processing routine is developed for 

(7)CA
LBC−II(i,j)

(t) = +ΔTLBC−II(i,j)(t)

(8)CB
LBC−II(i,j)

(t) = −ΔTLBC−II(i,j)(t)

the binarization of different processing approaches, defin-
ing a threshold value of temperature selected based on the 
average values of defective and intact zones calculated in 
regions of interest (or ROIs). For impact sizing, a different 
thermal contrast definition is employed, the ‘so-called’ run-
ning contrast defined as:

where Tdef_edge and Ti represent the average temperatures 
in selected defective and defect-free ROIs of pixels in the 
single evaluated map. Preliminary analysis of different pro-
cessed maps is performed to highlight the suitable average 
threshold running contrast value, employed for each process-
ing quantification.

Specifically, the reference average value Tdef_edge is deter-
mined in customized five ROIs selected on near surround-
ings of impact area, where rapid variation of map parameters 
(thermal, statistical or LBC-II contrast values) is observed 
and clearly distinguished defective and un-damaged areas, 
as shown in example Fig. 8 (a) and in the relative iso-line 
trends reported in Fig. 8 (b).

Then, the estimated impact area on the different processed 
images is calculated as follows:

(9)ΔTthr
run

=
Tdef_edge − Ti

Ti

(10)AIRT =

(
m∑

j=1

n∑

i=1

Pi,j

)

∗ fc

Fig. 8   (a) Thermal map with iso-lines along X and Y direction; (b) thermal profiles of iso-lines X (upper) and iso-lines Y (bottom) for AFS-20 
P13 panel at 0.5 s from the end of heating
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where Pi,j represents the pixel having temperature that sat-
isfies equation (11), in specific processed 2D image [Dim. 
m × n]; fc the conversion factor employed in MATLAB code 
to convert pixels area in a mm2 area, based on the well-
known length sides of each panel. Since the length in pixels 
of the sides of the sample is known in the thermal images 
displayed, the areas in mm2 relating to the impact damage 
were determined with a simple mathematical proportion, 
multiplying the value of the impact area (AIRT) by the factor 
fc given by the ratio between area of the specimen in mm2 
and the same area in pixels of thermal image of thermal 
camera. Specifically, a selected [i, j]th pixel is included in the 
calculation (equation (10)) if its specific temperature satis-
fies the following relationship

Therefore, the proposed binarization processing method 
consists of a simple procedure based on the threshold eval-
uation, that represent a suitable choice for a comparative 
analysis between different elaborated maps, where hot/ cold 
spot defective zones and different surrounding—defect edge 
contrast could occur.

Binarization for UT data

Concerning the ultrasonic measurements, the C-scan maps 
are exported using Tomo—View software and post-pro-
cessed employing MATLAB codes. Specifically, a binari-
zation analysis based on a threshold value is performed to 
determine the impact damage area of inspected sandwiches. 
The impact area is selected from this two-dimensional 
matrix of amplitudes map, not including the neighbouring 
areas of damage. The threshold amplitude values employed 
for the binarization processing of C-Scan map are deter-
mined considering the measured amplitude profile along 
three paths (the line 1, line 2 and line 3) on the UT map and 
determining the specific mean of the pixels’ values that cross 
the boundaries of the damaged part, as shown in Fig. 9 (a).

(11)Ti,j ≥
(
1 + ΔTthr

run

)
∗ Tdef_edge

This processing procedure was repeated for each of the 
three lines considered. The correct threshold value was 
then determined by making the arithmetic average of the 
three average values previously determined and equation 
expressed by the following:

where the index j indicates one of three lines of UT meas-
urement, l indicates the total number of lines considered 
(l = 3), while the index i represents the specific pixel of the 
selected area and the term N is the number of total pixels 
considered on each line (N = 8); finally, the Aij data represent 
the percentage amplitudes relative to each pixel considered 
in the impacted zone.

Results and Discussion

In the present section, a comparative analysis between UT 
and IRT results is performed for sizing evaluation of impact 
areas on AFS series. The impact area quantification through 
ultrasonic inspections represents the reference approach for 
PT processing methods.

UT Processing Results

In this paragraph, exported scan maps and binarization pro-
cessing results for ultrasonic data are discussed (Figs. 11, 
12, 13, 14, 15, 16, 17 and 18). Figures 10 (b), 13 (b), and 16 
(b) show three examples of linear C-Scan (0°) scans with a 
local X–Y coordinate system on the two batches of AFS-20 
and AFS-30 specimens. In addition, the Figs. 12, 15, and 18 
show the binarized C-Scan maps related to three examples 
of data processing.

Concerning the AFS-20 P13 element, the specific geome-
try of the impact area presents an almost circular shape with 
two evident thin lateral wings observed in both binarized 

(12)Ath =

∑l

j=1

�∑N

i=1

Aij

N

�

l

Fig. 9   (a) C-Scan map exported in MATLAB and (b) amplitude profiles used for the threshold level computation (Ath) for AFS-20 P18
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Fig. 10   (a) S-Scan (0°) and (b) C-Scan maps along the x axis for AFS-20 P13 sandwich element

Fig. 11   (a) C-Scan map exported in Matlab and (b) amplitude profiles used for the threshold level computation (Ath) for AFS-20 P13

Fig. 12   Binarized C-Scan map 
of AFS-20 P13 sandwich ele-
ment

Fig. 13   (a) S-Scan map (0°) and (b) C-Scan map along the x axis for AFS-30 P21 element
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Fig. 14   (a) C-Scan map exported in Matlab and (b) amplitude profiles used for the threshold level computation (Ath) for AFS-30 P21

Fig. 15   Binarized C-Scan map 
of AFS-30 P21 specimen

Fig. 16   (a) S-Scan at the 0° and (b) C-Scan maps along the x axis for AFS-30 P28 sample

Fig. 17   (a) C-Scan map exported in Matlab and (b) amplitude profiles used for the threshold level computation (Ath) for AFS-30 P28
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Fig. 18   Binarized C-Scan map 
of AFS-30 P28 specimen

Table 4   UT quantification of 
impact damage on AFS-20 
specimens

ID
Sample

Estimated 
impact
depth [mm]

Threshold
amplitude Ath 
[%]

Damaged area
on C-scan map 
[mm2]

Impact area on bina-
rized
C-scan map AUT [mm2]

E
[%]

AFS-20 P4 4.02 85.3 516.72 441.55  + 17.0
AFS-20 P5 4.10 84.2 1319.70 961.46  + 37.3
AFS-20 P6 4.05 63.4 500.00 334.30  + 49.6
AFS-20 

P11
4.08 65.3 443.02 320.53  + 38.2

AFS-20 
P13

4.12 93.9 610.08 869.50 - 29.8

AFS-20 
P15

5.6 96.6 487.08 690.35  + 29.4

AFS-20 
P17

2.52 60.7 312.74 320.84 - 2.5

AFS-20 
P19

3.72 83.6 490.05 359.64  + 36.3

Table 5   Quantification of 
impact damage on the AFS-30 
specimens

ID
Sample

Estimated impact 
depth [mm]

Threshold 
amplitude Ath 
[%]

Damaged 
area
on C-scan 
map [mm2]

Impact area on binarized 
C-scan map AUT [mm2]

E
[%]

AFS-30 P4 4.13 82.4 622.34 602.44  + 3.30
AFS-30 P5 4.11 85.9 583.70 680.55 -14.23
AFS-30 P6 4.07 67.3 580.03 521.25  + 11.28
AFS-30 P8 4.04 86.8 330.45 434.75 -23.99
AFS-30 P10 4.24 98.4 360.00 428.83 -16.05
AFS-30 P15 11.03 97.4 533.33 567.95 -6.10
AFS-30 P16 5.01 97.9 768.93 865.8 -11.19
AFS-30 P19 6.13 76.1 647.92 605.32  + 7.04
AFS-30 P21 8.89 83.4 758.84 600.88  + 26.29
AFS-30 P23 8.08 62.0 1061.61 901.32  + 17.78
AFS-30 P24 6.87 67.3 946.56 812.15  + 16.55
AFS-30 P27 4.59 85.9 894.04 1072.26 -16.62
AFS-30 P28 4.18 89.3 694.64 641.78  + 8.24
AFS-30 P31 4.95 91.0 682.80 539.83  + 26.48
AFS-30 P33 2.03 88.9 1337.77 1084.00  + 23.41
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IRT and UT maps, as shown in Figs. 12 and 15 (b), respec-
tively. However, the threshold value employed for the bina-
rization processing of UT map (Fig. 11 (a)-(b)) is estimated 
equal to 93.9% for the AFS-20 P13 element, as reported in 
the Table 4. For the specimens AFS-30 P21 and AFS-30 
P28, the threshold values estimated with the binarization 
process of the UT map (Figs. 14 and 17) are equal to 83.4% 
and 89.3%, respectively.

For the impact area quantification, the measured pixel 
dimensions are estimated equal to 0.37 × 0.98 mm2. There-
fore, a conversion factor is employed for the impact damage 
sizing in the binarized ultrasonic maps.

Tables 4 and 5 report the results for the size quantifica-
tion of impact damage for AFS-20 and AFS-30 samples, 
respectively. In addition, a percentage parameter E is also 
defined to assess the different size estimation between the 
damage area AC−Scan evaluated on the C-Scan through the 
measurement cursors and the impact area AC−Scan_bin evalu-
ated through the binarization approach.

Specifically, this percentage parameter is computed by 
the following equation:

In the Tables 4 and 5, the calculated values of percentage 
parameter E are summarized for the two AFS batches, where 
positive and negative data are observed.

The obtained depth and size data of impact damages are 
also correlated to the foam density values for both AFS 
series. The Fig. 19 (a) shows the impact depth data esti-
mated through the S-scans performed at 0° as function of 
the foam density data for both AFS series. In this diagram, 

(13)E[%] =
AC−Scan − AC−Scan_bin

AC−Scan_bin

∗ 100

different behaviours could be observed between sandwich 
batches. Particularly, the impact depth data seem to high-
light an almost inverse proportional trend as function of 
relative foam density of AFS-30 batch, whilst an almost flat 
decreasing trend is observed for AFS-20 samples. However, 
the correlation analysis between the foam density and the 
impact area evaluated on the binarized C-scan map could 
be observed in the Fig. 19 (b) for the two series of the tested 
specimens. In this diagram, the absence of a clear correlation 
between the impact sizes and relative foam density seems to 
be noted, as observed for the IRT data in previous section.

Specifically, the foam internal inhomogeneity due to non-
uniform stochastic morphology and local density variability 
could affect the impact size data, while a more evident cor-
relation is observed between the density of the foam and 
the impact depth. In fact, the measurement of average foam 
density is calculated for each AFS sample as indicated in 
equation (1). In literature, the X-ray tomographic technique 
is employed to define the morphological structure of foam 
core where the impact damage occurs, determining the local 
density in the impact areas for a proper correlative analysis 
as function of foam density [59–61].

IRT Processing Results

As shown in the Figs. 20 (a—b) and 21 (a—b), representa-
tive elaborated maps of TSR coefficients, EOF-1 and EOF-2 
data are reported for AFS-20 P4 sample. In these processed 
maps, impact defective zone seems to appear as hot or cold 
spot area respect to the undamaged zone. Therefore, the 
binarization processing approach calculated as in equa-
tion (10) should be performed to process elaborated maps 

Fig. 19   (a) Impact depth data vs foam density and (b) impact area data evaluated on binarized maps vs foam density for AFS samples
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as negative 2D matrix if impact damage appears as cold 
defective zone.

As described in the previous “Binarization for thermal 
data” section, the binarization processing methods evaluated 

the single pixel of specific processed map, providing a value 
equal to one if its specific temperature satisfies the relation-
ship of equation (11), otherwise the value is equal to zero. 
Then, the resulting binarized maps is processed providing 

Fig. 20   (a) TSR coefficient a0 and (b) a5 maps for AFS-20 P4 panel

Fig. 21   (a) Principal component EOF-1 and (b) EOF-2 maps for AFS-20 P4 panel

Fig. 22   (a) Raw thermal map with ROIs and (b) normalized contrast profile of couple of ROIs for AFS-20 P4 panel
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a complete damage characterization in terms of size and 
shape, where the impact damage size is evaluated through 
the equation (10) in a quantitative manner. As anticipated in 
the paragraph 3.1, different processing approaches employed 
for PT are selected for impact damage quantification of AFS 
panels. Specifically, the binarization approach proposed for 
PT is performed on first and sixth TSR coefficients (using 
a polynomial fitting of fifth order), first and second EOF 
maps, statistical Skewness and Kurtosis maps and on the 
three LBC-II maps.

In addition, a specific raw thermal map is selected at 
the cooling time when the maximum value of normalized 
contrast of impacted zone occurs. For example, the repre-
sentative raw image of AFS-20 P4 panel shown in Fig. 22 
(a) is selected based on relative normalized contrast profile 
as function of acquired frames, as reported in Fig. 22 (b). 
This selection procedure represents a classical approach for 
defect sizing, based on the assumption that defect visibility 
is more performed at maximum contrast peak, when defect 
detection should be occurred [40]. However, the visibility of 
defects at maximum thermal contrast could be enhanced, but 
then the defect edge could be blurred for the 3D spreading 
of thermal front [40]. Thus, the predicted optimal detection 

times of impacted damage involves almost 0.1 ÷ 0.5 s after 
heating phase.

In previous Fig. 4 (a) and (b), the two representative 
images of impact damages seem to highlight the impact 
indentation on the laminated skin and the debonding of skin 
arisen after impactor indentation.

Therefore, a proper image—processing method should 
be performed for damage quantification, distinguishing 
also the different damaged zones. As shown in Fig. 23 (b) 
and (c), the two LBC – II processed maps seem to high-
light different damage zones. Specifically, the boundary 
deformation zone is observed in the LBC-II approach A 
map (following equation (7)), whilst the impactor inden-
tation area is noted in the map processed with LBC-II 
approach B (following equation (8)). However, the out-
put map processed through LBC-II standard approach 
(following equation (6)) seems to include both damaged 
zones of simulated impact defect, as observed in Figs. 23 
(a) and 24. In fact, the LBC-II standard method is based 
on the principle that computed temperatures around an 
inspected spot tend to reach similar values when location 
corresponds to defect border, leading to temporal contrast 
values being displayed with minimum values on contrast 
maps, clearly distinguishing the damage’s edge [32]. 

Fig. 23   (a) Processed map with LBC-II standard, LBC-II method A and (b) LBC-II method B for AFS-20 P4 panel

Fig. 24   (a) Raw thermal and (b) relative binarized maps for AFS-20 P13 panel
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Therefore, the LBC-II approach consists of an analogous 
binarized procedure, where the computation of impacted 
damage area could be clearly evaluated setting the thresh-
old parameter Tdef_edge equal to zero.

Therefore, the contrast-based maps processed through 
the standard LBC-II approach and the LBC-II approach 
B are selected for the binarization processing to evalu-
ate the impact size of both AFS batches. As observed in 

Figs. 23 (a) and 25 (a), the LBC-II standard maps seem 
to provide a boundary profile where the impacted dam-
age indentation could be clearly distinguished by delami-
nation zones. The same binarization of impact damage 
could be obtained combining the LBC-II approach A 
and the LBC-II approach B. However, the different dam-
age zones appear merged in the other binarized maps, as 
observed in the example Fig. 24 (a) and (b), where the 

Fig. 25   (a) LBC-II standard and (b) relative binarized maps for AFS-20 P13 panel

Fig.26   (a) Skewness and (b) kurtosis maps for AFS-20 P4 panel

Fig. 27   (a) Skewness and (b) kurtosis maps for AFS-30 P16 panel
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raw thermal and relative binarized maps for AFS-20 P13 
panel, respectively.

In Figs. 26 (a—b) and 27 (a—b), representative exam-
ples of processed thermal images through two statistical 
approaches based on standardization are reported. In the 
two maps of Fig. 26, the influence of lamination process 
and fibre orientation seem appear for the AFS-20 P4 sample 
more prominently than the previous TSR coefficient, EOF 

and raw thermal maps. In addition, both statistical meth-
ods provide colder spot on the impacted areas for both AFS 
batches. Thus, the different binarization process is employed 
to convert the statistical images as a negative-values maps, 
providing higher values in damages zones.

However, the influence of stochastic morphology of Al 
foam and the laminated surface imperfections could affect 
the impacted zones in terms of shape, location, and size, 

Fig. 28   (a) Raw thermal and (b) binarized maps of AFS-30 P23 panel

Fig. 29   (a) Thermal and (b) binarized maps of AFS-30 P28 panel

Fig. 30   (a) Thermal and (b) binarized maps of AFS-30 P33 panel
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exhibiting different damage types under the same impact 
test conditions, as shown in Figs. 24 (a) and 27 (a) for 
the AFS-20 P13 and AFS-30 P16 samples, respectively. 
In addition, as reported in Fig. 28 (a), AFS-30 P23 panel 
seems more severely damaged than the other elements with 
diagonal wrinkles of 43.5 mm (bottom wrinkles) ÷ 23.05 
(upper wrinkle) mm, confirming that IR techniques may be 
employed to detect damage lengths in components. Thus, 
the dark red region of impacted zone may also indicate 
severe damage modes such as foam crush and laminated 
skins crack.

In addition, damaged zones as double oval-shaped areas 
are observed at the centre of the impact point for AFS-30 
P28 and AFS-30 P33 panels, as shown in Figs. 29 (a) and 
30 (a). This impact defect shape could be due to local mor-
phology with a widespread porosity in the Alulight foam 
that appears as a double-impact damage zone at the centre 
of panel. In addition, a discrete number of hot spots could 
be observed around this impact region, indicating delami-
nation damage mode between skin sheet and Aluminium 
core. Therefore, this additional damaged zone is included in 
the binarized damaged area and appears as a merged yellow 
spot, as Figs. 29 (b) and 30 (b).

Table 6   Comparative analysis of impact damage sizing on AFS 20 sandwich panels

ID
sample

Foam 
Density
[kg/m3]

Impact area AIRT
[mm2]

Mean 
AIRT
[mm2]

Stand. Dev
[mm2]

Raw
map

SKE
map

KUR
map

TSR 
Coeff
a0 map

TSR 
Coeff
a5 map

EOF-1
map

EOF-2
map

LBC-II
std map

LBC-II
B map

AFS-20 P4 367.89 151.13 198.16 179.42 182.40 189.87 137.47 111.41 335.82 134.04 173.10 65.36
AFS-20 P5 311.85 628.47 668.70 786.37 767.14 775.64 555.27 389.18 905.01 531.88 676.13 158.96
AFS-20 P6 443.87 344.54 155.99 185.16 266.23 261.32 368.49 111.16 385.36 177.28 246.78 99.56
AFS-20 P11 315.67 282.61 219.14 259.82 230.60 221.15 246.36 233.18 298.83 179.93 241.53 35.76
AFS-20 P13 565.52 680.39 581.96 797.79 799.87 710.93 705.89 545.80 866.78 434.12 684.13 138.22
AFS-20 P15 323.37 631.97 521.01 818.46 538.04 684.43 645.43 603.13 686.32 694.79 641.63 89.81
AFS-20 P17 445.98 206.27 205.49 224.08 201.62 140.70 206.53 115.91 314.37 158.94 192.16 56.98
AFS-20 P19 493.84 308.302 204.304 263.12 194.93 151.74 258.576 129.57 303.19 133.83 216.13 69.90

Table 7   Comparative analysis of impact damage sizing on AFS 30 sandwich panels

ID
Sample

Foam 
Density
[kg/m3]

Impact area AIRT
[mm2]

Mean 
AIRT
[mm2]

Stand 
Dev
[mm2]

Raw
map

SKE
map

KUR
map

TSR 
Coeff
a0 map

TSR 
Coeff
a5 map

EOF-1
map

EOF-2
map

LBC-II
std map

LBC-II
B map

AFS-30 P4 576.81 310.46 396.75 402.29 319.75 332.70 333.00 299.78 543.22 257.35 349.38 83.81
AFS-30 P5 423.65 537.89 395.15 436.88 602.07 454.14 474.58 310.25 711.44 266.21 462.47 138.8
AFS-30 P6 555.06 403.85 271.06 405.37 389.87 297.50 393.83 265.589 653.34 335.78 365.20 117.2
AFS-30 P8 492.56 287.74 311.45 290.56 252.63 239.45 279.31 143.99 443.49 206.16 266.25 82.0
AFS-30 P10 411.66 628.45 531.40 619.86 507.22 601.09 526.94 361.76 503.46 345.82 536.37 102.5
AFS-30 P15 312.20 745.31 632.15 838.41 540.13 698.77 619.40 616.43 634.36 368.19 679.45 131.5
AFS-30 P16 324.17 721.20 705.35 955.06 433.09 806.85 571.37 619.43 1083.4 481.15 699.33 213.7
AFS-30 P19 338.13 679.70 717.82 997.12 628.61 504.91 613.31 583.75 701.68 391.07 682.71 166.9
AFS-30 P21 348.66 550.32 637.63 674.82 295.91 736.27 557.32 488.06 620.58 429.31 596.37 135.0
AFS-30 P23 372.88 1173.23 1087.95 1292.88 1094.15 609.10 1023.60 792.32 1001.2 856.40 1042.24 208.9
AFS-30 P24 390.58 981.60 1172.89 1052.47 870.68 580.79 867.34 768.49 1021.22 474.75 903.43 226.5
AFS-30 P27 410.09 1056.48 1211.08 1330.05 739.51 677.62 999.95 679.76 1314.78 457.64 947.58 314.8
AFS-30 P28 455.63 1135.50 1145.14 838.09 774.02 1282.6 851.11 693.54 667.56 439.62 959.20 270.3
AFS-30 P31 556.74 718.30 781.64 1238.36 722.16 915.51 723.97 442.82 630.56 291.70 773.11 269.0
AFS-30 P33 586.57 854.34 872.61 1053.24 903.68 498.30 865.31 611.06 1297.88 354.87 810.62 287.0
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A specific conversion factor pixel / millimetre was esti-
mated for each thermographic acquisition employing the 
well-known dimensions of the various samples. Then, the 
binarization processing approach is performed in each pro-
cessed IR image to estimate the impact damage sizes, whose 
data results are reported Tables 6 and 7 for AFS 20 and 
AFS 30 panels, respectively. As observed in these Tables, 
several image-processing approaches seem to provide dif-
ferent estimation of impact sizes. Specifically, the statistical 
kurtosis, EOF—1 and TSR coefficient a0 methods seem to 
over-estimate the damaged areas, whilst the statistical skew-
ness, EOF—2 and TSR coefficient a5 procedures show simi-
lar data variation with a percentage under the mean values. 
In addition, the higher values of impact sizes are observed in 
the data results of LBC-II standard approach, that includes 
the deformation areas in the sizing evaluation.

In particular, the double oval-shaped impacted damage 
size for AFS-30 P33 is equal as 1297.88 mm2 evaluated 
through standard LBC-II method, resulting the greatest dam-
age size among all the AFS panels, as reported in Table 7.

In addition, the impact size data obtained through dif-
ferent processing approaches are evaluated as function of 
foam density for AFS series. Therefore, a simpler definition 
of Signal to Noise Ratio is employed, evaluated as the ratio 
between the mean value (μ) and the standard deviation (σ) 
of the thermal measurements for each sample tested, includ-
ing the influence of various data elaboration algorithms for 
both AFS-20 and AFS-30 reported in Tables 6 and 7 and 
calculated as [62]:

Therefore, the signal to noise data of mean impact size 
AIRT is assessed for each AFS element and correlated to 
specific foam density. As shown in Fig. 31 (a) and (b), the 
SNR data are reported as function of specific foam density 
of AFS-20 and AFS-30 elements, respectively.

In both diagrams, a general data variability seems to be 
clearly evident in each AFS batch, showing the results of 
best SNR values above to 6 for two AFS-20 panels, where 
the lower density and small porosity may avoid the boundary 

(14)SNR =
�

�

Fig. 31   (a) SNR data results vs foam density for AFS-20 and (b) AFS-30 elements

Table 8   Comparative analysis of impact damage sizing on AFS-20 sandwich panels

[AIRT—AUT] / AUT [%]

Raw
map

SKE
map

KUR
map

TSR Coeff
a0 map

TSR Coeff
a5 map

EOF-1
map

EOF-2
map

LBC-II
std map

LBC-II
B map

ID Sample AFS-20 P4 -65.77 -55.12 -59.37 -58.69 -57.00 -68.87 -74.77 -23.95 -69.64
AFS-20 P5 -34.63 -30.45 -18.21 -20.21 -19.33 -42.25 -59.52 -5.87 -44.68
AFS-20 P6  + 3.06 -53.34 -44.61 -20.36 -21.83  + 10.23 -66.75  + 15.27 -46.97
AFS-20 P11 -11.83 -31.63 -18.94 -28.06 -31.00 -23.14 -27.25 -6.77 -43.86
AFS-20 P13 -21.75 -33.07 -8.25 -8.01 -18.24 -18.82 -37.23 -0.31 -50.07
AFS-20 P15 -8.46 -24.53  + 18.56 -22.06 -0.86 -6.51 -12.63 -0.58  + 0.64
AFS-20 P17 -35.71 -35.95 -30.16 -37.16 -56.15 -35.63 -63.87 -2.02 -50.46
AFS-20 P19 -14.27 -43.19 -26.84 -45.80 -57.81 -28.10 -63.97 -15.70 -62.79
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problem evaluation around damages areas. However, the 
experimental results provide lower SNR values under 4 
for several defective areas that represent an unsatisfactory 
evaluation for the requirements of accurate detection and 
characterization of interface impacted damage of sandwich 
structures.

Comparative Analysis Between UT and IRT Data

In this paragraph, a comparative analysis is performed 
between IRT and UT results for the impact size quanti-
fication on the two AFS series. Particularly, the obtained 
values of impacted areas evaluated on binarized IRT maps 
(denoted as AIRT [mm2]) are compared with the reference 
resulting areas calculated from binarized C-scan maps 
(indicated as AUT [mm2]). Data results of comparative 
analysis are reported in Tables 8 and 9 for AFS-20 and 
AFS-30 elements, respectively. In both impacted series, an 
evident data variation respect to ultrasonic measurements 
is observed in terms of impact area sizes between the dif-
ferent employed processing approaches. Both positive and 
negative percentage variations are observed in each IRT 
processed map respect to the relative UT data. However, 
the data results seem to indicate an evident underestima-
tion of the impact damage sizes evaluated with IRT pro-
cessing methods related to the UT data. In the AFS-20 
series, a general behaviour with a negative percentage 
variation is observed respect to AFS-30 elements.

Moreover, a greater percentage variation is observed 
in AFS-30 P28 sample, where the previous IRT maps 

highlight the presence of a “double” impacted area as 
shown in Fig. 29 (a), whilst a different impact area is 
observed in the corresponding C-scan maps, as reported 
in the example of Fig. 17 (a). This phenomenon, in the 
opinion of the authors, could be motivated by the morpho-
logical structure of the foam and by the possible presence 
of a widespread porosity in the neighbouring region to the 
impacted areas.

The impact sizing results obtained through the bina-
rized LBC-II standard maps seem to provide proper dam-
age area quantification compared to UT data in both series 
of the specimens with the lowest percentage variations. In 
particular, the maximum data deviations around 25% was 
observed for three AFS-30 samples (in particular P6, P16 
and P24 elements). The LBC-II method B results seem to 
clearly underestimate the impact area respect to the LBC-
II standard data, because only the damage zone of impact 
indentation area is evaluated in the sizing quantification, 
without delaminated and deformed damage zones in the 
impact area estimation.

Conclusions

In the present work, different Non-Destructive processing 
approaches for pulsed thermographic method are performed 
for impact size quantification on two series of AFS lami-
nated sandwich panels, indicated as AFS-20 and AFS-30 
elements. Specifically, the well-stablished processing 
methods (TSR, PCT Skewness and Kurtosis,) and three 

Table 9   Comparative analysis of impact damage sizing on AFS-30 sandwich panels

[AIRT—AUT] / AUT [%]

Raw
map

SKE
map

KUR
map

TSR Coeff
a0 map

TSR Coeff
a5 map

EOF-1 map EOF-2
map

LBC-II
std map

LBC-II
B map

ID Sample AFS-30 P4 -48.47 -34.14 -33.22 -46.92 -44.77 -44.72 -50.24 -9.83 -57.28
AFS-30 P5 -20.96 -41.94 -35.80 -11.53 -33.27 -30.27 -54.41  + 4.54 -60.88
AFS-30 P6 -22.52 -48.00 -22.23 -25.20 -42.93 -24.45 -49.05  + 25.34 -35.58
AFS-30 P8 -33.81 -28.36 -33.17 -41.89 -44.92 -35.75 -66.88  + 2.01 -52.58
AFS-30 P10  + 46.55  + 23.92  + 44.55  + 18.28  + 40.17  + 22.88 -15.64  + 17.40 -19.36
AFS-30 P15  + 31.23  + 11.30  + 47.62 -4.90  + 23.03  + 9.06  + 8.54  + 11.69 -35.17
AFS-30 P16 -16.70 -18.53  + 10.31 -49.98 -6.81 -34.01 -28.46  + 25.13 -44.43
AFS-30 P19  + 12.29  + 18.59  + 64.73  + 3.85 -16.59  + 1.32 -3.56  + 15.92 -35.39
AFS-30 P21 -8.41  + 6.12  + 12.31 -50.75  + 22.53 -7.25 -18.78  + 3.28 -28.55
AFS-30 P23  + 30.17  + 20.71  + 43.44  + 21.39 -32.42  + 13.57 -12.09  + 11.08 -4.98
AFS-30 P24  + 20.86  + 44.42  + 29.59  + 7.21 -28.49  + 6.80 -5.38  + 25.74 -41.54
AFS-30 P27 -1.47  + 12.95  + 24.04 -31.03 -36.80 -6.74 -36.60  + 22.62 -57.32
AFS-30 P28  + 157.03  + 159.21  + 89.71  + 75.20  + 190.33  + 92.65  + 56.99  + 4.02 -0.49
AFS-30 P31  + 33.06  + 44.79  + 129.40  + 33.78  + 69.59  + 34.11 -17.97  + 16.81 -45.96
AFS-30 P33 -21.19 -19.50 -2.84 -16.63 -54.03 -20.17 -43.63  + 19.73 -67.26
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proposed contrast-based procedures (denotated as LBC-II 
approaches) are employed and compared with the reference 
data obtained through ultrasonic PA inspections. Specific 
custom binarization procedures are implemented in MAT-
LAB codes to process the IRT images or ultrasonic C-scan 
maps, assigning a threshold value selected based on the 
average values of the undamaged zones evaluated in specific 
regions of interest.

Concerning the selected processing approaches, the pro-
posed LBC-II algorithm provides a single processed con-
trast map that seems to enhance both the accuracy of defect 
inspection and also the identification of damage boundaries 
according to spatial variations in neighbouring area of defec-
tive zone.

Specifically, the three proposed LBC-II elaboration 
approaches seem to provide output contrast maps that high-
light the deformed boundary areas (with LBC-II method A), 
the central impactor indentation zone (with LBC-II method 
B) or both damaged zones (with LBC-II standard method) 
in processed images.

A greater percentage variation of impact sizes data 
is observed in both AFS series, due to the morphologi-
cal structure of the foam and by the possible presence 
of a widespread porosity in the neighbouring region to 
the impacted areas. However, the comparative analy-
sis between LBC-II standard maps and C-scan maps 
provide optimal data results in terms of damaged area 
quantification and qualitative damage inspection, high-
lighting also the area of detachment of the skin around 
impact zone.

Therefore, this case of study seems to confirm the 
importance of research efforts to perform advanced elabo-
ration algorithms to improve defect detection and damage 
sizing quantification in terms of time-computation and 
accuracy for different industrial materials.
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