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Abstract

Robust matching, especially the number, precision and distribution of feature point matching, directly affects the effect
of 3D reconstruction. However, the existing methods rarely consider these three aspects comprehensively to improve the
quality of feature matching, which in turn affects the effect of 3D reconstruction. Therefore, to effectively improve the
quality of 3D reconstruction, we propose a circle-based enhanced motion consistency and guided diffusion feature matching
algorithm for 3D reconstruction named EMC+GD_C. Firstly, a circle-based neighborhood division method is proposed,
which increases the number of initial matching points. Secondly, to improve the precision of feature point matching, on
the one hand, we put forward the idea of enhancing motion consistency, reducing the mismatch of high similarity feature
points by enhancing the judgment conditions of true and false matching points; on the other hand, we combine the RANSAC
optimization method to filter out the outliers and further improve the precision of feature point matching. Finally, a novel
guided diffusion idea combining guided matching and motion consistency is proposed, which expands the distribution range
of feature point matching and improves the stability of 3D models. Experiments on 8 sets of 908 pairs of images in the public
3D reconstruction datasets demonstrate that our method can achieve better matching performance and show stronger stability
in 3D reconstruction. Specifically, EMC+GD_C achieves an average improvement of 24.07% compared to SIFT-based ratio
test, 9.18% to GMS and 1.94% to EMC+GD_G in feature matching precision.

Keywords 3D reconstruction - Feature matching - Circle-based neighborhood - Enhance motion consistency - Guided
diffusion

Introduction been widely used in medical systems [5], autonomous nav-
igation [6], aeronautical and remote sensing measurements
[7], and industrial automation [8]. Because the number, pre-
cision, and distribution range of feature matching directly
affect the effect of 3D reconstruction, feature matching
becomes the key step in 3D reconstruction, which is mainly
manifested as: (1) the reconstructed 3D model is prone to
point cloud sparsity and reconstruction interruption, when the
number of feature point matching is limited; (2) if the error

rate of feature point matching is too high, noise point cloud

Three-dimensional (3D) reconstruction [ 1-4] is an important
research content in the field of computer vision, which has
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concentrated, it will easily lead to instability of the 3D recon-
struction model. Therefore, highly robust feature matching
methods play an important role in improving the quality of
3D reconstruction.

To improve the performance of feature point matching,
previous work mainly focused on improving the distinguish-
ing ability of descriptors, and significant effects have been
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achieved, such as SIFT [9, 10], ORB [11], SURF [12], and
A-SIFT [13], etc. Although these methods have been rel-
atively mature, they still have the following disadvantages:
(1) the number of feature point matches obtained by the near-
est neighbor is large but the error rate is high; (2) feature
point matching in the form of nearest neighbor and second
nearest neighbor ratio [9] can improve the quality of fea-
ture point matching, but fewer matching pairs are obtained
[14]; (3) these methods lack consideration of the distribu-
tion of matching feature points [15]; (4) these methods are
only improved from the perspective of the descriptors [12,
16], and it is difficult to distinguish true and false matches.
It can be seen that these matching methods still have many
shortcomings in the number, precision, and distribution of
feature point matching, and the establishment of a highly
robust feature matching model is still a research topic worth
challenging.

Motion consistency [17, 18] generally follows the prin-
ciple of “similar features sharing consistent motions”. By
incorporating smoothness constraints into feature point
matching, it can effectively distinguish true and false matches
and increase the number of correct matches. At present,
many researchers have done a lot of research on feature point
matching algorithms based on motion consistency [19-29].
Among them, The Grid-based Motion Statistics (GMS) [23,
24] is an efficient grid-based motion statistic. It converts the
motion smoothing constraint into a statistic that eliminates
false matches, which can improve the quality of matches
while increasing the number of feature matches. However, it
divides the neighborhood by an equally divided grid, which
tends to cause the absence of correct neighborhoods and thus
reduces the number of feature point matches. Considering
the rotation invariance of circles, we propose a circle-based
neighborhood partitioning method. Specifically, we take each
matching point as the neighborhood center, and take the cir-
cle region within a certain range as the neighborhood of the
matching point, thereby increasing the number of feature
matches. In addition, the GMS [23, 24] only uses a sin-
gle threshold o to judge true and false matching, which is
easy to lead to sensitive matching results and strict require-
ments for the value of «, and the value of « is different for
different matching scenarios, making it difficult to choose
the optimal «. Therefore, to solve this problem, we present
a new idea of Enhancing Motion Consistency (EMC), that
is, based on motion consistency, a threshold 8 (¢ < f) is
added to strengthen the discriminative conditions for dis-
tinguishing true and false matches, thereby removing false
matches caused by repetitive textures with high similarity
and reducing the proportion of false matches. Moreover, to
further improve the precision of feature point matching, we
use Random Sample Consensus (RANSAC) [30, 31] to elim-
inate outliers, which greatly alleviate the problems of sparse
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point cloud, reconstruction interruption, noisy point cloud,
and model distortion of the 3D reconstruction model.

Furthermore, to avoid the concentrated distribution of
matching points in the local area of the image and improve
the stability of the 3D model, we propose a Guided Diffusion
(GD) idea. It mainly includes two steps of guided matching
and motion consistency. In the step of guided matching, the
distribution range of feature point matching is expanded by
conducting epipolar geometric guided matching on the high-
precision matching set. In the step of motion consistency, a
small-range motion consistency constraint is applied to the
diffusion matching set, which eliminates the false matching
caused by the weak point-line epipolar constraint relation-
ship. We verify the effectiveness of the proposed method by
conducting experiments on multiple datasets and compar-
ing it with existing methods. Specifically, our EMC+GD_C
achieves an average improvement of 9.18% compared to
GMS, 1.94% to EMC+GD_G, and 24.07% to the SIFT-based
ratio test in feature matching precision.

In summary, to improve the reconstruction effect of 3D
reconstruction, we propose a circle-based enhanced motion
consistency and guided diffusion feature matching algo-
rithm named EMC+GD_C for 3D reconstruction from three
aspects of the number, precision, and distribution of feature
points matching. More concretely, the contributions of this
study can be summarized as following:

(1) Propose a circle-based neighborhood division method.
Instead of the existing methods of dividing the neighborhood,
we combine the characteristics of the rotation invariance of
the circle, and take the circle neighborhood within a cer-
tain range of each matching point as our neighborhood. This
method can effectively avoid the problem of missing neigh-
borhood caused by image rotation and increase the number
of feature point matching.

(2) An EMC strategy is proposed to determine whether
the correspondences in circular neighborhood pairs satisfy
the motion consistency or not, which can effectively improve
the precision of the initial matching set.

(3) Propose a novel GD method that fuses guided match-
ing and motion consistency constraints, which effectively
expands the distribution range of feature point matching.

(4) Apply our EMC+GD_C algorithm to 3D reconstruc-
tion. It not only effectively alleviates the problems of point
cloud sparseness, reconstruction interruption, point cloud
noise, and model distortion during 3D reconstruction, but
also improves the stability of the 3D model.

The remainder of the paper is organized as follows.
Some related work is discussed in Sect. Related work. Sec-
tion EMC+GD_C introduces the algorithm in detail. In
Sect. Experiments, we analyze and discuss the experimen-
tal results. The conclusion is drawn in Sect. Conclusions and
limitations.
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Related work

As a key process of recovering 3D models from images, fea-
ture [32, 33] matching has been studied by more and more
researchers from the perspective of 3D reconstruction [7,
34]. For example, Hu et al. [35] used the SIFT matching
algorithm to find matching pixel points in two correspond-
ing digital images and used the midpoint on the common
perpendicular of a non-coplanar line to estimate 3D points.
SIFT-based point matching is robust to obvious translation,
rotation, and scaling, but the number of correctly matched
points usually decreases sharply with the increase of the angle
between the viewpoints. To solve this problem, Stumpf et al.
[36] used the affine invariant extension (A-SIFT) of the SIFT
detector to provide more reliable matching and obtain a more
accurate 3D model than SIFT. Liu et al. [37] used the ORB
feature detection algorithm to extract image features and
realized a fast 3D reconstruction method for indoor, simple,
and small-scale static environments, which has good accu-
racy, robustness, real-time, and flexibility. However, these
algorithms that improve feature point matching from the per-
spective of descriptors are difficult to distinguish between
true and false matches, and even if they can filter out some
outliers, they will affect the number of correct matches.
Therefore, in the process of 3D reconstruction, point cloud
sparsity and reconstruction interruption are easy to occur.
In recent years, many researchers have conducted a lot
of research on feature point matching algorithms based on
motion consistency. For example, Maier et al. [20] proposed
a guided matching method based on statistical optical flow,
which constrained the search space by using spatial statis-
tics for matching and filtering corresponding small subsets.
Although this method has better performance in terms of
processing time, it may filter out very small dynamic objects
during the statistical optical flow process, thus reducing the
robustness of the algorithm. Wang et al. [21] used Density
Maximization (DM) and defined a good local smooth neigh-
borhood to avoid noise, which significantly improved the
precision of matching, and can handle outliers and many-
to-many object matching at the same time. However, it is
limited to sparse feature matching, which makes the cal-
culation cost higher and the implementation complicated.
Lin et al. [14] used Bilateral Functions (BF) to reduce the
false filtering of correct matches. They calculated the global
matching consistency function and enabled motion discon-
tinuity on the object boundary. But it runs slowly and is
easily affected by the repetitive structure, which reduces the
matching precision. To solve this problem, Lin et al. [22]
improved based on BF, they combined BF with RANSAC to
form a wide baseline matcher that achieves high precision
and recall rates in challenging scenarios. These techniques
all used the consistency constraint of matching distribution to
separate true and false matches. Although they can alleviate

the interruption of reconstruction, the complicated formulas
lead to complex smoothness constraints, which are diffi-
cult to understand and precise. Yang et al. [26] proposed a
dynamic-scale grid structure into the mismatch removal stage
to reduce the time complexity of neighborhood construction,
and proposed a Gaussian-based weighted scoring strategy
to combine the descriptor matching stability with geometric
consistency. GMS [23, 24] used a statistical matching con-
straint, which is simpler and easier to understand. It adopted
the idea of an equipartition grid to judge true and false match-
ing, and encapsulated the consistency of motion in the grid,
which improved the quality of matching while increasing the
number of feature matching. However, when there are highly
similar repeated structures, it will cause a large number of
persistent mismatches, which are manifested as sparse and
noisy point clouds in 3D reconstruction.

EMC+GD_C

Our algorithm framework is shown in Fig. 1, which is mainly
divided into two steps: High-precision matching and GD-
based uniform matching.

Step 1. High-precision matching. Based on the neighbor-
hood division of circles and using the EMC idea, a certain
number of initial matching set named IMS is obtained, and
then RANSAC is implemented on the IMS to further improve
the feature matching precision, thus obtaining a Dependable
Matching Set named DMS.

Step 2. GD-based uniform matching. The idea of guided
matching and motion consistency is applied to GD, and the
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Fig.1 Algorithm framework
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Fig.2 Neighborhood
comparison chart. The red T T

regions in the figure are the | |
neighborhood actually divided.
The green dashed box is the

correct neighborhood ! ]

Q,

Robust Matching Set named RMS with uniform distribution
is obtained.

High precision matching
Circle-based neighborhood division

For the adjacent image pairs of two 3D scenes to be matched,
a fast and concise ORB [11] algorithm with high compu-
tational efficiency was used to detect feature points and
descriptors, and after brute force matching, a Brute Force
Matching Set named BFMS is obtained, but it contains a lot
of mismatches. The idea of motion consistency can be used
to make a good judgment of true and false matches. Among
them, GMS [23, 24] is the most successful matching algo-
rithm for applying motion consistency. It uses an even grid
to divide the neighborhood, but when the image is rotated,
GMS [23, 24] only considers several discrete values, and
when other rotation angles occur, it is easy to cause the loss
of some feature points, as shown in Fig. 2a.

Considering the rotation invariance of the circle, we divide
the neighborhood by drawing circles, and only divide the
neighborhood of each matching point to avoid the loss of
feature points and local neighborhood, as shown in Fig. 2b.
Specifically, by traversing each matching feature point in
BFMS, and using each matching feature point as the center
to find all the feature points within a certain range (neigh-
borhood radius r), the feature points in this range are the
matching pairs in the corresponding neighborhood. In this
paper, we set r as the radius of the circumcircle of the nine
grids in GMS [23, 24] and normalized it to r = 0.1.

EMC-based initial matching

To determine the neighborhood score of each neighborhood,
after dividing the neighborhood, we score the matching pairs
in each neighborhood j, as shown in Fig. 3. Assuming that
the total number of matching pairs in each neighborhood is
Pj, then the neighborhood score S, of each matching pair
{m,n;} in the neighborhood can be expressed as:

Smn = | Pj|-1 ey
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Fig.3 Schematic diagram of neighborhood score

where —1 denotes removing the original matching pair and
Jj represents the index value of each neighborhood.

Since the number of features in each neighborhood is
different, we also take the feature reference value N in
the neighborhood into account, and according to the neigh-
borhood score S, of each matching pair {m;, n;} in the
neighborhood, the distribution of matching pairs D, is
divided into high support (H) and low support (L):

D H, if Sm,,>ax]\7
"L, otherwise

@

where S, is the neighborhood score of the matched pair
{mj,n;}, and N is the feature reference value in the neigh-
borhood. By reference to the GMS [23, 24] algorithm, we
make N = [N |%, where N is the total number of features in
the neighborhood. « is a threshold parameter.

In the algorithm of GMS [23, 24], only the threshold « is
used to judge the true and false matching, that is, the matching
pair belonging to H is the correct matching pair (C), and the
matching pair belonging to L is the wrong matching pair (E),
which is easy to cause the matching result to be sensitive
and the value of « is strictly required. Especially in some
special scenes, such as the repetitive texture regions with high
similarity, it is not enough to distinguish between correct and
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incorrect matching only by «. Because repeated textures have
similar motion and neighborhoods to the correct matching
pairs, if « is set too small, they will be mistaken for correct.

As shown in Fig. 3, the neighborhood scores of similar
matching points ny and n3 are: Sy, = 3, Spun; = 1, when
a small threshold « is used, they are largely divided into
the correct matching area. Therefore, to avoid the shortcom-
ings of the single threshold « being sensitive to the matching
results and strict requirements on the threshold «, we added
a threshold (¢ < B), giving an idea of EMC to remove
false matches caused by high similarity repetitive textures,
and improve the precision of feature matching. The specific
definition is as follows:

Definition 1 Enhanced Motion Consistency named EMC:
Based on dividing the matching distribution D, into H and
L in formula (2), the matching conditions of true and false
are further subdivided, that is, H is divided into C, similar
or repeated matching (R) and L are divided into E, which
improves the standard conditions for correct matching. The
calculation formula is:

g_|c if Spn > B x N
Dmn: - R, if axN<Smn§ﬂXN7a<ﬂ
L=E, if Suyu<axN

3

where C is the correct matching, R is the similar or repeated
matching, E is the error matching, S, is the neighborhood
score of the matched pair {m ;, n;}, N is the feature reference

value in the neighborhood, where N = IN| 3 , N is the total
number of features in the neighborhood, 8 is a threshold
parameter and o < B. At this time, the set that correctly
matches C is obtained and denoted as IMS:

IMS = set{C} 4)
RANSAC initial matching optimization

For image feature point matching, RANSAC is used to fit the
model from the matching correspondence and remove out-
liers [22, 24]. Although the process of obtaining the IMS in
this paper also attempts to remove the wrong correspondence,
it cannot fit the model as an estimator based on RANSAC.
Therefore, the IMS provides a higher-quality corresponding
hypothesis for RANSAC. By implementing the RANSAC
outlier removal scheme for them, the precision of feature
point matching is further improved, and then a DMS is
obtained. Since the scenes used for 3D reconstruction are
generally large parallax scenes, we fit the DMS to the more
precise fundamental matrix model F1. The fitted accurate
model helps to better implement the guided matching, and
the more correct matches are obtained, the smaller the error
of the matching pair after diffusion.

Sabk=5 \l

Fig. 4 Schematic diagram of motion consistency constraint. Any fea-
ture point a in the image can be constrained by the epipolar constraint
to obtain several corresponding points b - - - b, on the epipolar line /,
which will cause error matching (green line). In this paper, we apply the
motion consistency in a small range to the epipolar constraint (yellow
circle in the figure) and get the correct matching point by

GD-based uniform matching

Although the precision of DMS is high, on one hand, expand-
ing the threshold 8 would remove the part of the correct
matching within a small range; on the other hand, due to the
influence of EMC and neighborhood division, similar fea-
tures are usually located in the same neighborhood, making
it easy for correct matching pairs to be concentrated and dis-
tributed in the part of the image. To obtain more matches,
we combine guided matching and motion consistency con-
straints, and propose a guided diffusion idea named GD,
which is mainly divided into two steps: Guided matching
and Motion consistency constraint.

Guided matching

Applying the idea of guided matching [38], based on DMS,
more matching pairs can theoretically be guided by the model
F1. As a result, we implement guided matching for all
BFMS, retain all matching pairs that meet the conditions,
and obtain a large number of corresponding points, namely
the guided matching set, which is specifically defined as fol-
lows:

Definition 2 Guided Matching Set named GuideMS: By
judging whether BFMS conforms to model F'1, that is, veri-
fying whether the distance from BFMS to model F'1 is within
a certain error range, all matching pairs that meet the condi-
tions are GuideMS. The calculation formula defined as:

GuideMS = |D(BFMS, F1)| <t 5)
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where D(x, y) is the distance from x to y, | - | is the absolute
value operation, ¢ is the distance parameter, and based on
experience, we set t = 10.

Motion consistency constraint

Since the fundamental matrix is a weak point-to-line epipolar
constraint relationship (see Fig. 4), there are a large number of
false matches in GuideMS (see Fig. 5b). These false matches
do not always satisfy motion consistency, therefore, based
on GuideMS, we perform a small range of motion consis-
tency constraints, and then obtain the matching result after
diffusion, that is, the RMS, which is specifically defined as
definition 3:

Definition 3 Robust Matching Set named RMS: The
GuideMS obtained in formula (5) is judged for the motion
consistency in a small range y, and all matching pairs that
meet the conditions are retained as the robust matching set
RMS, and described by (6):

RMS = GuideMS < Spp >y X N (6)

where <« is the verification operation, S, is the neighbor-
hood score of the matching pair {mj,n;}, N is the feature
reference value in the neighborhood, y is the threshold
parameter.

As shown in Fig. 5a, the matching pair before diffusion has
higher precision, but it is usually only concentrated in a cer-
tain area of the image. After guided matching, we obtained
GuideMS, a guided matching set widely scattered on the
image. However, due to the point-to-line epipolar constraint,
the error rate of the matching pair is very high, as shown
in Fig. 5b. After a small range of motion consistency con-
straints, we improved the precision of feature matching while
ensuring the dispersion of matching, as shown in Fig. 5c (red
area).

The EMC+GD_C algorithm in this paper is shown in
Algorithm 1.

Experiments

To verify the effectiveness of our method, we performe it
on the datasets of Strecha et al. [39] and the 3D recon-
struction datasets provided by the National Laboratory of
Pattern Recognition (NLPR), Institute of Automation, Chi-
nese Academy of Sciences (CASIA) [40]. The introduction
of the dataset is shown in Table 1. We compare the SIFT-
based ratio test (SIFT [9, 10]+ratio test) and GMS [23,
24] algorithm respectively, in particular, in order to see
the advantages of the circle-based neighborhood partition
method in this paper, we compare the grid-based enhanced
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Algorithm 1 EMC+GD_C: Circle-based Enhanced Motion
Consistency and Guided Diffusion Feature Matching for 3D

Reconstruction.
Input: The image pair to be matched: 1, .
Output: F2 and RMS.

1. Detect feature points and descriptors;

2. Implement brute force matching to obtain the BFMS;

3. Neighborhood Division: Take each matching point as the center
and r as the radius to draw a circle as the neighborhood of each
matching point;

4. Traverse the neighborhood of each matching point:

.forg=1:ndo

6. Calculate the neighborhood score S,,, of each matching pair
{mj,n;} in the neighborhood by formula (1);

7. if Spy > @ x N then

8. Divide the matching distribution: D,,, = H =C or R

9.  if Sy, > B xN,B > athen

W

10. Divide the matching distribution: D,,,, = C
11. end
12.  else

13. Divide the matching distribution: D,, = L = E

14.  end

15. end

16. Keep all the correct matches named C, and get the IMS by formula
(R

17. Perform the RANSAC filtering interior point operation on the IMS
to obtain the DMS and the model F1;

18. Implement guided matching on BEMS from formula (5) and obtain
the GuideMS;

19. Implement the motion consistency constraint within a small range
y for GuideMS to obtain the RMS in formula (6);

20. Fit RMS to a high-precision model F2 for pose estimation in 3D
reconstruction.

motion consistency and guided diffusion feature matching
algorithm named EMC+GD_G. That is, we keep our algo-
rithm steps, and only replace the circle-based neighborhood
division method in this paper with the grid-based neighbor-
hood division method in GMS [23, 24]. Eight experiments are
conducted: (1) evaluation IMS; (2) evaluation DMS: (3) eval-
uation RMS; (4) feature matching precision (P) comparison;
(5) feature matching number comparison; (6) feature match-
ing time comparison; (7) quantitative evaluation; (8) integrate
our method into the VisualSFM system [41] and use Yasutaka
Furukawa’s PMVS/CMVS toolchain for dense reconstruc-
tion. The experimental environment is a computer with an
Intel (R) Core (TM) 19-9900X processor, Dell GeForce RTX
2080TT graphics card.

Evaluate IMS

In this section, we evaluate the IMS. The experimental results
of some image pairs are shown in Fig. 6, where the yellow
box represents the overlapping areas of the image pairs, and
the red box represents the mismatch caused by similar or
repetitive structures. The IMS obtained by SIFT [9, 10] after
nearest neighbor matching (the default threshold is 1.5) is
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Fig.5 Comparison chart before
and after diffusion

(a) Before diffusion (b) GuideMS (¢) After diffusion
Table 1 Dataset introduction Category Datasets Image pairs Image size
1 Castle 56 3072 x 2048
2 Fountain 10 3072 x 2048
3 Herz-Jesu 31 3072 x 2048
4 Shengkelou 102 4368 x 2912
5 Qinghuaxuetang 193 4368 x 2912
6 Qinghuamen 68 4368 x 2912
7 Zhantan 158 4368 x 2912
8 Fayu 290 4368 x 2912
A total of 908 pairs

Fig.6 A comparison chart of
IMS. The number of matches is
shown in brackets. a SIFT [9,
10]+ratio test; b GMS [23, 24];
¢ EMC+GD_G; d EMC+GD_C
(ours)

Input image pair

i
i =2 \
®) (8292)

i

T, |
(d) (8454

(b) (3786)
»‘

Input image pair

(c) (3191) (d) (3743)
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Fig.7 A comparison chart of
DMS. The number of matches is
shown in brackets. a SIFT [9,
10]+ratio test; b GMS [23, 24];
¢ EMC+GD_G; d EMC+GD_C
(ours)

Input image pair

Input image pair

shown in Fig. 6a, and the matching result is seriously unsta-
ble. Figure 6b shows the matching results obtained by GMS
[23, 24] using the default threshold of 6, and a large number
of false matches are obtained in similar or repeated regions.
Figure 6¢ and d are the IMS results obtained by EMC+GD_G
and EMC+GD_C algorithms using =11, respectively. As
can be seen from the figure, our method reduces the false
matches obtained from similar or repeated regions through
the idea of EMC, and although the number of matches is
relatively reduced, it has higher accuracy than other tested
algorithms. In addition, our method obtains more IMS than
EMC+GD_G, which benefits from the circle-based neigh-
borhood partitioning method in this paper. Therefore, our
method is more favorable for matching optimization.

@ Springer
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Evaluate DMS

In this section, we evaluate the DMS. The matching results
of some image pairs are shown in Fig. 7, where the yellow
box represents the overlapping area of the image pair, the red
box represents the mismatch caused by the similar or repeti-
tive structure, and the red dot represents the abnormal value
filtered out after RANSAC. Figure 7a is the SIFT-based ratio
test (SIFT [9, 10]+ratio test) algorithm, and a DMS contain-
ing a large number of false matches is obtained. Figure 7b
shows that GMS [23, 24] is optimized by RANSAC and has
a certain number of mismatches (red box), most of which are
caused by similar or repetitive structures. Figure 7c and d
achieve relatively high-precision matches, albeit with a drop
in the number of matches. Due to the high precision of IMS in
this paper, our method also exhibits high precision on DMS,
and thanks to the circle-based neighborhood division, our
method obtains more matches than EMC+GD_G.
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Fig.8 A comparison chart of
RMS. The number of matches is
shown in brackets. a
EMC+GD_G; b EMC+GD_C
(ours)

(1) Input image pairs

Evaluate RMS

In this section, we evaluate the RMS. Some image pairs are
shown in Fig. 8, where the yellow box represents the over-
lapping area of the image pair, and the red dots represent the
outliers filtered by the RANSAC algorithm. The comparison
diagram of EMC+GD_G algorithm before and after diffusion
is shown in Fig. 8a, where =6, and the comparison diagram
of our EMC+GD_C algorithm before and after diffusion is
shown in Fig. 8b, where y=6. Matching pairs before diffu-
sion are easily concentrated in a local area of the image, and
matching pairs after diffusion are more evenly distributed.
In addition, compared with the EMC+GD_G algorithm, our
method has more matching pairs after diffusion, and the dis-
tribution is more uniform.

Feature matching precision (P) comparison

The calculation of feature matching P in this paper uses the
calculation formula proposed by Mikolajczyk et al. [38]:

F
T+F

1—P= @)

where T is the number of correct matches; F is the number
of incorrect matches.

Parametric analysis

In this section, we analyze the parameters 8 and y used in
the experiment on eight different data sets [39, 40].

The comparison chart of IMS P and quantity when j takes
different values is shown in Fig. 9. It can be seen from the
figure that with the increasing of B, the number of feature
matching shows a slow downward trend, and the P of IMS
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Fig.9 Comparison of P and
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shows a rapid upward trend. Until g increases to 11, P basi-
cally reaches more than 95%, and the subsequent growth is
slow. Therefore, considering the P and the number of feature
matching, the final 8 value is selected as 11.

When performing GD, it is necessary to perform a motion
consistency constraint in a small range y to reduce the
mismatch caused by the epipolar constraint. When y takes
different values, the P and quantity comparison chart of the
EMC+GD_C algorithm in this paper are shown in Fig. 10.
As can be seen from the figure, with the increase of y, the
number of feature matching shows a slow decline while P
keeps increasing. When the value of y is 67, the P begins to
show a rapid upward trend, especially for the ‘castle’ dataset.
Although the P still has an upward trend with the increase
of y value, the increase is relatively slow, and the average
number of feature matches decreases with the increase of y
value. Therefore, considering both the P and the number of
feature matching, the final y value range is 6-7.

@ Springer

The P comparison of different matching methods

In this section, we compare the feature matching P of dif-
ferent matching methods on 8 sets of 908 pairs of adjacent
image data sets [39, 40]. As shown in Fig. 11, our method
(using thresholds =11 and y=6) and the EMC+GD_G algo-
rithm have a higher P than the SIFT-based ratio test algorithm
and the GMS algorithm, and our method is the highest. In
addition, the average P of the SIFT-based ratio test, GMS
algorithm, EMC+GD_G algorithm and our method is about
73.75%, 88.64%, 95.88% and 97.82%, respectively. It can be
seen that our method is 24.07% higher than the SIFT-based
ratio test algorithm, 9.18% higher than the GMS algorithm,
and 1.94% higher than the EMC+GD_G algorithm.

Feature matching number comparison

In this section, we compare the number of feature match-
ing for different matching methods on the adjacent image
data sets [39, 40] in 908. In Fig. 12a, we compare the SIFT-
based ratio test (SIFT [9, 10]+ ratio test), GMS [23, 24],
EMC+GD_G, and our method (EMC+GD_C), respectively.
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Fig. 11 Comparison chart of P of different matching methods

Ascan be seen from the Fig. 12, although the SIFT-based ratio
test (SIFT [9, 10]+ ratio test) and GMS [23, 24] algorithm
obtained more matching pairs than our method, the matching
P is relatively low (see Fig. 11). In addition, our method and
the EMC+GD_G algorithm have obtained a large number of
feature matches while maintaining a high P, and as shown in
Fig. 12b, our method has obtained more matching pairs than
the EMC+GD_G algorithm.

Computational complexity

In this section, we compare the computational complex-
ity for different matching methods on the adjacent image
data sets [39, 40] (a total of 8 groups of 908 pairs). The
SIFT-based ratio test (SIFT [9, 10]+ ratio test), GMS [23,
241, EMC+GD_G, and our method (EMC+GD_C) are com-
pared in Table 2. As can be seen from the table, the GMS
[23, 24] algorithm takes the shortest time, followed by the

(SIFT [9, 10]+ratio test) algorithm, our EMC+GD_C algo-
rithm takes the longest time.

In summary, our method has the following advantages
over the EMC+GD_G algorithm: (1) higher P; (2) more
feature matching numbers; (3) more uniform distribution.
However, the computational complexity is relatively high, as
shown in Table 3.

Quantitative evaluation

In this section, we verify the data set of Strecha et al. [39],
using 91 pairs of sequence images as the test set. The ground
truth of this data set includes the projection matrix P’ and
the camera internal parameter K . The rotation matrix R and
the translation matrix #; can be decomposed by formula (8):

P =K[R, 1] (®)

The essential matrix E can be obtained from the funda-
mental matrix F2 by formula (9):
F2=K TxExK', E=KTxF2xK ©)
The essential matrix E can be decomposed into the rota-
tion matrix R, and the translation matrix #, (see formula

(10)):
E =[n]x R (10)

Since the translation matrix ¢ is equal when it differs by a
scale factor, we do not use an absolute quantity but convert it
to the form of a vector, that is, the angular error value x° of
rotation and translation is used as a variable. Pose estimators
often give very incorrect solutions (or crashes) when they fail,
so the average error is meaningless. To avoid this situation,
we use the success percentage S P [22] (see formula (11)):

SV e (R/1) < x%)

EMC+GD_G algorithm, and then the SIFT-based ratio test ~ SP(x) = N (11)
Fig.12 Comparison chart of = =
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Table 2 Computational
complexity of different
matching methods

Table3 EMC+GD_G and
EMC+GD_C algorithm
comparison

Fig. 13 S P comparison chart
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Method Average match time/minute
1 2 3 4 5 6 7 8
SIFT+ratio test 1.7058 2.1424 2.4042 4.0812 3.6254 3.0667 2.2822 3.5414
GMS 0.3624 0.9713 0.5172 0.7556 0.8232 0.7428  0.6569 0.4817
EMC+GD_G 0.3464  1.4945 1.8092 1.3695 1.5904 1.4295  1.5231 1.0314
EMC+GD_C(ours) 3.9333 16.7721 11.5278 15.1933 18.8500 9.6433 13.9400 6.6167
Method P Number Distributed Time complexity
EMC+GD_C(ours) High Much Relatively more uniform High
EMC+GD_G Low Little Relatively uniform Low
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where N represent the number of all image pairs, ¢; (R /t) rep-
resents rotation error ¢; (R) or translation error ¢; () between
the ith image and the ith plus 1 image, which are respectively
expressed as formula (12):

ei(R) = |R;1 — Rial, ei(t) = |t;1 — 1;2] (12)
where | - | is the absolute value operation, i is the ith image,
R and 11 are obtained in formula (8), R, and 1, are obtained
in formula (10).

In Fig. 13a and b, we compare the rotation SP and
translation S P of the SIFT-based ratio test (SIFT [9, 10]+
ratio test), GMS [23, 24], EMC+GD_G algorithm, and our
EMC+GD_C algorithm, respectively. It can be seen from the
Fig. 13a and b, the curve drawn by the threshold x° of the
rotation or translation error and the SP is a non-decreasing
curve, and the smaller the error value, the higher the preci-
sion of the pose estimation. Therefore, the 1° threshold is a
value we are more concerned about. Our method has a rela-

Fig. 14 Dense reconstruction of
three scenes. a Input image pair;
b SIFT [9, 10]+ratio test; ¢
GMS [23, 24]; d EMC+GD_G;
e EMC+GD_C (ours)

tively higher S P in both rotation and translation, especially
for image pairs with repeated textures.

Since the rotation SP and translation SP comparison
graphs are both non-decreasing curves, to comprehensively
see the superiority of our method, we take the average value
of the rotation error and the translation error as the threshold
of the pose estimation error (see Fig. 13c). It can be seen
from the Fig. 13c, our method has a higher SP than other
test algorithms in pose estimation, especially for image pairs
with repeated textures.

Comparisons of 3D reconstruction results

In this section, we discuss the application of our method in 3D
reconstruction and verify it on the adjacent image data sets
[39, 40] in 908. The main application reconstruction system
is VisualSFM [41]. Some of the dense reconstruction results
are shown in Fig. 14a is the input image sequence, Fig. 14b
is the point cloud reconstructed by the VisualSFM [41] sys-

(1) shengkelou

(2) qinghuamen

(3) fayu
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tem (SIFT is used by default), which is sparse and easily
interrupted. The reasons are as follows: (1) In a 3D scene
with large parallax, there are not enough matching points,
resulting in inaccurate model fitting, and the same scene is
mistaken as a different scene, which will cause the scene
to be interrupted; (2) when the number of correct matching
points is too small, the point cloud will be sparse. Compared
with Fig. 14b, GMS [23, 24] in Fig. 14c obtained more point
clouds after dense reconstruction, but the P of the match-
ing pair is not high, and the model estimation is inaccurate,
resulting in noisy point clouds and model distortion. Com-
pared with Fig. 14b and ¢, the EMC+GD_G algorithm in
Fig. 14d improves the reconstruction quality. In Fig. 14e,
our EMC+GD_C algorithm has obtained better point cloud
quantity, reconstruction quality, and reconstruction effect.

Conclusions and limitations

In this paper, we present a circle-based enhanced motion
consistency and guided diffusion feature matching algorithm
(EMC+GD_C) for 3D reconstruction. We divide the neigh-
borhood by drawing circles to increase the number of feature
matches. The proposed EMC idea efficiently improves the
precision of the IMS. A DMS and a more precise model
are obtained based on the RANSAC. By combining guided
matching and motion consistency, the idea of GD is pro-
posed, which expands the distribution range of feature point
matching. Experiments demonstrate that our method has bet-
ter performance in the number, precision, and distribution
of feature matching, and can achieve better reconstruction
effects in the number of point clouds, reconstruction quality,
and reconstruction stability.

This paper has gradually improved the quality of feature
point matching through three steps of initial matching, reli-
able matching and robust matching, but it will increase the
time complexity of the algorithm. In addition, this paper
divides the neighborhood by drawing circles, which increases
the number of initial matching sets, but experiments show
that it will increase the time complexity of the algorithm.
Therefore, in the future, we will consider further optimizing
the algorithm by introducing the idea of ‘parallel’ or ‘inte-
gration’ to reduce the complexity of the algorithm.
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