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Abstract
Keyframe extraction can effectively help users quickly understand video content. Generally, keyframes should be representa-
tive of the video content and simultaneously be diverse to reduce redundancy. Aiming to find the features of frames and filter
out representative frames of the video, we propose a method of keyframe recommendation based on feature intercross and
fusion (KFRFIF). The method is inspired by the implied relations between keyframe-extraction problem and recommendation
problem. First, we investigate the application of a recommendation framework to the keyframe extraction problem. Second,
the architecture of the proposed KFRFIF is put forward. Then, an algorithm for extracting intra-frame image features based on
the combination of multiple image descriptors is proposed. An algorithm for extracting inter-frame distance features based on
the combination of multiple distance calculation methods is designed. Moreover, A recommendation model based on feature
intercross and fusion is put forward. An ablation study is further performed to verify the effectiveness of the submodule.
Ultimately, the experimental results on four datasets with five outstanding approaches indicate the superior performance of
our approach.

Keywords Keyframe recommendation · Feature extraction · Feature fusion · Video summarization

Introduction

The proliferation of mobile devices have led to an explosion
of video data [1, 2]. For video service companies, making
video data easier to retrieve [3], preview, and manage is an
urgent need [4]. Users want a user-friendly way to quickly
understand a large number of long videos before viewing
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them [5]. Keyframe extraction is extremely relevant as an
effective method for processing large amounts of video data
[6]. Keyframe extraction can also be used as a preprocessing
step in video-analysis applications to solve the problem of
processing a large number of video frames [7, 8]. For the
video summarization task, the extraction of keyframes is its
foundation, and whether the keyframes are reasonable or not
directly determines the quality of the video summarization.

Given the potential applications of keyframe extraction,
many effective keyframe-extraction methods have been pro-
posed. We believe that keyframe extraction techniques can
be divided into two distinct phases with respect to whether or
not deep learning methods are introduced. The extraction of
keyframes in the first stage relies on manually constructed
video features [9–31]. Bommisetty et al. [9] determined
the shot transition boundaries by estimating the similarity
of gradient size features between consecutive frames, and
then selecting the frame with the largest mean and stan-
dard deviation as the keyframe for that shot, which resulted
in an adaptive thresholding keyframe selection algorithm
[10]. Bommisetty et al. [11] investigated the extraction of
keyframes using Pearson Correlation Coefficient (PCC) and
Color Moments (CMs), which has the advantage of using
a combination of linear transformation invariant features of
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PCC and scale and rotation invariant features of CM. The
technique of detecting lens boundaries using the combined
feature set (PCC and CM) provides a new idea for efficient
segmentation of lenses; the method, however, still suffers
from the problem of difficulty in dealing with high motion
intensity lenses. Sun et al. [12] proposed a new method for
keyframe extraction by affine-propagation clustering algo-
rithm, achieving good evaluation results of the sequence
reconstruction of keyframes. Starting from the perspective
that single image descriptors (color, texture, etc.) are not
always effective in extracting keyframes, Ioannidis et al. [13]
proposed a weighted fusion method of multiple descriptors,
i.e., automatically estimating the weight of each descriptor,
then constructing correlation matrices between each descrip-
tor and a particular video shot, and using them as inputs to
a spectral clustering algorithm to finally obtain keyframes.
They obtain keyframes with good robustness in the presence
of rich video content. The shortcoming of this method is
that it is difficult to set the number and center of clusters in
advance. Represented by the work of Mei et al. [14], filtering
keyframes with the sparse constraint L-0 criterion and con-
structing a linear combination of features of keyframes as a
sparse dictionary provides a new idea for good reconstruction
of all video frames. Although this type of method can extract
keyframes better, the dictionary takes upmorememory,while
learning the dictionary requires high computational overhead
and the generalization performance of the dictionary is weak.
With the improvement of the accuracy of motion capture
data, two important properties of motion data, namely spar-
sity and Riemannian flow structure, have been identified.
Accordingly, Xia et al. [15] proposed a joint kernel sparse
representation model to analyze the sparsity and Rieman-
nian flow structure features, and constructed a method based
on a reconstruction-error optimization algorithm to extract
the optimal keyframes from the initial keyframes (the local
maxima of the constructed pose saliency curves) [16]. Baner-
jee et al. [31] introduced a novel deep spatiotemporal feature
extraction method, leveraging particle swarm optimization,
to enhance the efficiency of video retrieval. In summary, we
can see that this stage of the keyframe approach allows the
authors to clearly select a certain dimension of video features
as a screening criterion, while the computational acquisition
of features is transparent.

In the second phase after the introduction of deep learn-
ing methods, the method of manually constructing features
is gradually replaced by the method of extracting fea-
tures from the backbone network, while at the same time
the process of acquiring features first and then filtering
keyframes is replaced by an end-to-end process. Convo-
lutional Neural Networks (CNNs) and Recurrent Neural
Networks (RNNs) can efficiently process both spatial and
temporal information. To improve the performance of the
identified architectures to efficiently combine CNNs and

RNNs, Kiziltepe et al. [17] proposed a novel action-template
based keyframe extractionmethod,which identifies the infor-
mative regions of each frame and selects the keyframes based
on the similarity between these regions. Mahas Seni et al.
[18] first applied Generative Adversarial Networks (GANs)
to keyframe detection in video, which used CNNs to extract
the features of each frame, and then encoded the features
through LSTMs. Kar et al. [19] used a two-stream network
containing spatial and temporal nets, combining CNNS with
MIL framework to detect high scoring keyframes in the video
for action recognition. To solve the keyframe extraction prob-
lem using features extracted byCNNs,Muhammad et al. [20]
designed a hierarchical weighted fusion deep CNN frame-
work that assigns a score to each frame by detecting whether
the video frame contains a specific object or not.

By analyzing the above two-stage approach, inspired by
the recommendation algorithm, we design a novel keyframe
extraction paradigm. First, video features are artificially con-
structed from multi-dimensional video frames such as color,
texture and shape. The purpose of reducing four-dimensional
video data to serialized two-dimensional features is achieved.
Second, the importance of each frame is obtained using
a recommendation model (a deep learning model, part of
the structure is commonly used in the field of recommen-
dation algorithms to deal with serialized multidimensional
features). Finally, keyframes are obtained based on the order-
ing of importance. In summary, the contributions of this paper
are as follows.

• We propose a paradigm called keyframe recommenda-
tion based on feature intersection and fusion to solve the
keyframe extraction problem. This paradigm introduces
the approach of recommendation algorithms for process-
ing structured textual data to visual data.

• We propose an algorithm for jointly extracting intra-frame
image features based onmultiple image descriptors and an
algorithm for jointly extracting inter-frame distance fea-
tures based on multiple distance calculation methods. The
algorithm comprehensively describes the frame by con-
structing rich image features for each frame usingmultiple
descriptors and describes the video sequence by calculat-
ing inter-frame distance features.

• A deep learning model for inputting multi-dimensional
long sequence data and outputting importance scores is
proposed, which adds dimensional bit flags andmulti-head
attention mechanisms to the skeleton of the feature fusion
structure commonly used in recommendation models.

• KFRFIF was compared with other methods. The results
of the comparison experiments on HMDB-51 [32], UCF-
101 [33] and SumMe [34], TVSum [35] datasets show
that the proposed KFRFIF outperforms the state-of-the-
art methods in terms of the average F scores, which are
67.9%, 72.0%, 53.6%, 61.4%, respectively.

123



Complex & Intelligent Systems

The rest of this paper is organized as follows. The related
work is reviewed in the next section. The subsequent section
describes the process by which the recommended method
introduces the key extraction problem followed by which the
procedure of the proposed approach is detailed. Experimen-
tal results are presented in the penultimate section. The last
section summarizes and discusses the work.

Related work

We review the state-of-the-art keyframe extraction meth-
ods in terms of two stages of keyframe extraction technique
development.

The first stage of artificially constructing video features
has the following four main sub-themes.

(a) Shot-based measure
Similarity features are frequent in shot-based meth-
ods, and the keyframe extraction in the following three
studies relies on the computation of frame similar-
ity. In the first step, Priya et al. [21] clustered the
frames sequentially into shots using feature extraction,
continuous value construction step of shot-boundary
detection process, and shot-frame clustering technique.
The second step selects clusters with large dispersion
rates for inter cluster similarity analysis (ICSA) and
extracts keyframes based on subshots using ICSA. The
methodfinally obtains a goodF-score for shot-boundary
detection. In the first step, Mounika Bommisetty et al.
[9] estimated the feature similarity between gradient
sizes of consecutive frames to determine the boundaries
of lens transitions. The second step selects the frame
with the largest mean and standard deviation as the
keyframe for that shot. The method evaluates excellent
results in terms of figure of merit, detection percent-
age, accuracy, andmissing coefficient. Thakre et al. [10]
noticed that for some video clips, static thresholding
may lead to keyframes with added error information,
so the authors’ team proposed an adaptive thresholding
keyframe-selection algorithm to segment the clips effi-
ciently and obtain representative frames. The method
has been extensively evaluated on more than 200 video
clips, and the results are accurate and satisfactory.
As research progresses, more features for extracting
effects and conditions for filtering keyframes are intro-
duced into the shot-based approach. Bommisetty et al.
[11] fully referred to the linear-transformation invari-
ance characteristics of the PCC and the scale and
rotation invariance of the CMs. The first step detects
the boundaries of the shots using a combined feature set
(PCC and CM). The second step selects the frame with
the highest mean and standard deviation from each shot

as the keyframe. The main advantage of the method is
its ability to detect sudden and gradual lens transitions.
Omidyeganeh et al. [22] addressed a new approach
to the keyframe-extraction problem using the gener-
alized Gaussian density (GGD) parameters of wavelet
transform subbands along with Kullback–Leibler dis-
tance (KLD) measurement. The first step uses the KLD
between the GGD feature vectors to select the lens and
cluster boundaries. The second step is also based on the
similarity features of frames to locate keyframes. The
method accuracy is experimentally proven to be high.
The shortcoming of the shot-based keyframe-extraction
method is that it cannot handle shots with high motion
intensity. It is easy to select too many keyframes
when dealing with shots having little motion variation,
whereas for shots with more motion variation, the con-
tent cannot be adequately described with one or two
keyframes.

(b) Clustering-based measure
To improve the video-frame clustering effect, affine-
propagation clustering [12], density clustering [23],
spectral clustering [13], hierarchical clustering [24],
Markov chain based clustering and adjacent matrix
based clustering [36] are combined with a certain
feature of the frame to achieve keyframe extraction,
respectively. Sun et al. [12] proposed a new method
for keyframe extraction through the affine-propagation
clustering algorithm. This clustering algorithm relies
on the interframe similarity metrics based on human
part features. The method adaptively finds the best
keyframes of the video from the information distribu-
tion of the video itself and runs quickly. Finally, the
evaluation of keyframe-based sequence reconstruction
is well validated by the results. Xu et al. [23] assumed
that the motion is fitted by curve slices. The segmenta-
tion points are judged to be in clusteringbasedon the fact
that some frames are selected as segmentation points
several times, but other frames near these frames are
selected as segmentation points less often. They applied
the density clustering algorithm to select keyframes
from the clusters, and the center of density is clearly the
best candidate keyframe. The method achieves impres-
sive results. Ioannidis et al. [13] argued that using a
single image descriptor (color, texture, etc.) to extract
keyframes is not always effective because no single
descriptor surpasses the others in all video cases. The
authors proposed a method for the weighted fusion of
several descriptors, automatically estimating the weight
of each descriptor. These weights reflect the relevance
of each descriptor to a particular video shot. They are
used to form a combined similarity matrix, which is
then used as an input to a spectral clustering algo-
rithm and, ultimately, to obtain keyframes. Numerical
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experiments using various videos have shown that this
method is effective in summarizing video shots regard-
less of the characteristics of the visual content of the
video. Fei et al. [24] proposed a combination of sparse
selection (SS) and mutual information-based cluster-
ing hierarchical [25] clustering (MIAHC) to generate
valid keyframes. The SS algorithm is first applied to the
original video sequence to obtain candidate keyframes,
which are used as initial clusters. The improvedMIAHC
is then further processed to eliminate redundant images
and generate the final keyframes. The proposed method
overcomes the problems of information redundancy and
computational complexity that plagueSSmethodswhile
also reducing the computation time for clustering large
videos.
The shortcoming of the clustering-based approach is
that the number of clusters and cluster centers need to be
set in advance before clustering. In the case of uncertain
video content, setting the number and centers of clusters
in advance is very difficult.

(c) Measurements based on linear features
Each frame can be represented as a linear combina-
tion of keyframes, whereby Mei et al. [14] improved
the convex-relaxation-based sparse dictionary selection
method. The method uses a sparse constrained L-0 cri-
terion and the keyframes are directly selected as sparse
dictionaries. The most significant advantage of this
method is that all video frames can be reconstructed
well. The method is also highly real time, so the authors
further developed an online version. Li et al. [26] pro-
posed a new shot-boundary detection algorithm that
uses sparse coding to learn the dictionary from a given
video and update the atoms in the dictionary. Specif-
ically, the method follows the concept that different
shots cannot be reconstructed with the learned dictio-
nary, i.e., each shot in the video needs to learn the
dictionary corresponding with it. After determining the
shot boundaries, a representative keyframe is selected
from each shot. This method is shown to be the pow-
erful keyframe-extraction algorithm on VSUMM and
YouTube datasets.
Ma et al. [27] noticed that the sparse subset selection-
based algorithms proposed in the past do not consider
local or global relationships between frames. There-
fore, the authors’ proposed a similarity-based block
sparse subset-selection method. The method applies a
specially designed transformation matrix on the kernel
block sparse subset-selection model to characterize the
global interframe relationships by similarity. The pro-
posed method has the following advantages: the global
relationships between all frames can be considered by
the similarity between each frame and any other frame,

and the local relationships of neighboring frames are fur-
ther characterized by block sparse coding. The method
is shown to be superior to othermethods based on sparse
subset selection.

(d) Motion-based measure
A class of keyframe-extraction algorithms have also
been proposed by some scholars based on the proper-
ties of object motion features [28]. These algorithms
learn the features of the original video motion by mod-
eling, mapping, and intelligent algorithms and obtain
keyframes from that feature.
To reduce the reconstruction error and control the
optimum compression rate during keyframe extrac-
tion, Zhang et al. [29] proposed a keyframe-extraction
method for human motion-capture data based on a mul-
tipopulational genetic algorithm. The fitness function is
defined to satisfy the objectives ofminimum reconstruc-
tion error and optimum compression rate, where multi-
ple initial populations are subject to co-evolution. The
multipopulational genetic algorithm considers global
and local searches. Experimental results show that
the algorithm can effectively extract keyframes from
motion-capture data and satisfy the required reconstruc-
tion error. Xia et al. [15] proposed a new model, called
the joint kernel sparse representation (SR), which can
correctly model two important features of motion data,
i.e., sparsity and Riemannian manifold structure. The
unreasonable distribution and redundancy of extracted
keyframes can be successfully solved by SR modeling.
Liu et al. [16] constructed a pose saliency curve by
learning the feature representation of human motion.
They extracted the best keyframes from the initial
keyframes (local maxima of the curve) according to
the reconstruction-error optimization algorithm. Exper-
iments demonstrate that this method can effectively
extract keyframes with high visual perception quality
and low reconstruction error, thereby better meeting the
needs of real-time analysis and compression of motion-
capture data. Drawing upon motion features, Clinton
et al. [37] presented a pioneering framework designed
to precisely extract the potentialmotionmanifold from a
complete sequence of keyframes, employing keyframe-
based constraints. This framework encompasses a cru-
cial stage dedicated to identifying the potential motion
subspace, known as the keyframe coding stage. Their
innovative method exhibits a remarkable visual resem-
blance to authentic ground motion.
For the motion-based keyframe-extraction method, the
motion object state changes frequently. Due to the diver-
sity of motion targets and similarity of movements,
missing is easy keyframes if only motion features are
considered, whereas the deviation of feature extraction
may be large.
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The extraction of video features in the second stage is left
to the neural network.

Kiziltepe et al. [17] proposed a novel keyframe extraction
method based on action templates by effectively combin-
ing CNN and RNN, which identifies the information regions
of each frame and selects keyframes based on the similar-
ity between these regions. Experiments demonstrate that the
method can significantly improve the accuracy of down-
stream video classification tasks. Muhammad et al. [20]
designed a hierarchical weighted fusion deep CNN frame-
work and proposed a new keyframe extraction method
accordingly. Themethod first extracts discriminative features
from the deep CNN for shot segmentation. Then, memory
features and entropy features of the image are predicted
from the CNN model. The extracted features are efficiently
computed by a hierarchical weighted fusion mechanism
to generate an aggregation score. Finally, the aggregation
score is used to compose an attention curve to locate salient
keyframes. The effectiveness of the framework is finally
validated experimentally. Kar et al. [19] successfully com-
bined CNNS with the MIL framework to detect high scoring
keyframes in videos based on RGB and optical streaming
data using a two-stream network containing both spatial
and temporal networks. The method learns how to pool
these discriminative and informative frames while discard-
ing most of the uninformative frames when performing a
single temporal scan of the video, and the results of the
detection are used for action recognition. Mahas Seni et al.
[30] first applied Generative Adversarial Networks (GAN)
for keyframe detection in video, which uses CNN to extract
features of each frame and then a novel generative adversarial
framework to detect keyframes. The framework consists of
a summarizer and a discriminator, which is an autoencoder
Long Short-TermMemory (LSTM) network designed to first
select video frames and then decode the obtained summaries
to reconstruct the input video. The discriminator is another
LSTMdesigned to distinguish between the original video and
the video reconstructed by the summarizers. The method is
evaluated on four benchmark datasets and its performance is
very competitive compared to fully supervised state-of-the-
art methods.

Based on the overview of related work, we note that in
the stage before deep learning was introduced, many image
descriptors were used in the academic sessions to extract
video features such as SIFT operators, PCC, CMs, color
histograms and image entropy. At the same time, this stage
requires distance calculation of the extracted features to dis-
tinguish the importance of each frame. There are several
distance calculation methods that can be used to measure
frame features, such as Euclidean distance and KLD; how-
ever, deep learning basedkeyframe extractionmethods donot
take full advantage of these frame features and frame spac-
ing calculation methods. Based on the above analysis, we are

inspired by recommendation algorithms and adopt this new
perspective of the recommendation problem to analyze the
keyframe extraction problem.

Association of keyframe extraction
and recommendation

First, we need to clarify the meaning of keyframe extraction
and recommendation. Indeed, the goal of keyframe extrac-
tion is to obtain from a video a collection of video frames that
completely summarize the video content and have a small
number of frames [38]. The meaning of recommendation
is more complex and needs to be combined with specific
scenarios to illustrate, for example, in shopping recommen-
dation scenarios, it is necessary to filter out what users are
more likely to need based on the attribute characteristics
of the product (price, origin, category) combined with the
user’s purchase record and browsing record. In general, both
keyframe extraction and recommendation hope to be able to
filter out the part of the sample with more prominent impor-
tance in the overall sample, and this similarity of purpose is
the basis for being able to use the framework of the recom-
mendationmethod to solve the keyframe extraction problem.

Second, we need to map the keyframe extraction to the
elements of recommendation.

• The object of the recommendation method is a collection
of goods,which has features such as price, category, origin,
etc. The object of keyframe extraction is the collection of
videos, which has intra-frame image features and inter-
frame distance features.

• Thefiltering basis of the recommendationmethod includes
the purchase browsing records of the current user and the
purchase browsing records of other users. Correspond-
ingly, the screening basis of keyframe extraction is the
importance annotation record of the current annotator for
each frame of the whole video dataset, and at the same
time, the importance judgement of other annotators can
also be used as learning data.

Third, to achieve the purpose of applying the recommen-
dation method to keyframe extraction, we need to be explicit
about the specific steps of the recommendation method.

⎧
⎪⎪⎨

⎪⎪⎩

X
feature engineer−−−−−−−−→ E(X )

H
collaborative filtering−−−−−−−−−−−→ C(H )

F(C(H ), E(X ))
mining+ intercross + fusion−−−−−−−−−−−−−−−−−−→ R

(1)

Formula (1) represents the process of obtaining the recom-
mendation result using the recommendation method. First,
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the feature of recommendation object X is artificially con-
structed by feature engineering to obtain E(X). Second, the
user’s historical dataH is cleaned to obtain dataC(H) for col-
laborative filtering. Finally, the two kinds of data E(X) and
C(H) are mined, crossed and fused by the recommendation
model, and finally the recommendation result R is obtained.

Finally, we migrated the recommendation method to the
field of keyframe extraction, and built a keyframe recommen-
dationmethod, whose essence is to represent video frames by
features, use the annotation of keyframes by multiple users,
transformkeyframe extraction into supervised learning tasks,
and use deep learning model to output keyframes. Specially,
the overall keyframe set K can be identified by performing
the following steps.

• First, we get the intra-frame image features. Starting from
the three dimensions of image features (color, texture and
shape) [39], the color features of each frame of the video
data set are calculated, including: color histogram, Gray-
level Co-occurrence Matrix [40], SIFT key points [41].
Finally, based on the above three features, 192-dimension
intra-frame image features are constructed.

• Then, the inter-frame distance feature reflects the distri-
bution of the video data, which is very helpful in distin-
guishing the importance of frames. The 34-dimensional
inter-frame distance feature is obtained by calculating
three distances between the current frame and the previous
frame, the current frame and the first frame, respectively.
The three distances are divided into Euclidean distance,
SIFT key point matching number response distance and
color histogram difference distance, respectively.

• Eventually, we built a recommendation model. By min-
ing, intersecting and fusing intra-frame image features and
inter-frame distance features as well as multi-user annota-
tion information, we obtain the high-level features of each
frame and the importance of each frame. Finally, we get
the set K of keyframes of the video dataset.

Proposedmethod

Architecture of the proposed KFRFIF

According to the above formulation of keyframe recom-
mendation, this section designs an intra-frame image feature
extraction algorithm, innovates an inter-frame distance fea-
ture extraction algorithm, and constructs a deep learning
keyframe recommendation model based on feature cross and
fusion mechanism. Accordingly, the keyframe recommen-
dation method (KFRFIF) based on feature cross-fusion is
proposed. Figure 1 shows the architecture of KFRFIF. Mod-
ule A is used to obtain the in-frame image features f i (see

“Algorithm for extracting intra-frame image features based
on the combination of multiple image descriptors” section).
Module B is used to obtain the inter-frame distance feature f d
(see “Algorithm for extracting inter-frame distance features
based on the combination of multiple distance calculation
methods” section). Module C is used to implement a feature
intersection and fusion mechanism based on the features f i
and f d to obtain the recommended values for the keyframe set
K (see “Recommendation model based on feature intercross
and fusion” section).

Algorithm for extracting intra-frame image features
based on the combination of multiple image
descriptors

Intra-frame image feature construction for keyframe rec-
ommendation algorithms is the process of mining and
aggregating image features from video frames through fea-
ture engineering.The importanceof this process for keyframe
recommendation is mainly reflected in the following aspects.

• Keyframe recommendation requires processing serialized
video data with a timeline. If high arithmetic cost is
required to process the four-dimensional tensor directly
using deep learning models, two-dimensional feature data
can be obtained by extracting the image features of each
frame through multiple image descriptors. This approach
achieves dimensionality reduction of the data input to the
model and greatly reduces the learning time.

• Artificially constructing theoretically solid and rich con-
tent features can avoid falling into the black box of
deep-learning models [42], improve the interpretability of
keyframe-recommendation algorithms, and be an effec-
tive complement for the self-learning features of neural
networks.

Through the above analysis, to provide a comprehensive
description of each frame from multiple dimensions such as
color, texture and shape, we propose an algorithm for extract-
ing intra-frame image features based on the combination of
multiple image descriptors (IFCMI).

Firstly, IFCMI detects the SIFT key points of the video
frame, and the key points are counted to form a distri-
bution according to 40*30 partitions separately to obtain
64-dimensional shape features. Secondly, IFCMI counts the
number of pixels of the video frame on 64 luminance parti-
tions to form 64-dimensional luminance features. Finally,
IFCMI counted the 4*4 size Gray Level Co-occurrence
Matrix of the video frame in the four directions of 0°, 45°,
90°, and 135° and expanded it to form the 64-dimensional
texture features. The key points found by SIFT are some very
prominent points that do not change due to lighting, affine
transformation and noise, such as the corner point, the edge
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Fig. 1 Architecture of KFRFIF

point, the bright point in the dark area and the dark point in
the bright area, etc., and their number reflects the critical-
ity of the frame to a certain extent. Similarly, video frame
brightness and texture are also important factors for filtering
keyframes. The pseudocode of IFCMI is shown in Algorithm
1.

Algorithm 1 Algorithm for extracting intra-frame image features based on the combination of multiple image descriptors

Step 3.2. The greyscale histogram is divided into 64 partitions according to luminance, the number of pixels in each partition is counted, and finally this 

luminance distribution is expanded to 64 dimensions to form the intra-frame color feature.

Step 4. Texture features for the construction of :

Step 4.1. The gray level co-occurrence matrix GLCM is calculated from Equation ( , | , ) = {( , )| ( , ) = , ( + , + ) = }, where 

the formula (. ) denotes the probability of another pixel with grayness at a distance and direction from a pixel with grayness .

Step 4.2. Set the angle as 0°, 45°, 90°, and 135° respectively, set the pixel point with statistical distance as 1, and calculate to get four GLCMs of 4*4 

size.

Step 4.3. Expanding each of the above four GLCMs ultimately results in 64-dimensional intra-frame texture features .

Step 5. The shape feature , color feature and texture feature are spliced together to form the intra-frame image features .

Input. Video in the dataset .

Output. Set of image features intra-frame .

Step 1. Slice frame , and size initialization (320,240,3).

Step 2. Construct the shape feature of :

Step 2.1. Calculate the coordinates ( , ) of all SIFT key points in frame .

Step 2.2. Divide the frame into 40*30 size slices and count the number of SIFT key points distributed in the 64 slices.

Step 2.3. Expand the SIFT key points distribution to 64 dimensions to form the intra-frame shape feature .

Step 3. Construct the color feature of :

Step 3.1. The color histogram features on the gray color space are calculated by Equation =
×
∑ ∑ ( )−

=
−
= , reflecting the statistical 

distribution of colors and the underlying hue, where is the pixel value of pixel point ( , ), (. ) is the accumulation of the number of points of the 

same pixel value, and × is the size of the video frame .

Algorithm for extracting inter-frame distance
features based on the combination of multiple
distance calculationmethods

Inter-frame distance is one of the main bases for determining
the importance of a frame. Calculating the distance between
the current frame and the first frame can measure the degree
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of deviation of the current frame from the first frame. By ana-
lyzing this distance in clusters, those with the same degree
of deviation are grouped in the same cluster, then it is clear
to find out which clusters have a greater degree of devia-
tion from the first frame. Since the first frame of a video is
often not rich in information, the most informative category
of frames is found. If one chooses to calculate the distance
between the current frame and the previous frame can reflect
the magnitude of change in video content. By comparing this
distance with a threshold, frames above the threshold can be
considered as having a strong change in the video content.
The most important type of frames can also be found since
the parts of the video that have changed intensely often con-
tain key information. The extraction of inter-frame distance
features is analyzed below in terms of mathematical expres-
sions.

Inspired by the approach that the total set of video frames
can be represented linearly by a subset of keyframes [43],
the process of obtaining keyframes using the keyframe-
extraction algorithm can be considered as the transformation
of the video collection to its subset with less loss of video
information.

The role of inter-frame distance features in the keyframe
extraction problem is found by analyzing the mathematical
expressions before and after the transformation of the video
to a subset of keyframes.Wefirst represent all the information
of the video as a matrix B
⎧
⎪⎨

⎪⎩

B � {x1, x2, . . . , xN } ∈ Rd×N

xi � {i pi , ti } ∈ rd×1

d � 3 × h × w + 1

, (2)

where each column vector xi comprises image pixel infor-
mation i pi , and time information ti represents a frame vector.
The task of keyframe extraction is to find an optimum subset
B

B � {x1, x2, . . . , xn} ∈ Rd×n , (3)

where the relationship between B and B is the relationship
between the video and its keyframes. We perform an equiva-
lent substitution for the column vector xi of matrix B which
means that all the information of the current frame is repre-
sented as the sum of all the information of a given frame and
the gap between the two frames.

{
xi � x j + dxi , j

�i p, �t � dxi , j
. (4)

We consider setting �t in Eq. (4) as a constant value of 1,
which means that the column vector xi is obtained from the
previous frame xi−1 computation, when the original video
matrix B is replaced with matrix B1

B1 � {
x1, x1 + dx2, 1, . . . , xN−1 + dxN , N−1

}
. (5)

By the same token, we also consider x j in Eq. (4) as a
constant value x1, which means that the column vector xi is
obtained from the first frame x1 calculation when the original
video matrix B is replaced with matrix B2

B2 � {
x1, x1 + dx2, 1, . . . , xN + dxN , 1

}
. (6)

Comparison of matrix B and B1 in Eq. (5), B2 in Eq. (6)
reveals that after representing frame information in terms
of inter-frame distances the overall information of the video
can still be retained, while the information needed to filter
the keyframes can be drastically reduced.

In summary, to distinguish keyframes fromgeneral frames
as much as possible and to fully express the distribution of
frames in the video, we have selected three different inter-
frame distance calculation methods to achieve the extraction
of inter-frame distance features and proposed an algorithm
for extracting inter-frame distance features based on the com-
bination of multiple distance calculation methods (IFCMD).

First, IFCMD detects the SIFT key points of the video
frames and matches the SIFT descriptor of the current frame
with the previous frame and the first frame, respectively, and
the number of SIFT key points matches obtained is used as
the distance feature between the two frames. Second, IFCMD
converts the video frames to grey-scale images and obtains
the inter-frame distance feature by calculating the Euclidean
distance between the 2D matrix of the current frame and the
previous frame also the first frame, respectively. Finally, the
video frames are divided into 80*60 size slices, and the grey
scale histograms are counted separately on each slice. The
difference of the grey-scale distribution between the current
frame and each slice of the previous frame and the first frame,
respectively, is taken as the slice distance gap, then the dis-
tance between two frames is characterized as a combination
of 16-dimensional differences. The pseudo-code of IFCMD
is shown in Algorithm 2.
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Algorithm 2 Algorithm for extracting inter-frame distance features based on the combination of multiple distance calculation methods

Step 2.1. The current frame , the previous frame − and the first frame are converted to a grey scale image which is a 2D matrix (320,240).

Step 2.2. According to Equation ( , ) = √∑ ( − )×
= , where X, Y are the pixel matrices of the two frames, xi, yi are the values of each pixel 

point in matrix X,Y, and × is the size of the video frame , the Euclidean distances and are calculated for and − , and − , 

respectively.

Step 3. Count the number of SIFT key points matches between two frames in response to the distance between the two frames .

Step 3.1. Find the SIFT key points and descriptors for the current frame , the previous frame − and the first frame .

Step 3.2. The SIFT points with similar features between two frames are found and counted by k-nearest neighbor matching algorithm.

Step 3.3. The number of SIFT key points matching the current frame and the previous frame is noted as the distance between the two, as is the case for 

the first frame.
Step 4. Calculate the difference in the grey scale histogram of each slice between two frames, the combination of the differences constitutes the distance 

between the two frames 

Step 5. The three distances , and are spliced into the inter-frame distance feature .

Input. Video of the video dataset 

Output. Set of distance features inter-frame

Step 1. Slice frame , and size initialization (320,240,3).

Step 2. Calculate the Euclidean distance between two frames .

In Step 3.2, the strategy for counting the number of
matches for the SIFT descriptor is that when the distance
between the optimal matches is less than 70% of the distance
of the suboptimal matches, we can assume that the two SIFT
key points of the optimal matches reach a match and can be
counted.

In step 4, the partition of the grey scale histogram is set
to 256, which means that the number of pixel points at each
luminance is counted. Setting the partition size to 80*60 then
the distance combination Dc has 16 components.

Recommendationmodel based on feature intercross
and fusion

The intra-frame image feature acquisition algorithm and
inter-frame distance feature acquisition algorithm for
keyframe recommendation obtains a combination of features
that includes both category features such as the number of
SIFT key points as well as dense features such as Euclidean
distances. To explore the implicit relationships between fea-
tures and use these relationships to better achieve keyframe
recommendation, we propose a keyframe recommendation
model based on feature intersection and fusion mechanism,
as shown in Fig. 2.

First, themodel takes the structure of a general recommen-
dationmodel as its skeleton (including the linear combination
feature part, the low-order cross-feature part and the high-
order feature extraction part). Second, themodel incorporates
structures that have been shown to work well in recent
research results such as multi-head attention mechanisms,
compressed interaction networks, etc. Then, we add learn-
able position markers in the embedding layer to locate the
feature order, and improve the simple attention structure in
the output layer to synthesize the outputs of different order
features. Finally, the cross and fusion of features is success-
fully achieved.

(a) Feature input

The input types of the features are divided into two types:
category and dense.

Finput � [s1, s2, . . . , sn , dn+1, dn+2, . . . , dm],

where each feature component denotes a feature field, for
category features, si denotes a discrete form of feature, and
for dense features, d j denotes a scalar single value.

(b) Feature embedding

Different embedding methods are used for these two types of
input feature types, in which the input features of dense type
are first normalized and second both types are embedded,
respectively.

{
[e1, e2, . . . , en] � Vi [s1, s2, . . . , sn]
[en+1, en+2, . . . , em] � VmNm[dn+1, dn+2, . . . , dm]

[x1, x2, . . . , xm] � [e1, e2, . . . , em] + [p1, p2, . . . , pm],

whereVi denotes the embeddingvector that encodes the input
features si in one-hot coding. For dense features first normal-
ize Nm them second embed them with feature vector Vm . pi
is the positional flag of the features, which we use to indicate
the relative order of the features.

(c) Feature linear

Thefirst-order part of the features, i.e., the linear combination
of features, is an important part of themodel output layer.We
use a linear neural network to extract the first-order features.

yl � w0 +
n∑

i�1

wi xi , (7)

where wi is the parameter to be learned, and xi is the input
feature. The linear regressionmodel assumes that the features
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Fig. 2 Feature intercross and
fusion based on Deep Structured
Semantic Model

are independent of each other; however, there is an implied
correlation between the features, so that higher order features
can be formed by intersection between the features.

(d) Feature intercross

To model the dependencies between the features and char-
acterize the second-order features of the input data, the
factorization machine model is a usual choice.

yc � w0 +
n∑

i�1

wi xi +
n∑

i�1

n∑

j>�i

wi j xi x j ,

where the factorization machine model [44, 45] constructs
the second-order feature weights of features xi and x j by
wi j . The factorization machine has a simple structure, but
the two features have different weights for the recommenda-
tion result. Directly calculating the inner product is not an
excellent solution, and in contrast the multi-head attention
mechanism is more effective for extracting low-order cross-
features.

The process of obtaining second-order cross-features
through the mechanism of multi-head attention can be
expressed as follows.

ϕh(xi , x j
) �< Wh

q xi , W
h
k x j >

αh
i , j � exp

(
ϕh

(
xi , x j

))

∑m
l�1 exp

(
ϕh(xi , xl)

)

x̃ hi �
m∑

l�1

αh
i , lW

h
v xl ,

x̃i � x̃1i + x̃2i + . . . + x̃ Hi

y(2)c � ReLU (̃xi +Wi xi )

yc �
[
y(2)
c , y(3)

c

]
, (8)

where ϕh
(
ei , e j

)
is the attention function, and in this paper,

we use the feature inner product to define the similarity
between feature i and feature j. Since ẽhi is a combination of
feature i and its associated features, it represents the learn-
ing of a new combined feature by self-attention. For the ith
embedding, splice its output at H Attention head and then
use the residual e(2)i as its second-order cross output. Mean-
while, in this paper we choose the splicing of second-order
and third-order cross-features as the final output.

(e) Feature fusion

Feature fusion modules often use deep neural networks
(DNNs) to extract higher order features. However, the com-
pressed interaction network (CIN) module in xDeepFM [46]
is superior in terms of performance, so we briefly review the
CIN modules used here.

Zk � hadamard(x0, xk−1), x0 ∈ Rm×D , xk−1 ∈ RHk−1×D

xk � WkZk , Zk ∈ RHk−1×m×D , xk ∈ RHk×D

y f � [x4, x5, . . . xk], (9)

where each layer of CIN crosses the input feature x0 with the
output result xk−1 of the previous layer to obtain a Hk−1 ×
m × D dimensional vector, which is then compressed. The
crossover results are linearly transformedusing the parameter
Wk to obtain a feature representation of Hk fields.

(f) Feature output

For aggregated first-order and multi-order features, we
weight the features using a simple attention mechanism [47].

Foutput � [yl , yc, y f ]
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Table 1 Dataset overview

Dataset Action
category

Number of
videos

Video
length

SumMe [34] – 25 1–6 min

TVSum [35] – 50 2–10 min

HMDB-51 [32] 51 6766 1–0.5 min

UCF-101 [33] 101 13,320 1–3 min

yinteraction �
n∑

i�1

n∑

j≥i

wi j x
(i)
0 x ( j)

0 , x (i)
0 ∈ Foutput,

⎧
⎨

⎩

a′
i j � ReLU (Wlwi j x

(i)
0 x ( j)

0 + bl )

ai j � exp(a′
i j )∑n

i�1
∑n

j≥i exp(a′
i j )

ẽi � ẽ1i + ẽ2i + . . . + ẽHi

yattention � ai j yinteraction

youtput � Sigmoid(yattention), (10)

where Eq. (10) first splices the output of Eqs. (7)–(9), sec-
ond calculates the attention scores using MLP network and
finally gets the recommendation results based on the atten-
tion parameters using Sigmoid function.

Experiments

Datasets

To fully evaluate the effectiveness of the proposed method,
two video datasets commonly used for the keyframe extrac-
tion problem (SumMe dataset and TVSum dataset) and two
larger action video datasets (HMDB-51 dataset and UCF-
101 dataset) are selected to organize the experiments in this
paper (Table 1).

TVSum is a dataset that validates video summarization
techniques. The dataset consists of 50 videos of different
genres (e.g., news, how-to, documentary, vlog, selfie) and
1000 crowdsourced annotations (20 per video) that rate the
high importance of the shot, while SumMe consists of 25
videos with 15 human annotations per video. HMDB-51 and
UCF-101 are commonly used datasets in the field of action
recognition.

The videos in the HMDB-51 and UCF-101 datasets are
generally shot from a fixed space, accompanied by an unhur-
ried camera movement, with the aim of demonstrating the
complete process of an action as much as possible. In this
work, we choose the HMDB-51 and UCF-101 datasets to

Table 2 Running environment

Operating system Ubuntu 20.04

Hardware GPU: Quadro GV100 and RTX 2060

Memory 32 GB

Software Python3.8 Tensorflow-gpu2.10

validate the ability of our method for capturing key actions in
videos. Compared with the HMDB-51 dataset, the UCF-101
dataset has a highly similar organizational structure, which
can be regarded as an extension of the former to verify the
robustness of our method.

Experimental settings

(a) Running environment: The hardware environment for
conducting experiments in this paper is shown in Table 2

(b) Training set: To ensure the consistency of data distri-
bution in the training and validation sets, the videos of
each action category in the HMDB-51 and UCF-101
datasets are randomly divided according to the ratio of
8:2. The videos are then transformed into a collection of
video frames by the frame-slicing algorithm to finally
form the training and validation sets. Meanwhile, the
videos in the TVSum and SumMe datasets are also par-
titioned into training and validation sets in the same
ratio and subjected to frame slicing. It is worth noting
that for the HMDB-51 and UCF-101 datasets there are
enough positive samples so it is not necessary to enter
all the negative samples into the training, so the number
of positive and negative samples entered into the model
is guaranteed to be 1:2 (see “Experimental results and
analysis” section for details).

(c) Ground-truth construction: Unlike other research areas,
the keyframe extraction task is somewhat subjective.
The judgement of the importance of frames relies on
subjective human evaluation, but the evaluation of the
methodology has to exclude personal factors as much as
possible, thus requiring large-scale data annotation. For
the SumMe and TVSum datasets, the dataset builders
have created human annotations for them, and our
experiments will make use of these human annotations.
Each experiment will calculate the performance of our
method based on the annotations of different people sep-
arately, and then take the average performance of all
annotators as the final result. For the HMDB-51 and
UCF-101 datasets, we have added three new manual
annotations for each of their videos.

(d) Matching rules: In this research, the strictest matching
strategy is used, i.e., ground-truth construction evalu-
ates the video frame as critical when and only when
the recommendation algorithm evaluates it as critical.
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Ground-truth construction evaluates it as noncritical
when the recommendation algorithmevaluates it as non-
critical. Only the above two cases are matched [48].

(e) Compression ratio and threshold: Since the final out-
put of the model is an importance score for a frame
between 0 and 1, whether each frame can be considered
as a keyframe depends on two values, a threshold α and
a compression ratio CR. In terms of the threshold α, a
video frame is recognized as a keyframe if the impor-
tance score is greater than or equal to α. In this paper, α
defaults to 0.5.

(f) Objective metrics: Because of the non-equilibrium
nature of the positive and negative sample sizes for the
keyframe screening task, we use only the F1 score to
objectively assess the quality of the keyframe recom-
mendations, forwhichweneed to calculate the precision
P and the recall R first.

P � Nummk

Numrk
,

where the overall keyframe-recommendation precision
P is the ratio of the number of matches between the
recommended keyframes and ground-truth construction
(Nummk) to the number of all recommended keyframes
(Numrk).

R � Nummk

Numgtk
,

where the recall rate R is the ratio of Nummk to
the number of keyframes in ground-truth construction
(Numgtk).

F � 2 ∗ P ∗ R

P + R
,

where F score take into account the results of the
model’s accuracy and completeness calculations, favor-
ing the indicator with the smaller value. In this paper,
we calculate the average of all the labeler’s F score and
the best one among them separately.

Ablation study

To observe the performance of each part of the proposed
keyframe recommendation method, we conducted experi-
ments on the SumMe dataset for structural ablation of the
model and for feature ablation of the two feature construc-
tion methods. Taking the best and average of 15 annotation
results, the statistical results of F score are shown in Tables 3
and 4.

Table 3 shows that deleting one of the feature-intercross,
feature-fusion, and feature-output based on the attention
mechanism results in a lower objective evaluation criterion
F score compared to the full model. This phenomenon vali-
dates the effectiveness of the model components. In contrast,
feature-intercross, feature-fusion, and feature-output based
on the attention mechanism abatement resulted in a decrease
of 4.5, 5, 2.7 and 2.9, 5.2, 3.4 for the best F score and average
F score, respectively. This phenomenon indicates that: (1)
The ablation of the three structures resulted in a minimum
decrease in model performance of 4.9% ((3) in the table)
and a maximum decrease of 9.7% ((2) in the table), which
can be regarded as a significant decrease, highlighting the
importance of the model’s individual structures. (2) Higher
order features obtained from the feature fusion structurewere
more useful than the other two structures in recommending
keyframes, showing that the higher order features are the
most important keyframe recommendation factor. (3) The
best F score has a greater decrease than the average F score
indicating that each structure of the model improves the gen-
eralization ability and robustness of the model.

Table 4 verifies the validity of the six features in Sec-
tions “Algorithm for extracting intra-frame image features
based on the combination of multiple image descriptors”
and “Algorithm for extracting inter-frame distance features
based on the combination of multiple distance calculation
methods” in the feature ablation experiments. The features
that lead to more decrease in average F score include 1.4 (1),
3.2 (2), 2.5 (3), 8.8 (4), 7.5 (5), and 3.2 (6). The above six
features belong to the color feature, texture feature, shape
feature of the intra-frame image and the SIFT distance, his-
togram distance and Euclidean distance of the inter-frame
distance, respectively, which illustrates that all the various
features we use can have a significant impact on the acquisi-
tion of keyframes. Throughout the table, the distance features
are generally more important than the image features, espe-
cially the SIFT distance feature and the Euclidean distance
feature both of which resulted in the best F score and the
average F score decreasing by 10.8%, 16.4% and 10.4%,
13.9%, respectively. This decrease indicates that the inter-
frame distance plays a crucial role in the discrimination of
keyframes.

Comparison test and analysis

Baseline

We compare the proposed method with several state-
of-the-art methods, including vision-based methods and
recommendation-based methods. Vision-based methods:
a flexible summary detection network method [49], an
attention-based encoding and decoding method [50], and
a combined global and local attention method [51].
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Table 3 Structure ablation study
Model part F score

Best Average

(1) Remove feature-intercross in Section “Recommendation model based on feature
intercross and fusion” (d)

50.1 49.7

(2) Remove feature-fusion in Section “Recommendation model based on feature
intercross and fusion” (e)

49.6 48.4

(3) Replacing feature-attention with feature-summation in Section
“Recommendation model based on feature intercross and fusion” (f)

51.9 50.2

(4) Full model 54.6 53.6

Table 4 Feature ablation study

Removed features F score

Best Average

(1) Remove Shape feature in Section “Algorithm for extracting intra-frame image features based on the combination of
multiple image descriptors”

52.3 52.2

(2) Remove Color feature in Section “Algorithm for extracting intra-frame image features based on the combination of
multiple image descriptors”

51.2 50.4

(3) Remove Texture feature in Section “Algorithm for extracting intra-frame image features based on the combination of
multiple image descriptors”

52.2 51.1

(4) Remove SIFT distance in Section “Algorithm for extracting inter-frame distance features based on the combination of
multiple distance calculation methods”

48.7 44.8

(5) Remove Euclidean distance in Section “Algorithm for extracting inter-frame distance features based on the
combination of multiple distance calculation methods”

48.9 46.1

(6) Remove Histogram distance in Section “Algorithm for extracting inter-frame distance features based on the
combination of multiple distance calculation methods”

51.8 50.4

(7) No ablation 54.6 53.6

Recommendation-based methods: xDeepFM model [46],
AutoInt model [52] are two deep learning recommendation
model methods constructed based on compressed interac-
tion network and based on multi-head attention mechanism,
respectively.

Experimental results and analysis

First, we compare the proposed method with the above
vision-based baseline algorithm on SumMe dataset, TVSum
dataset. The statistics of the average F-scores after running
our method 15 and 20 times based on all the labelled results,
respectively, are shown in Table 5.

Table 5 shows that our proposed keyframe recommen-
dation method based on feature crossover and fusion ranks
second in terms of evaluation metrics on the datasets SumMe
and TVSum, respectively. For the SumMe dataset we out-
performed M-AVS’s 44.4 and DSNet’s 50.2 with a mean
F-score of 53.6, and underperformed PGL-SUM’s 55.6. For
the TVSum dataset we outperformed M-AVS’s 61.0 and
PGL-SUM’s 60.1 with a mean F-score of 61.4 and underper-
formedDSNet’s 62.1. The performance evaluation of the two

datasets shows that our method achieves a high level of per-
formance compared to the state-of-the-art baseline methods.
Although our method did not reach the optimal performance,
the novel framework used in our study is still of great value

Table 6 shows how our recommendation model compares
to the two state-of-the-art baseline models. For the SumMe
dataset ourmodel outperforms xDeepFM(best 50.1 and aver-
age 48.3) and AutoInt (best 52.5 and average 47.6) with a
best of 54.6 and an average of 53.6. For the TVSum dataset
our performance is also optimal with a best of 63.2 and an
average of 61.4.

For theHMDB-51dataset and theUCF-101dataset,which
are characterized by a much larger data size than the other
two datasets, we therefore reorganized the training samples.
6766 videos are in HMDB-51, where the ratio of positive
and negative sample frames is 1:8 and the number of positive
samples reaches 11,862 frames. Since the number of pos-
itive samples of keyframes is sufficient, we dropped some
negative samples to make the ratio of the two 1:2. 13,320
videos in UCF-101, where the ratio of positive to negative
samples is 1:7, and the number of positive sample frames
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Table 5 Comparison of our
proposed keyframe
recommendation method with
several visual methods

Method SumMe TVSum

F-score F-score

Best Average Best Average

M-AVS – 44.4 – 61.0

DSNet – 50.2 – 62.1

PGL-SUM – 55.6 – 61.0

KFRFIF (Ours) 54.6 53.6 63.2 61.4

Table 6 Comparison of our
proposed keyframe
recommendation method with
several recommendation methods

Method SumMe TVSum HMDB-51 UCF-101

F-score F-score F-score F-score

Best Average Best Average Best Average Best Average

xDeepFM 50.1 48.3 61.9 60.8 68.2 64.2 67.3 65.5

AutoInt 52.5 47.6 62.0 61.1 65.1 59.2 69.2 62.1

KFRFIF (Ours) 54.6 53.6 63.2 61.4 68.2 67.9 75.2 72.0

reaches 212,568 frames, we similarly reconstructed the sam-
ples for the input model with a ratio of 1:2 for the positive
and negative samples.

For the HMDB-51 dataset our model outperforms
xDeepFM (best 68.2 and average 64.2) and AutoInt (best
65.1 and average 59.2) with a best of 68.2 and an average of
67.9. For the UCF-101 dataset our performance is also opti-
mal with a best of 75.2 and an average of 72.0. As the video
size increases, our model performs better on the HMDB-51
dataset and even the UCF-101 dataset, and we believe the
most likely reasons are as follows.

• Our model has a clear hierarchical structure that extracts
first-order, low-order, and high-order features, and sub-
tle differences between video frames in a video clip are
extracted when the training samples are increased, which
can easily be ignored by other models with insufficient
feature extraction capabilities.

• Our model uses the attention mechanism to filter the fea-
tures of each order, while labelling the order of the features
with sequential bit flags, allowing the model to increase in
depth and be able to deal with larger sized datasets.

• We use an optimization approach to deal with the imbal-
ance between positive and negative samples of the data;
the larger the amount of data, the more negative samples
are reduced and the less the model is disturbed.

To demonstrate the features of our proposed method more
intuitively, we show the results of five different keyframe
detections on the HMDB-51 dataset, using our method
and the ground truth construction model, as well as other

recommended models, respectively. As shown in Fig. 3,
the demonstrated videos are randomly selected. While our
methodmay not select exactly the same frames as the ground
truth build, the keyframes we detect are very visually simi-
lar to the ground truth build and seem reasonable. The video
shows human hand-clapping movements, and omitting any
of the keyframes would result in a degradation of the quality
of the keyframe extraction. For example, the keyframes gen-
erated by the xDeepFM model lose the third hand-clapping
action, and therefore lose the footage of key information. In
addition, there are more redundant shots in the keyframes
generated by the other 2 recommended models compared to
ourmethod.Meanwhile, the video pacing becomes smoother
as our method advances the first hand-clapping node com-
pared to the ground truth construction.

In conclusion, the comparable performance of experimen-
tal results reflects the advantages of our approach, which can
be inferred as follows.

• Frames are represented by feature engineering, and the
representation learned by the recommendation algorithm
effectively reflects the representativeness of the frames.

• Our manually constructed features are content rich. For
keyframe recommendation, capturing the video content
comprehensively is crucial.

• Due to the imbalance of positive and negative samples in
keyframes, expanding the number of videos will increase
the number of positive samples so that the negative samples
can be appropriately reduced. This processing method can
improve the performance of keyframe recommendation.
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Fig. 3 Comparison of keyframe detection results of our method with Ground Truth Construction and other recommended models on the HMDB-51
dataset

Conclusion and discussion

With the increase in mobile devices, people are becoming
more accustomed to shooting videos or obtaining informa-
tion from videos. This phenomenon is directly causing a
dramatic increase in the number of videos. If one can improve
keyframe-extraction methods, video data can be more eas-
ily managed, retrieved, and previewed. Thus, our proposed
keyframe recommendation algorithm can: recommend pos-
sible keyframes from a large number of videos. For this
purpose, this paper implements the application of a recom-
mendation framework to the keyframe extraction problem,
resulting in the KFRFIF method. In our approach, model
input samples are obtained by mining image features of
frames and inter-frame distance features. The importance
score obtained by learning these two features through the
recommendation model can effectively reflect the represen-
tativeness of the frames and fully describe the video content.
We further create ground truth for each video to provide
an objective evaluation of keyframe recommendation. The
experimental results show that the proposed KFRFIF out-
performs the comparative baseline in terms of keyframe
extraction accuracy on theHMDB-51 andUCF-101 datasets,
and achieves similar performance to the state-of-the-art

methods on the SumMe and TVSum datasets. Inevitably,
some interesting works need to be discussed.

• Recommendation algorithms depend heavily on the acqui-
sition of features. The six features we use have a total of
234 dimensions, and it is worth future research to discern
the validity of these dimensions.

• Experimentally, KFRFIF can effectively recommend
keyframes in continuous action class videos. Combining
KFRFIF with some action recognition tasks [53, 54] can
eliminate the need for manual pre-slicing of video data,
resulting in a more natural and coherent approach to these
tasks. Some improvements to the constructed featuresmay
be needed for shot switching class videos to work better
in the future.
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