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Abstract
Convolutional neural network (CNN)-based object detectors perform excellently but lack global feature extraction and cannot
establish global dependencies between object pixels. Although the Transformer is able to compensate for this, it does not
incorporate the advantages of convolution, which results in insufficient information being obtained about the details of local
features, as well as slow speed and large computational parameters. In addition, Feature Pyramid Network (FPN) lacks
information interaction across layers, which can reduce the acquisition of feature context information. To solve the above
problems, this paper proposes a CNN-based anchor-free object detector that combines transformer global and local feature
extraction (GLFT) to enhance the extraction of semantic information from images. First, the segmented channel extraction
feature attention (SCEFA) module was designed to improve the extraction of local multiscale channel features from the model
and enhance the discrimination of pixels in the object region. Second, the aggregated feature hybrid transformer (AFHTrans)
module combined with convolution is designed to enhance the extraction of global and local feature information from the
model and to establish the dependency of the pixels of distant objects. This approach compensates for the shortcomings of
the FPN by means of multilayer information aggregation transmission. Compared with a transformer, these methods have
obvious advantages. Finally, the feature extraction head (FE-Head) was designed to extract full-text information based on the
features of different tasks. An accuracy of 47.0% and 82.76% was achieved on the COCO2017 and PASCAL VOC2007 +
2012 datasets, respectively, and the experimental results validate the effectiveness of our method.

Keywords Object detection · Attention mechanism · Transformer · Anchor-free · Detector head

Introduction

Object detection [1] is a fundamental vision task in computer
vision that focuses on categorizing objects for recognition
and location localization. It has been widely used in the
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fields of automatic driving, security monitoring, and medi-
cal imaging [2]. Recent research on high-performance object
detectors [3] has not stopped and still faces great chal-
lenges. For example, the problemof optimizing thenumber of
parameters, the speed, and the convergence rate while main-
taining high detection accuracy can be addressed. For this
reason, much work has been done by researchers studying
high-performance object detection algorithms.

In recent years, CNN-based [4] and Transformer-based
[5] object detectors have become the current dominant archi-
tectures, and models from both architectures have achieved
stunning detection results. CNN-based object detectors have
evolved from original two-stage detectors (e.g., R-CNN [6]
and Cascade R-CNN [7]) to single-stage detectors (e.g.,
YOLO [8] and RetinaNet [9]) and from anchor-based detec-
tors (e.g., Faster R-CNN [10] and YOLOV4 [11]) to anchor-
free detectors (e.g., FCOS [12] andATSS [13]).Among them,
the emergence of anchor-free detectors has led to a further
increase in the speed of detection. The above CNN-based
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object detection algorithms not only have made important
breakthroughs in terms of efficiency and accuracy but also
have obvious advantages in extracting local and multiscale
features. However, the drawback of insufficient ability to
extract information globally is still prevalent, and the detec-
tion performance still somewhat deviates from that of current
object detectors.

Since its introduction into the field, the transformer archi-
tecture has become a research hotspot in the field of computer
vision [14]. Therefore, researchers started to introduce the
Transformer to object detection and proposed a series of
Transformer-based object detection algorithms. For the first
time, DETR [15] used a transformer for image object detec-
tion via a tandem splicing approach involving a CNN
followed by a transformer, and the 2D features extracted
by the CNN were subsequently input into the transformer,
which enhanced the extraction of global features. The dis-
advantages of these methods include poor detection of small
objects, large computational parameters and slow conver-
gence. Deformable DETR [16] fuses the sparse sampling
capability of variability convolution with the powerful rela-
tional modelling capability of the transformer using a small
set of sampling locations as a feature image element that
highlights where the key elements are located, resulting in
enhanced training effects and small object detection. The dis-
advantage is that the complexity and number of parameters
are large, a large amount of data is needed for training, and
the ability to detect small objects needs to be strengthened.
Transformers [17] have received a great deal of academic
attention due to their simple encoder-decoder architecture
and remarkable detection results. The architecture simplifies
the detection process and has a unified paradigm, and the abil-
ity to capture remote dependencies in captured objects and
perform global feature extractionwith robust image semantic
information makes it easy to achieve highly accurate end-to-
end object detection. However, there are also shortcomings
in its weak ability to extract multiscale and local features.
Although researchers have recently achieved good results
in transformer optimization [18], this approach still suffers
from the disadvantages of a large number of computational
parameters, slow convergence, and a lack of ability to acquire
local information (edges and texture) compared to CNN-
based detection models, and it is difficult to strike a balance
between the detection accuracy and the number of parame-
ters. This shows that although the computational process is
greatly simplified, the computational cost of the Transformer
itself is still large, and the number of parameters is difficult to
reduce. For abbreviations and full names used in this paper,
please consult the glossary of terms shown in Table 1.

The Microsoft team’s Mobile-Former [19] parallelizes
MobileNet [20] and Transformer using a bidirectional cross-
bridging approach, which achieves bidirectional fusion of

Table 1 Abbreviations and full names

Abbreviations Indexes

CNN Convolutional Neural Network

FPN Feature Pyramid Network

SCEFA Segmented Channel Extracted Feature
Attention

AFHTrans Aggregated Feature Hybrid Transformer

FE-Head Feature Extraction Head

GLFT Combining Transformer Global and Local
Feature Extraction

MHA Multi-Head Attention

MSDA Multi-Scale Dilated Attention

FFN Feedforward Neural Network

FE-Head Feature Extraction Head

MFCEM Multiscale Full Text Channel Extraction
Module

GT Global Text

AGAP Adaptive Global Average Pooling

AGMP Adaptive Max Average Pooling

PE Position Encoding

FE Feature Extractor

local and global features and reduces the number of ran-
dom tokens generated. The disadvantage is that the pres-
ence of multiple convolutions makes the patch unstable,
often leading to high computational effort and performance
degradation. UniFormer [21] uses convolution and trans-
formers to extract global and local features, effectively
solving redundancy and dependency problems in the model
learning process. TransXNet [22] builds a novel hybrid
CNN-Transformer architecture to aggregate global informa-
tion and local details with excellent detection performance.
Influenced by Mobile-Former, UniFormer and TransXNet, a
combination of a CNN and a transformer is considered for
the above problem to enhance the feature extraction capabil-
ity of local and global information. Moreover, the fast speed
of the anchor-free end-to-end architecture and the absence
of nonextremely large value suppression are utilized for the
comprehensive design of the detector. The current main-
stream CNN-based anchor-free object detector is composed
of three main parts: the backbone, neck, and head. The back-
bone network here is ResNet, and no changes are usually
made to that structure. To better realize the above, this paper
rethinks the structure of the Transformer. From this, it is
found that the encoder-decoder structure in the Transformer,
although favorable for extracting multiscale features and
improving detection performance, leads to the problems of
an excessive number of computational parameters and slow
convergence. Moreover, TSP-FCOS [23] achieves acceler-
ated training and an improved ability to extract multiscale
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features by combining FCOSs and removing the structure
of the transformer decoder; however, the detection perfor-
mance needs to be further improved. To reduce the number
of unnecessary calculations and parameter values as well as
improve the detection performance, the key components are
analysed in detail, and experiments are carried out based on
them. Therefore, the multi-head cross-attention part of the
decoder was removed. Additionally, the ability of the Trans-
former to extract localized and multiscale features that result
from removing this part should be mitigated. Inspired by
the ability of EPSANet [24] to segment the spatial infor-
mation of extracted feature maps at different scales and
establish long-term dependencies between local multiscale
channel attention mechanisms, the multiscale full-text chan-
nel extraction module (MFCEM) is proposed to enhance the
ability to extract multiscale features. The highest layer in the
output part of the backbone network is rich in local semantic
information, but the attention mechanism has difficulty bal-
ancing the number of channels and parameters at this layer,
resulting in many detectors being unable to extract suffi-
cient feature information from this layer. Inspired by the fact
that the feature grouping and channel substitution operations
of SANet [25] can optimize the interaction of parametric
quantities and channel information, the segmented channel
extracted feature attention (SCEFA) method combined with
MFCEM is proposed to solve the above problem.

To further improve the encoder structure of the Trans-
former, inspired by the ability of the Dilateformer [26] to
efficiently aggregate multiscale semantic information from
different receptive fields and to reduce structural redundancy,
multi-scale dilation attention (MSDA) is introduced. More-
over, the convolutional and depth-separated convolutional
structures of CNNs are added to enhance local information
acquisition. Then, the core parts of the position encoding
(PE), multi-head attention (MHA), and feed-forward neural
network (FFN) structures in the transformer are extracted,
and the front and back parts are combined to improve the
transformer. FPNs [27] are mostly used in necking structures
to address the challenges of multiscale detection but have
long been characterized by a significant drawback: the inabil-
ity to adequately communicate and fuse information across
layers (e.g., Layer 1 and Layer 3) limits the scope of informa-
tion fusion. For the cross-level information fusion approach,
inspired by TopFormer’s [28] powerful hierarchical feature
structure for acquiring intensive prediction tasks, extensions
have been developed based on its theory. By combining the
above self-attention improved architecture for transformers,
the aggregate feature hybrid transformer (AFHTrans) archi-
tecture incorporating convolution is designed to be added
to the front end of the retained FPN. Effective exchange
of information across hierarchical levels is realized by fus-
ing global multilevel information injected into rich semantic

Fig. 1 Comparison of the epochs and APs of our network with those of
other networks on the COCO2017 dataset

information at a high level. The above improvements fur-
ther enhance the global and local feature extraction of neck
information, improve the multiscale detection performance
of the model, and avoid causing an increase in the number
of multiple parameters. Finally, to improve the information
injection capability, an efficient injection module for detec-
tion information is designed to realize the effective fusion of
the original information into high-level information.

TOOD [29] proposes a task-aligned detection head that
improves detection performance by aligning classification
and localization tasks in a learning-based manner. However,
this detection head lacks the ability to perform feature extrac-
tion on the fused full-text information. For this purpose, an
anchor-free feature extraction head (FE-Head) is designed in
which the fused global and local feature map information
is further extracted and processed, optimizing the feature
extraction capability of full-text information for different
tasks at the decoupled head.

By combining the above improvements, in this paper, we
design a CNN-based end-to-end anchor-free object detec-
tor that combines the Global and Local Feature Extraction
(GLFT) of Transformers. The model not only enhances
the global and local feature information extraction of the
whole model feature map but also realizes the cross-channel
information fusion of feature maps at different levels. GLFT-
Net outperforms other state-of-the-art detection networks
in terms of the number and accuracy of computational
parameters, achieving significant advantages. Comparison
with other classical networks using the backbone network
ResNet101. As shown in Fig. 1, our network converges
quickly, and its detection accuracy is better than that of other
classical networks.

In summary, the main contributions of this paper are as
follows:
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1. From a microscopic point of view, this approach can
improve the feature extraction of local semantic infor-
mation and achieve a balance between the number of
channels and the number of parameters. To this end, this
paper proposes the segmented channel extracted feature
attention (SCEFA) module combined with the multi-
scale full-text channel extraction module (MFCEM),
which can be used to efficiently extract high-level local-
ized channel feature map information and establish a
remote dependency on the number of long-distance chan-
nels, effectively reducing the number of parameters. The
SCEFA is flexible and easy to use and can be used in
many computer vision network models.

2. The ability of the Transformer to extract localized infor-
mation is limited by the large number of parameters and
slow convergence. Moreover, considering the FPN from
a macro perspective, it lacks the ability to interact and
merge information across hierarchical levels. To this end,
this paper proposes an aggregate feature hybrid trans-
former (AFHTrans) module combined with convolution
and an efficient injection module for detecting infor-
mation, which not only improves the global and local
feature extraction capability of the model and the cross-
fertilization of feature information across hierarchical
levels but also significantly reduces the number of com-
putational parameters.

3. The feature extraction head (FE-Head) was designed to
address the lack of extraction of the full-text informa-
tion of the feature map by the detection head. It not only
has the powerful ability to acquire full-text feature infor-
mation but also balances the number of parameters and
accuracy well. It can be applied to a variety of single-
stage object detectors in a plug-and-play manner with
significant results.

4. By combining the SCEFA, AFHTrans, and FE-Head
methods, a novel GLFT object detection model incorpo-
rating a transformer is designed to improve global and
local feature extraction. Because of the smaller num-
ber of parameters and faster training speed compared to
those of the transformer detector, the proposed architec-
ture allows this paper to achieve superior performance in
benchmark model comparison tests, outperforming most
state-of-the-art object detectors.

The remainder of this paper is organized as follows. First,
the “Related work” of this paper is described in detail.
Then, the “Methods” proposed in this paper are described.
The experimental work is also described in the “Experi-
ments” section of the paper. Finally, the “Conclusion” section
provides a comprehensive summary of the work presented
throughout the text.

Table 2 Work related to the “decoder–encoder” style of feature extrac-
tion of contextual information and content characterization

Related work Content features

Faster R-CNN [10] This work uses a convolutional layer
network to extract features and a Region
Proposal Network to efficiently extract
candidate region context information,
which, combined with the shared feature
property of convolution, results in a
significant improvement in detection
performance. However, whether using
VGGNet or ResNet, the extracted feature
maps are single-layer and the resolution
is relatively small, which leads to poor
detection of multiscale and small objects,
generating leakage and false detection

Mask R-CNN [30] This work extracts mask information from
the finer spatial layout of an object by
means of pixel-to-pixel correspondences
in the feature map produced by deep
convolution

CA-CNN [31] This work, to enrich the feature
representation and mine the underlying
contextual information between objects,
integrates the feature information into a
convolutional layer and maps it into a
multilevel feature map to extract the
contextual information, and finally fuses
the multilevel feature information into a
single layer. The disadvantage is that
candidate regions and fusing feature
information from different layers can
lead to model redundancy and slow speed

PFPNet [32] This work uses a multiscale semantic
fusion module to feature-fuse high-level
to shallow-level information so that there
is both shallow-level object position
information and high-level object
semantic information

Related work

In this section, previous related work is reviewed, such as
feature extraction of contextual information, transformers
combined with convolution, and decoupled heads.

Feature extraction of contextual information

Feature extraction of contextual information has been widely
studied by researchers as a fundamental step in many image
visualizations, especially in the field of deep learning. In gen-
eral, studies can be divided into two categories. The first is
the “decoder–encoder” style. In Table 2, different tasks and
specific content features of the “decoder–encoder” style of
feature extraction of contextual information are described in
detail.
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Table 3 Features extract contextual information related to the “back-
bone” style of work as well as content features

Related work Content features

SSD [33] This work achieves multiscale object detection
by using a convolutional layer to extract
different feature maps after the backbone
network, thus making full use of the sensory
field information of different-sized feature
maps and activating the semantic and
contextual information of the object.
However, there is also the disadvantage of a
low detection rate for small objects

RFBNet [34] This work proposes an Inception-like receptive
field module, which mainly utilizes
multibranch convolutional layers to
incorporate receptive field structures into the
backbone network, effectively expanding the
channel receptive field and enhancing the
feature extraction capability

CBNet [35] This work presents novel backbone networks
that do not require retraining of weights. By
compositely connecting and integrating
multiple identical backbone networks with
high-level and low-level features, the scope of
feature information fusion and sensory field is
expanded, thus aiding the performance of
high-performance detectors

The second category is the “backbone” style. As shown in
Table 3, different works and specific content features of the
“backbone” style of feature extraction of contextual infor-
mation are detailed.

For the contextual information extracted by the features,
two scenarios exist. The first scenario. When the percep-
tual field is too small and the object is too large, leakage
may occur because the model does not sense the presence of
the object. The second scenario. When the sensing range is
too large and the object size is small, the network extracts
background and redundant information, which leads to false
detections because the model has difficulty observing tiny
objects. Table 4 lists the different works and specific con-
tent features of the above two cases of feature extraction of
contextual information.

Overall, there are two drawbacks to these two types of
styles and scenarios. First, the affinity matrix for detecting
pixel information is compared with other pixel information
and lacks self-pixel information. Second, several methods
are designed with redundant design operations, which results
in computationally intensive and ineffective establishment
of long-range channel number dependencies for localized
information. To avoid the above drawbacks and to fully
extract the global and local feature information of the object,
three methods are proposed in this paper: the SCEFA for
local information extraction on the high-level network, the

Table 4 Related work on two cases of feature extraction of contextual
information and content characterization

Related work Content features

The first scenario

CornerNet [36] This work proposes the concept of keypoints,
which enables the model to better understand
the feature information of the object. Its
disadvantage is that when performing object
detection, it only focuses on the features of
the two corners of the object, the upper-left
and lower-right corners, and ignores the
center features of the object, which may lead
to the generation of some false positive
samples. Especially when dealing with
objects that cover each other, many objects
do not have obvious corner features, which
makes them perform poorly in the detection
of covered objects

The second scenario

PANNet [37] This work utilizes bottom-up path
augmentation and adaptive feature pooling to
aggregate features between different layers,
thus ensuring feature completeness and
diversity. However, this also makes the
network structure complex and requires more
computational resources for training and
inference. Moreover, some difficulties may
be encountered when dealing with the small
object task, as the localization information of
low-resolution feature maps may be lost

AFHTrans for global and local information extraction and
establishing the pixel relationship of the long-distance object,
and the FE-Head for global feature information extraction on
the head.

Transformer combined with convolution

The local perceptual field and sharedweights provided by the
CNNcanbe used to effectively capture the local feature infor-
mation in the image and can effectively reduce the number
of computational parameters. The high-dimensional feature
representation of aCNNconverts the information in an image
into high-dimensional semantic information for better fea-
ture extraction. Moreover, CNNs are translation invariant,
enabling enhanced generalization of the model. However,
CNNs lack the ability to extract global features and cannot
effectively capture global features or establish long-range
pixel dependencies for objects. In addition, the Transformer
has powerful context-aware scaling and the ability to extract
global feature information but still suffers from two draw-
backs: first, it is challenging in terms of training and data, and
second, it occupies a large number of computational param-
eters. To solve the above problems, many researchers have
started to combine the advantages of CNNs and transformers
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Table 5 Combined related work on convolution and converters as well
as content characterization

Related work Content features

Conformer [38] This work enhances the global and local
feature learning capability by combining
CNN with Vision Transformer in a hybrid
network structure, which focuses on the
fusion of global and local features through
feature coupling units

CMT [39] This work uses a parallel design of MobileNet
and Transformer, where deep convolution is
used to compress the channels to extract
local information and the converter
establishes dependencies between patches
for global features

CoTNet [40] This work creatively integrates the static
context information aggregation of
convolution with the dynamic context
information aggregation of the self-attention
mechanism in Transformer, which is able to
improve the performance of the network
without significantly increasing the
computational effort

ViT-Det [41] This work parallelizes CNN and Transformer
in the shallow part of the backbone,
combining the advantages of CNN and its
variants in extracting high-frequency
information and Transformer in extracting
low-frequency information, which can
enhance the ability to fuse the information
and improve the accuracy of detection.
However, there are the shortcomings of
unnecessary structure and the inability to
combine FPN, which limit the scope of the
application

SMT [42] This work performs image global and local
feature extraction by combining
convolutional networks with visual
transformers to efficiently capture
long-range dependencies

CloFormer [43] This work rethinks the implementation of
local awareness at Transformer, which
enhances access to high-frequency local
information through the relationship
between the global shared weights of the
primitive convolutional operator and the
context of a particular token in self-attention

and have performed much work. As shown in Table 5, the
different works and specific content features performed by
the combination of the CNN and transformer are detailed.

Drawing on the merits of the above work, the AFHTrans
module proposed in this paper incorporates convolution and
deep convolution, MHA, the MSDA, and the FFN as core
components. Convolution and deep convolution are used in
front of the channel to extract local features; in the middle,
MHA, MSDA, and FFN are used to expand the receptive
field while extracting global information; and in the back,

detection information is efficiently injected into the mid-
dle and high levels of the FPN to fuse the global and local
feature information. This module effectively combines the
advantages of CNNs and Transformers to enhance the global
and local feature extraction capabilities, establishes the long-
range interdependence of object pixels, optimizes the number
of computational parameters, and achieves comprehensive
and accurate detection of object information. This module
effectively combines the advantages of CNNs and Trans-
formers to enhance the global and local feature extraction
capabilities, establishes the long-range interdependence of
object pixels, optimizes the number of computational param-
eters, and achieves comprehensive and accurate detection of
object information.

Decoupled head

Decoupledheads have recently become the standard structure
for mainstream object detection. There have been tremen-
dous breakthroughs in the research on decoupled heads. As
shown in Table 6, the different recent works performed on
decoupled heads and the content characteristics are detailed.

The above work illustrates the importance of decoupling
and task characterization information processing in the head.
To this end, the FE-Headmethod using a decoupled structure
is proposed to be able to comprehensively improve the acqui-
sition of full-text information from the head feature map,
enabling the decoupled head to fully utilize the extracted
feature information for classification and localization tasks.

Methods

In this study, we propose a GLFTNet-based detection model
that combines the SCEFA module, the AFHTrans module,
and the FE-Head. First, the paper describes GLFTNet in
“GLFTNet”; then, the SCEFA module, the AFHTrans mod-
ule, and the FE-Head are presented in “Segmented channel
extraction feature attention module”, “Feature grouping”,
and “Segmentation channels for extracting multiscale fea-
tures”, respectively.

GLFTNet

As shown in Fig. 2, this paper briefly discusses global and
local feature extraction for object image detection (GLFT)
in conjunction with the transformer.

First, information about the features of the image
is extracted using the backbone network ResNet50 or
ResNet101 to generate different layers of multiscale feature
image pyramids. Next, the high-level output portion of the
pyramid uses the SCEFA module to identify the importance
information of the feature map. First, the SCEFA module is
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Table 6 Related work on decoupling headers and content characteriza-
tion

Related work Content features

IoU-Net [44] This work first introduces an additional
header to predict the IOU as the
localization confidence and then
aggregates the localization and
classification confidence into a final
classification score. This approach
reduces the problem of detecting
mislocalization and improves the
confidence scores for good-quality
bounding boxes, but makes the confidence
scores for rough bounding boxes lower

FCOS [12] This work then extends the centroid
branching task of the original header to
lead to regression branching for effective
bounding box localization under the
centroid, regression, and classification
tasks

Double-Head [45] This work proposes to branch the R-CNN
head to handle the classification and
localization tasks separately. Although
good detection results can be achieved,
the shared parameters of the two tasks are
reduced, and there are task conflicts

TSD [46] This work found that the spatial deviation
between the classification and
localization tasks affects the training
process, so it proposed a task-aware
spatial separation method to divide the
two tasks into separate decoupled heads,
which achieved good training results

YOLOX [47] This work introduces decoupled detection
heads to the YOLO family for the first
time, enhancing the performance and
convergence speed of detection

RA-YOLOX [48] This work proposes a lightweight
decoupling head, while the detection head
employs a structural reparameterization
method to achieve significant
performance improvement

used to extend the channel dimension split grouping after seg-
mentation and extraction, and the channel information and
spatial information of the resulting multiscale channel fea-
turemaps are integrated into the group featuremaps to obtain
the global and local channel information interaction attention
in the local features to adaptively differentiate the chan-
nels. The aggregated output feature maps are then subjected
to channel feature conditioning operations. Finally, channel
replacement operations (channel shuffling) are used for inter-
group communication to output information that enriches
local features. Second, the output feature maps with the same
number of channels after three layers of channel compres-
sion are aggregated using the AFHTrans module, after which
the spatial information about the feature maps is extracted
and the global and local pixel features are augmented by
the similarity of the object pixel points to establish object
pixel dependencies over long distances of themodel and cap-
ture the semantic dependency information of the channels
at different scales. Finally, all the processed information is
pooled into the second and third layers using a detection-
efficient information injection module, and the full-layer
information is passed horizontally into the top-down FPN
for feature fusion. Finally, the fused information is passed
into the FE-Head for full-text feature information extraction
in the classification and regression branches.

Segmented channel extraction feature attention
module

According to previous research [33, 49–52], the detection
ability of images of objects of different sizes can be effec-
tively improved by extractingmultiscale features. Features at
different scales are extracted using ResNet50 or ResNet101
to generate multiscale feature image pyramids built at differ-
ent resolutions. Moreover, low-level high-resolution images
containmore spatial information than high-resolution images

FE-Head

FE-Head

FE-Head

FE-Head

FE-Head

Backbone

AFHTrans

Inject

Inject

AFHTransSegmented channel extrac�on 
feature a�en�on

Aggregate feature hybrid 
transformer module

c3

c4

c5

P3

P4

P5

P6

P7

Feature extrac�on headFE-Head

Fig. 2 Overview of the overall GLFT framework diagram
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and can be used for the detection of small objects. A struc-
ture that preserves the FPN is used at the back end of
the model to fuse the efficiently acquired global and local
multiscale information in a top-down manner, enriching
and effectively utilizing the low-level spatial information.
High-level low-resolution feature maps contain additional
semantic information and can be used for the detection of
large objects.

For this reason, the SCEFA module is designed to extract
high-level local features. As shown in Fig. 3, the SCEFA
module contains four parts.

Feature grouping

To reduce the number of computational parameters, fea-
tures are extracted using segmentation channel dimension
split grouping. The information from the high-level local
feature maps is first split into multiple groups along the
channel dimension. Suppose the input is characterized by
X ∈ RC×H×W (the C channel number is 2048, H is the
height, and W is the width), and the input X is split into
Z groups along the channels:X � [X1, X2, . . . . . . , XZ ] ∈
RC/Z×H×W .

Segmentation channels for extractingmultiscale
features

Each group of features is subsequently segmented into two
paths, and the two paths are subjected to fine feature context
information extraction via the proposed multiscale full-text
channel extraction module (MFCEM), which is the core of
the SCEFA module. The MFCEM of the SCEFA block, as
shown in Fig. 4, uses group convolution of different kernels
to extract high-level localizedmultiscale channel featuremap
information, which is capable of obtaining feature maps with
different receptive fields and different resolution levels. Each
branch of the group convolutional branch can learn multi-
scale spatial information over a wide range of horizons. A
global text (GT) module is added after each branch of the
group convolutional branch of the weighted path, modelling
the global context while saving the number of parameters.
The GT module here (shown in the gray dashed box) con-
sists of the attention head (shown in the blue dashed box)
and the transform neck (shown in the yellow dashed box).
The attention head is a structure in which the output fea-
ture maps after channel normalization and Softmax [53]
are cross-multiplied with the original input feature maps to
make effective judgments about the importance of the chan-
nel weighting information. The transform neck is a structure
that combines an extraction module, layer normalization,
and Relu [54] and is able to further extract channel feature
maps and effectively reduce the number of parameters in the

MFCEM. The main purpose of the GT module is to effec-
tively encode the relevant information in the feature map
into the full-text attention map, thus enabling MFCEM to
correctly discriminate between features of different scales or
dimensions needed, enhancing the ability of the data to adapt
to multiscale features, and providing more global channel
information. According to CANet, only channel information
coding is considered while ignoring location information,
and only local information is considered to be captured,
while global information over long distances is missing.
Therefore, CANet [55] remedies the above deficiencies by
embedding spatial attention into channel attention using two
one-dimensional global pooling structures. In our MFCEM
method, global textual information is extracted by segment-
ing channels from the input feature map via multiple group
convolutions.

In detail, feature Xy will be split into two paths along the
channel: Xy1, Xy2 ∈ RC/2Z×H×W . In MFCEM, first, after
the convolution of two multibranch groups, the channels are
divided into C/4 segments, reducing the number of compu-
tational parameters. The input feature map is compressed
at different resolutions to obtain rich feature information,
and cross-channel information interaction is realized while
extractingmultiscale spatial information. Then, the GTmod-
ule follows the structure of GCNet [56], the feature maps
generated by the convolution of each branch group are con-
verted into weights to discriminate the important features in
the attention head of the GT module, and the important fea-
ture map information is extracted after the transform neck,
which further reduces the computational parameter cost. The
MFCEMgenerates global and local channel information, and
the detailed process equations are as follows:

� j � Convi (ku , gv), #
βi � σ (SN (�1(Xyni ))) × �1(Xyni ), i � 1, 2, 3, 4,
ρi � ET 2(δ(LN (ET 1(β i )))),

(1)

Here, Xyni ∈ RC/8Z×H×W , n � 1, 2 and and� j ,
j � 1, 2 represent the process of group convolution of the
weighted paths and group convolution of the initial paths
in the ith stage, respectively, where the convolution kernel
size is ku and the convolution group size is gv . SN denotes
channel normalization, and βi represents the channel infor-
mation attentionmapoutput from the attentionheadof theGT
module. ET stands for the extracted module, and LN stands
for layer normalization.ρi represents the channel informa-
tion attention feature map of the GT module-transformed
neck output.σ denotes the Softmax function, and δ denotes
the Relu activation function.

Finally, the output channel feature map information of
each branch is aggregated, and the obtained global multi-
scale channel feature map is subsequently recalibrated with

123



Complex & Intelligent Systems

MFCEM

MFCEM

CChunk

AGAP

AGMP
Fc1 Relu Fc2

*

sigmoid

Group
channel 
shuffle

Feature 

Fig. 3 Detailed structure of the SCEFA block

C

So�Max

×
So�Max

×
So�Max

×
So�Max

×

C

So�Max

*

Weighted road 
group convolu�on

Channel 
normaliza�on

Excita�onLayerNorm
&ReLU

A�en�on head

transform neck

Group convolu�on 
of the ini�al path

Weight
GT 

Fig. 4 Detailed structure of the MFCEM

weights and corresponding probability values via softmax,
which realizes the interaction between local and global
channel information.Thefinal output featuremap is thengen-
erated by multiplying the product of the recalibrated weight
information with the feature maps fused by the group con-
volutional channels of the initial path. Overall, this approach
enables the two paths to simultaneously extract multiscale
spatial information for different channels, establish long-
distance channel dependencies, and effectively minimize the
impact of channels on the number of parameters. Finally, the
overall process equation for the MFCEM is as follows:

αi � �2
(
Xyni

)
, i � 1, 2, 3, 4,

Yn � σ (Cat(ρ1, . . . , ρ4)) ∗ Cat(α1, . . . , α4),
(2)

Here, Yn ∈ RC/2Z×H×W , n � 1, 2 represents the final
output feature map, αi represents the output feature map of
the group convolution after the initial path of the ith stage,
and Cat denotes a fully connected process.

Channel feature adjustment

As shown in Fig. 3, first, the fused output feature maps of
the connected channel dimension information extracted from

the segmented channels are input into adaptive global aver-
age pooling (AGAP) and adaptive global maximum pooling
(AGMP) to enable the postprocessing conditioning fusion of
the channel and spatial dimension information, respectively,
to better adapt to the global and local channel information
extracted fromeachgroup.Then, the regulated featureweight
information is further extracted and processed to maximize
the regulated useful feature weight information by the fully
connected F1, Relu, fully connected F2, and sigmoid [57]
functions. Finally, the feature weight information is multi-
plied by the fused original output feature map to achieve
feature conditioning. The detailed flow formula for this part
is as follows:

γm � Cat(Y 1, Y2),
Om � Sigmoid(F2(δ(F1(ϕ(γm) + ω(γm))))) ∗ γm ,

(3)

Here, γm ∈ RC/Z×H×W , m � 1, 2, . . . , z.ϕ, ω represent
AGAP and AGMP, respectively. Om ∈ RC/Z×H×W denotes
the final output feature map through feature conditioning.

123



Complex & Intelligent Systems

I_Global

O_Local

C

Upsample/None

Conv

I_Local

Downsample

Downsample

C

Mul�-Head
A�en�on

Feed-Forward 
Networks

P4

P5

P3

Mul�-Scale 
Dilated 

A�en�on

Q1

K1

V1

Q2

K2

V2

(a) Aggregate feature hybrid transformer module (b) Efficient Injec�on Module for 
Detec�on Informa�on

QPE

Conv

Convs

++

+ Feed-Forward 
Networks +

+
Basic 

convolu�onal 
sec�ons

Transformer sec�on

Fig. 5 Main structure of AFHTrans and the structure of the efficient injection module for detecting information

Channel shuffle

Like in ShuffleNetV2, the SCEFA module follows the struc-
ture of SANet to improve the interaction of channel infor-
mation between groups by putting the conditioned output
features through a channel shufflingoperation for interfeature
group communication. The original channels are reshaped
while being redistributed and mixed to ensure that the num-
ber of input channels and the number of output channels are
uniform.

The convolution-based aggregated feature hybrid
transformer module

This section details the combination of the aggregate fea-
ture hybrid transformer for convolution (AFHTrans) module
and the efficient injection of the detection information mod-
ule. Figure 5a shows the general structure of the AFHTrans
module. It consists of a basic convolutional section (shown
in the yellow dashed box) and a transformer section (shown
in the orange dashed box). Based on the original structure
of the Transformer, the core parts of its position encoding
(PE), multi-head attention (MHA), and feedforward neural
network (FFN) are extracted. Inspired by the use of Dilate-
former [26], a combination of multi-scale dilated attention
(MSDA) is introduced, which not only achieves a trade-off
between computational cost and sensory wildness but also
further optimizes global dependency modelling and effec-
tive aggregation of semantic multiscale information. Then,
the basic convolutional section and the two attention layers
are cascaded to construct amodule that combines convolution
and a transformer, which effectively extracts global feature
information and local feature information. Thus, the AFH-
Trans module not only extracts multiscale channel features
but also reduces global object pixel independence.

The feature extraction process is divided into two stages:
local feature extraction by convolution and the establishment
of remote interdependencies. By using the basic convolu-
tional section, it is possible not only to fully extract the

×8

Mul�-Head Self-A�en�on

Conv

Convs

Mul�-Scale Dilated A�en�on

R=1 R=2
R=3 R=4

Feature map

×L

+
F

Fig. 6 Stereogramof the combined convolution and transformermodule
in AFHTrans

pixel space information in the local feature extraction stage
but also to save computations. To save the computational
resources of the video memory, the feature layer inputs were
then downsampled (average pooling operation) to the top
resolution, and the feature map information of the three lay-
ers was fused using a three-way fully connected approach.
The three-dimensional structure of the convolution and trans-
former combination is shown in Fig. 6. L represents the
number of layers in the convolution and transformer lay-
ers. Assume that the input features after full connection are
FR3C∗×H×W (C∗=256). The AFHTrans module is divided
into a multiscale dilated attention path (upper part in Fig. 5a)
and a multihead attention path (lower part in Fig. 5a). In the
multihead attention path, a conv block ordinary convolution
is used to extract local features and compress the channel. In
multiscale dilated attention paths, the use of a combination of
Convs block ordinary convolution and depth-separated con-
volution [58] of residuals enables the extraction of localized
featureswhile compressing the channel and extracting spatial
detail information. In this case, depth-separated convolution
is used by the module to extract spatial information from the
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feature map and to improve the interaction of feature infor-
mation in each channel. The extraction performance of the
converter is improved by deep separable convolution, which
also reduces the number of computational parameters. The
computational formula (4) is shown below.

I1 � Conv(F)

I2 � DwConv(I1) + I1,
(4)

Here, I1, I2εRC∗×H×W , Conv stands for ordinary con-
volution, and andDwConv represents depth-separated con-
volution. In this case, the input feature maps are filtered by
depth-by-depth convolution, and the input channels are inte-
grated by point-by-point convolution.

In the remote interdependency establishment phase, the
global feature acquisition capability is not only effectively
improved by the transformer but also capable of capturing
multiscale contextual semantic dependencies. This part of the
whole process combines the standard layer and the residual
structure. In the multiscale dilated attention path, first, the
input feature maps go through the standard layer to generate
Q1, K1, and V1 to accelerate convergence. Afterwards, Q1,
K1, and V1 are computed by the multi-scale dilated attention
and then linearly mapped by the FFN, thus expanding the
receptive field and improving the mutual independence of
the object pixels. In the multi head attention path, first, the
feature maps of the inputs to the basic convolution section
are passed through the standard layer to Q2 and K2, and
V2 generate to accelerate convergence. Then, Q2 and K2

are passed through PE to correct the feature map position
information. After that, Q2, K2, and V2 are computed by the
multi-head attention mechanism and then linearly mapped
by the FFN in the standard layer to enhance the extraction
of global features and spatial information. Eventually, the
feature maps of the two parts are aggregated to fuse rich
local and global feature information. The formula is shown
below:

MSDA� Sof tmax

(
Q1i j K

T
1r√

dk1

)

V1r , 1 ≤ i ≤ W ; 1 ≤ j ≤ H ,

MH A � Sof tmax

(
Q2K

T
2√

dk2

)

V2,

T � r FFN (rMHA(PE(I1), PE(I1), I1) + rMSDA(I2, I2, I2)),

(5)

Here, TRC∗×H×W denotes the output feature map after
AFHTrans fusion, Q1i j denotes the query of position (i, j)
in the original feature map, and rinK1r and V1r denote the
dilation rate of the multi-scale dilated attention. rinrMHA,
rMSDA, and rFFN denote the residual structure operation.
PE stands for the position encoding process. By default, a
standard layer is added before each computational step in
Eq. (5) to accelerate model training.

As shown in Fig. 5b, in the Injection’s Detection Infor-
mation Efficient Injection Module, a simple combination of
structures is used to inject efficient information into the mid-
dle and high feature layers of the neck to fuse the featuremaps
to transmit global and local feature information. Following
TopFormer’s information injection module, I_Local is the
input path for the local network feature layer, and I_Global
is the input path for the AFHTrans module, where the fusion
of mid-layer features requires the addition of an upsampling
operation. Afterwards, the two feature information sources
are fully fused by full connectivity, and later convolution
is used to compress the channel and improve the feature
extraction ability to generate the feature map output from
the middle- and high-level fusion information. Therefore,
the calculation formula is:

Oτ � Conv
(
Cat

(
ILocal(X∗), Interpolate/None

(
IGlobal(T)

)))
, τ � 1, 2,

(6)

Here, Oτ εRC∗×H×W represents the feature map of the
AFHTrans module after fusion with the middle and upper
layers, Interpolate/None represents the middle layer upsam-
pling operation and the high layer no upsampling operation.

Finally, the information injected by theAFHTransmodule
is transferred to the FPN for feature fusion and later pooled
into the feature extraction detection head for classification
and localization after full connectivity. The process is as fol-
lows:


 � �cls, reg(Cat(FPN(Oτ1, Oτ2, . . . , ϒ))), (7)

Here, 7RC∗×H×W represents the feature maps of the lay-
ers that have not been injected with information by the
AFHTrans module, and FPN represents the feature pyramid
network fusion feature process. �cls, reg denotes the process-
ing of the feature extraction detection header. 1RC∗×H×W

represents the final output of the detector.

Feature extraction head

Improving the traditional parallel head structure can effec-
tively compensate for the lack of processing features in the
front-end model and provide comprehensive supervision of
the final feature information. After front-end model network
processing, the acquisition of local and global features and
long-range object pixel dependencies of the model are effec-
tively improved. However, for the back-end head task, there
is a lack of extraction of global feature information from the
feature maps after the fusion and stitching of features from
each layer of the FPN. Therefore, to enhance the extraction of
global feature information and optimize the head structure,
we consider two aspects: on the one hand, improving the
information interaction of the detection head. On the other
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hand, the attention of the detecting head is improved to the
feature information.

For this purpose, the feature extraction head (FE-Head),
which consists of a feature interaction extractor and a fea-
ture extractor (FE), is designed as shown in Fig. 7(a).
Following the structure of TOOD [29], to enhance the
interaction of information by the detection head, a fea-
ture interaction extractor is used to learn task information
interaction features from multiple convolutional layers. As
shown in orange in Fig. 7(a). This design not only facilitates
information interaction but also provides multiscale charac-
terization of the different sensory fields involved in the two

tasks. Assume that E f εRC
′×H

′×W
′ (
C

′
numberofchannels,

H
′
height, W

′
width

)
is the output feature of the FPN. The

feature interaction extractor is computed as follows:

Einter
k � δ

(
convk

(
. . . δ

(
convk j (E

f
))

. . .
)
, ∀k, jε{1, 2, . . . , N }, (8)

Here, k and kj of convk and convk j represent the kth con-
volutional layer and the jth activation function of the kth
convolutional layer ofN consecutive convolutional layer pro-
cesses, respectively. Therefore, rich multiscale features can
be efficiently extracted from an FPN using a single branch.

Feature maps rich in feature information are generated
through information interactions. Due to the single-branch
structure, it becomesdifficult to fully obtain the global feature
information of the corresponding task. This is also discussed
in [45, 59]. For this purpose, the features after the information
interaction canbe input into the twoFEs to extract the features
for the corresponding tasks from the direction of attention.
The features required to correspond to different tasks are dif-
ferent. Therefore, as shown in Fig. 7b, a layer information
extraction mechanism (shown in the yellow dashed box) is
proposed to obtain information by subtasking task-specific

features dynamically computed at the layer level. The for-
mula is as follows:

Etask
k � ϕk + Einter

k , ∀kε{1, 2, . . . , N }, (9)

Here, ϕk is the kth feature map of the layer information
extraction ϕ ∈ RC ′×H ′×W ′

. ϕ is able to obtain the depen-
dencies between layers while extracting global features after
layer information interaction feature computation:

ϕ � Cv(Sof tmax(Ck(Einter
k ) × Einter

k )), (10)

Here, Ck represents the channel normalization, and Cv
represents the process of going through convolution, the stan-
dard layer, ReLU, and convolution. The featuremap obtained
after computing the corresponding task can fully extract fea-
tures and reduce the dimensionality of the adjustment process
to reduce the number of parameters. The Etask is a tan-
dem characterization of Etask

k . Finally, the final extracted
features for localization or classification are obtained from
each Etask :

Utask � conv2
(
Sigmoid

(
conv1

(
Etask

)))
, (11)

where Utask is a tandem feature of Utsak
k and conv1 and

conv2 are 1 × 1 convolutional layers for variable dimen-
sions. Utask is converted to a dense classification score
P ∈ RH×W×80 using the sigmoid function or to a bounding
box B ∈ RH×W×4 by applying the distance-to-bbox method
in [12, 13]. Finally, following the TOOD approach, the spa-
tial distribution and task coordination learning are further
adjusted for both the P and B tasks to obtain global fea-
ture information for the classification and localization tasks,
respectively. Thus, high-resolution feature map information
with additional edge information is extracted to improve the
classification and localization accuracy of the detector.
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Experiments

Datasets

Our approach is evaluated using two main datasets: the PAS-
CAL VOC2007 + 2012 [60] and COCO2017 [61] datasets.
PASCAL VOC2007 + 2012 is a dataset of a comprehensive
class of scenarios. The dataset contains 27,088 images in
20 categories. Of these, 16,551 out of 27,088 images were
used for training, and 4952 were used for validation. The
COCO2017 dataset is a dataset of a class of common every-
day objects. A total of 163,957 images were included in 80
categories. Of these, out of 163,957 images, 118,287 were
used for training, 5000 for validation, and 40,670 for test-
ing. The training and verification operations have labels with
corresponding information.

Implementation details

GLFTNet uses ResNet50 or ResNet101 pretrained on the
ImageNet dataset as the backbone. The SCEFA module and
the AFHTrans module were combined to serve as the NECK,
where the number of heads for multi-head attention and
multi-scale dilated attention were set to 8 and 4, respec-
tively. FE-Head as a Model Head. The model was trained
using stochastic gradient descent (SGD) with momentum �
0.9 and weight decay � 0.0001 and a strategy of setting
the learning rate in segments with gamma � 0.1 and lin-
ear warmup steps � 500. The initial learning rate was set to
0.001.

The resolution of the images in the experiment is set to
800 × 1333, and the data enhancement includes operations
such as random flipping and multiscale training. Training
was performed with the number of epochs set to 12 and the
batch size set to 4. Experiments were performed on a single
NVIDIA Tesla V100 GPU device. Our model is optimized
for classification and localization tasks using two loss func-
tions. The first classification loss function is focal loss. The
second bounding box regression loss function is the GIOU
[62]. Thus, the total loss function is as follows:

L � wcls Lcls + wregLreg , (12)

Here, Lcls denotes the classification loss function, and
Lreg denotes the boundary regression loss function.wcls and
wreg are weights set to 1.0 and 2.0, respectively.

Evaluationmetrics

In this paper, the intersection over union (IOU), average
precision (AP), mean average precision (mAP), frames per
second transmission (FPS), parameters (number of parame-
ters), and number of floating point operations (FLOPs) are

used as evaluation metrics for the model. IOU denotes the
degree of resynthesis of the predicted frame with the true
frame,which is the ratio of the intersection and concatenation
of the detection result and ground truth. This metric usually
sets the threshold (IOUthreshold ) to determine the truthful-
ness of the prediction frame. That is, it is usually set to 0.5,
with a value greater than 0.5 considered a correct prediction
and a value less than 0.5 considered an invalid detection. AP
and mAP (here, the IOU is generally 0.5) are used to evalu-
ate the ability of the algorithm to correctly detect an object
and are the most important evaluation metrics for detection
algorithms. Depending on the accuracy or inaccuracy of the
prediction frames, the evaluation object algorithm includes
four samples: true positives (TP), false positives (FP), false
negatives (FN), and true negatives (TN). TP is the number of
predicted frameswith IOU > IOUthreshold , FP is the number
of predicted frames with IOU ≤ IOUthreshold , and FN is the
number of real frames that are not detected correctly. As a
result, Pprecision , Rrecal , and AP are calculated as follows:

Pprecision � T P
T P+FP ,

Rrecal � T P
T P+FN ,

AP �
1∫

0

Pprecisiond Rrecal ,
(13)

AP denotes the area of the curve formed by Pprecision

and Rrecal . It specifically refers to the accuracy of a particu-
lar category among multiple categories. Based on the above
description of AP, the specific formula for determining the
mAP is as follows:

mAP �
∑C

k�0 APk
C , (14)

The mAP is the average of the AP values after sum-
ming multiple categories. C denotes the total number of
multiple categories, and k represents different categories. In
particular, the AP for the COCO dataset calculates the mul-
ticategory mean by default, i.e., the mAP. The FPS is an
important metric for evaluating how fast an algorithm can
detect; it is the ratio of the number of frames to the elapsed
time. In addition, Params and FLOPs represent the compu-
tational space complexity and computational complexity of
the model, respectively.

Ablation study

In this section, ablation experiments are performed to ver-
ify the validity of our method. The validity of structures
such as the SCEFA, AFHTrans, and FE-Head was verified
by ablation experiments on the PASCAL VOC2007 + 2012
and COCO2017 datasets.
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Table 7 Variation in the convolutional group size and convolutional
kernel size in the experiments

Backbone Kernel size Group size mAP

ResNet50 1, 3, 5, 7 1, 2, 4, 8 80.56

ResNet50 1, 3, 7, 9 1, 2, 2, 8 80.63

ResNet50 3, 5, 7, 9 1, 4, 8, 16 81.79

ResNet50 3, 5, 5, 7 1, 4, 4, 16 80.80

The bold symbols represent the best results of the convolution kernel
and convolution group size experiments

SCEFAmodule

According toFig. 3, theSCEFAmodule is able to fully extract
the channel information from the split segmentation. First,
the features are grouped for segmentation to decrease the
number of computational parameters. Afterwards, accord-
ing to Fig. 4, MFCEM can effectively extract various global
pieces of information fromeachgroupof segmented channels
to generate an information-rich feature map. In this case, the
data are first divided into two paths to go through the group
convolution in the MFCEM to compress the channels to pro-
duce spatially scaled feature maps. Here, ResNet50 is used
as the backbone network. The appropriate convolution kernel
and convolution group size for group convolution are deter-
mined. The performance of the MFCEM in the network is
tested on the PASCALVOC2007 + 2012 dataset using differ-
ent convolutional kernel sizes and convolutional group sizes,
as shown in Table 7, considering the number of channels and
the need for practical experimental comparisons, based on
the work of [24, 52]. Table 7 shows the experimental results.
The average accuracy obtained for the first group with a con-
volution kernel size and convolution group size set to 1, 3, 5,
and 7 and 1, 2, 4, and 8 is 80.56%. The next set of settings
were 1, 3, 7, 9, and 1, 2, 2, 8, yielding a result of 80.63%,
an improvement of 0.07% over the previous set. The convo-
lution kernel sizes for the following two groups are set to 3,
5, 7, 9 and 3, 5, 5, and 7; the convolution group sizes are set
to 1, 4, 8, and 16; and 1, 4, 4, and 16, respectively. The final
accuracies obtained are 81.79% and 80.80%, respectively. In
a comprehensive comparison, the optimal convolution kernel
sizes 3, 5, 7, and 9 and convolution group sizes 1, 4, 8, and 16
were selected as the parameters for group convolution in the
module. Therefore, the use of multiple convolution kernels
and convolution groups of different sizes and a large range
of numbers can improve the speed and accuracy of parallel
training, and the appropriate adjustment of the size of the
convolution kernels and convolution groups can enhance the
ability to obtain feature map information. The experimental
results in the table effectively prove our conclusion.

The feature map is input to the GT module after group
convolution extraction of the weighted paths, which has an
attention head to discriminate the important information of
each branch and a transform neck to fully extract the fea-
ture information. As a result, the GT module can extract
rich global textual information. Then, the channel attention
weight values are generated by the Softmax function, which
is effective at establishing long-range channel dependencies
and calibratingweight information. To demonstrate the effect
of the GT module and the Softmax comparison Sigmoid
function on the experimental results, the above structures
were added. Table 8 shows. A total of 81.28% of the mAP
is achieved using only the GT module in the first row. The
second step involves removing the GT module and using the
Softmax function to determine the probability correspond-
ing to the weights; this approach yields an mAP of 80.93%,
which represents a decrease in the indicator, indicating that
the GT module is indispensable. Finally, to verify the effect
of Softmax on the sigmoid function, the use of the sigmoid
function alone in the third row improved the accuracy by
0.33% over that of the Softmax function alone, confirming
that the replacement of the sigmoid function indeed improved
the accuracy.However, by combining theGTmodulewith the
sigmoid and softmax functions, themAPreached81.58%and
81.79%, respectively, with a difference of 0.21% between the
two accuracies, and the combination of the GT module and
the softmax function resulted in an improvement of 0.51%
compared to the original use of the GTmodule alone. There-
fore, the GT module and Softmax function can better extract
important information about the weights so that the detection
accuracy is improved because the overall models of these two
parts are indispensable.

The two segmented channels are then fused dimensionally
after the global and local channel information is extracted
by the MFCEM of the SCEFA module. This is followed
by channel feature adjustments to better accommodate the
fused global and local channel information. The feature
maps of the adjusted channels are then channel-swapped
to perform intergroup communication to realize information
interaction.Toverify the effects of group segmentation, chan-
nel feature adjustment, and channel shuffling on the model
effects and parameters, the above operations were performed
sequentially. Table 9 shows. The first row removes the group
segmentation process, and the mAP reaches 81.57%; here,
the parameter is 41.54 M. The last two rows sequentially
removed the channel feature adjustment and channel shuf-
fling to obtain average accuracies of 81.45% and 81.40%,
respectively, and parameters of 35.17 M and 36.25 M were
obtained. The highest accuracy was achieved under channel
feature adjustment and channel shuffling; therefore, these
two processes provide effective extraction of feature infor-
mation, but the number of parameters is large. After the latter
use of group segmentation, the parameters drop by 6.37 M

123



Complex & Intelligent Systems

Table 8 Ablation experiments
validating the global text module
(GT) and the Softmax
comparison sigmoid function

Backbone GT Softmax Sigmoid mAP

ResNet50
√

81.28

ResNet50
√

80.93

ResNet50
√

81.26

ResNet50
√ √

81.58

ResNet50
√ √

81.79

Table 9 Ablation experiments
were performed in the SCEFA
module to verify the effects of
group segmentation, channel
feature adjustment, and channel
shuffling

Backbone GS CFA CS mAP Params (M)

ResNet50
√ √

81.57 41.54

ResNet50
√ √

81.45 35.17

ResNet50
√ √

81.40 36.25

ResNet50
√ √ √

81.79 36.41

GS represents the group segmentation process, CFA represents channel feature adjustment, CS represents
channel shuffling

Table 10 Experimental comparison of the SE-Net and the SCEFA

Method Backbone mAP FPS

SE-Net ResNet50 81.25 13.75

SCEFA (Ours) ResNet50 81.79 12.98

SE-Net denotes the substitution for channel attention, SCEFA denotes
the substitution for segmentation channel extraction feature attention

and 5.29 M, respectively, and the number of parameters is
greatly reduced.

Finally, by adding all three processes, the mAP fur-
ther increases to 81.79%, and the parameter quantization is
36.41 M, which achieves a remarkable accuracy-parameter
balance. Overall, the group segmentation, channel feature
adjustment, and channel shuffling processes in the SCEFA
module enhance the spatial adjustment of feature information
and the information interaction of feature maps and reduce
the number of parameters.

Finally, the validity of the SCEFAmodule is fully demon-
strated. The SCEFA module and its structurally similar
SE-Net module were subjected to comparative experiments,
the results of which are shown in Table 10. In the first
line, replacing the SCEFA module with the SE-Net mod-
ule achieves an mAP of 81.25% and a speed of 13.75 FPS.
Similarly, the use of the SCEFA module proves to be effec-
tive by improving the accuracy by 0.54%, despite a 0.77
FPS decrease in speed. Overall, the speed improved when
using the SE-Net module, but it still did not achieve the
same performance results as the SCEFAmodule. This further
demonstrated the importance of the SCEFA module for the
overall model.

Table 11 Comparison of modelling effects against basic convolutional
sections

Method mAP

+ Basic convolutional 81.79

− Basic convolutional 81.44

The basic convolution section includes convolution and depth-separated
convolution. + Use the basic convolution section. − Does not use the
basic convolution section, but needs to add a dimensionality reduction
convolution to reduce the number of parameters

AFHTransmodule

With respect to the AFHTrans block, it is verified that the
combination of convolution and the transformer improves
the model performance. For the FPN, there is a lack of infor-
mation interaction across layers, so aggregated connections
are used. Moreover, after three layers of aggregation, the fea-
ture map is rich in information. Therefore, convolution and
dual-attention fusion joining are used to enhance the ability
to acquire both local channel spatial information and global
information.Among them, embedding convolution in a trans-
former not only enhances spatial information extraction but
also improves the interaction between channel information.
To this end, ablation experiments are performed on the PAS-
CAL VOC2007 + 2012 dataset to validate the effect of the
embedded convolution on the modelling effect. As shown in
Table 11, the mAP reaches 81.79% with the addition of the
basic convolutional section, decreases by 0.35% under no
addition, and reaches 81.44%. As a result, whether the basic
convolution section is added to the AFHTrans module has a
significant impact on the results, effectively verifying that the
combination of convolution and the transformer contributes
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Table 12 Ablation experiments were performed for the multi-head
attention and multi-scale dilated attention components

Backbone BC and FFN MHA MSDA mAP

ResNet50
√ √

81.41

ResNet50
√ √

81.58

ResNet50
√ √ √

81.79

BC denotes the basic convolutional section,MHA denotes a multi-head
attention section process,MSDA denotes a multi-scale dilated attention
section process, FFN denotes a feedforward neural network

Table 13 Variation in expansion rates for multi-scale dilated attention
in the AFHTrans module

Backbone Dilation rate mAP

ResNet50 2, 4, 4, 6 81.55

ResNet50 2, 4, 6, 6 81.62

ResNet50 2, 4, 6, 8 81.79

ResNet50 2, 4, 8, 8 81.71

The bold text represents the best results of the experiment at different
dilation rates

to the results. Therefore, convolution can acquire local fea-
tures and spatial location information.

Using ResNet50 as the backbone network, the effects of
the multi-head attention and multi-scale dilated attention
components on the network gain were observed to verify
the effectiveness of both components in the model. Table
12 shows the ablation experiments for both the multi-head
attention and multi-scale dilated attention components under
the use of the basic convolutional component and the feed-
forward neural network. The mAP reached 81.41% and
81.58% when using multi-head attention and multi-scale
dilated attention, respectively. The combination of the two
components amounted to 81.79%, a 0.38% improvement
over the use of multi-head attention. It is well demonstrated
that the combination of multi-head attention and multi-
scale dilated attention enhances the model’s gain effect and
improves the ability to acquire global features and establish
object pixel dependencies at long distances.

In the multiscale dilation attention section, further exper-
iments are conducted to verify the effect of dilation rate
changes on our model to validate the performance of the
AFHTrans module in the model. The results of the experi-
ments are shown in Table 13. The first and second rows of
the table with expansion rates of 2, 4, 4, and 6 and 2, 4, 6, and
6 correspond to accuracies of 81.55% and 81.62%, respec-
tively, while the third row with expansion rates of 2, 4, 6,
and 8 achieves the highest average accuracy of 81.79%, and
the final expansion rate of 2, 4, 8, and 8 has a decrease in

Table 14 Experimental tests of the comparisons of different connec-
tions

Backbone Combination mAP

ResNet50 {1, 2} 79.97

ResNet50 {1, 3} 80.72

ResNet50 {2, 3} 81.79

ResNet50 {1, 2, 3} 81.11

Bromos 1, 2, and 3 of the combination represent connections corre-
sponding to low, medium, and high levels, respectively

Table 15 Effect of different positions in the AFHTrans module on the
effectiveness of the experiment

Method mAP

Front 81.79

Behind 80.90

The front is at the front end of the FPN, and the behind is at the back
end of the FPN

accuracy of 0.08% compared to the previous row. Consid-
ering these results, as with the size law of the convolution
kernel and convolution group above, more expansion events
with different sizes and large ranges can effectively expand
the sensory field and capture feature information. Similarly,
the use of an appropriate dilation rate helps to improve the
effectiveness of the model. Thus, our model uses the 2, 4, 6,
and 8 best expansion rates in multiscale expansion attention.

Experiments were conducted on the effectiveness of the
model using different connections in the information injec-
tion section of the AFHTrans module. Table 14 shows that
the accuracy is 79.97% when connecting the low and middle
levels, while the accuracy rises to 80.72% when connecting
the low and high levels. The best accuracy of 81.79% was
achieved in connecting the middle and high levels; for this
reason, this injection was subsequently used in our model.
However, there was a 0.68% decrease when connecting all
three levels. From the table, it can be found that it is not the
case that the more connected the hierarchical layer is, the
greater the effect, but the model will improve accordingly
with the higher precision of the connected levels. Among
other things, we believe that the specific cause is the interac-
tion of the middle and upper levels with the FPN.

To investigate the effect of the location of the AFHTrans
module in the FPN on the model, experiments were con-
ducted to place the module in different locations in the FPN
to compare the model effects. Placing the module at the front
end of the FPN yielded an accuracy of 81.79%, while at the
back end, the accuracy decreased to 80.90%. As shown in
Table 15, the module placement at the front end can thus
effectively extract rich semantic information and facilitate
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Table 16 Comparison of the experimental effects on the DETR trans-
former and AFHTrans

Method Backbone mAP FLOPs(G) FPS

DETR Transformer ResNet50 81.67 192 12.51

AFHTrans(Ours) ResNet50 81.79 189 12.98

The DETR Transformer denotes the structure of the Transformer
encoder and decoder using DETR, and the AFHTrans denotes the
improved structure using the Transformer

further feature fusion in the FPN. Moreover, removing fused
information from the back end results in useless and redun-
dant information, leading to a decrease in the ability to obtain
valid features. Therefore, the AFHTrans module is placed at
the front end of the FPN.

Finally, the transformer part of DETR is very similar to the
original transformer. To test the effectiveness of AFHTrans
in optimizing the cost and speed of transformer computa-
tions. Thus, a comparison experiment was set up using the
DETRTransformer (including the encoder and decoder parts
of DETR), and the results of the experiment are shown in
Table 16. The first row of the table achieves an accuracy of
81.67% with the use of the DETR transformer, with a com-
putational cost of FLOPs and a speed of 193 G and 12.51
FPS, respectively. In the second row of the table, the replace-
ment of AFHTrans results in a 0.12% increase in accuracy,
a 3G decrease in computational cost FLOPs, and a 0.47 FPS
improvement in speed. Thus, AFHTrans is effective at opti-
mizing the computational cost and speed of the transformer.

FE-Head

The FE-Head not only has task interaction capability but also
has the powerful ability to acquire global feature information.
Among them, the feature interaction extractor and the feature
extractor are themain parts of our detection head. The feature
interaction extractor in TOOD has been proven effective, so
an experimental study is not developed here. The feature
extractor is analysed in the following ablation experiment.

The effects of Conv_key and Conv_value in the feature
extractor as well as multiscale and random flipping on the
experimental results are explored. As shown in Table 17, the
first line has an mAP of 81.10% when only Conv_key is
used and the parameter is 36.34 M. The second line has an
mAP of 80.22% when using only Conv_value and a param-
eter of 36.26 M. In the third line, when both Conv_key and
Conv_value are used, the precision reaches 81.79%, and the
parameter rises by only 0.15 M. As a result, it can be con-
firmed that the Conv_key and Conv_value boosting effects
are significant and reduce the number of parameters, which
facilitates the extraction of feature context information. The

Table 18 Comparing the T-Head and FE-Head experimentally

Method Backbone mAP Params (M)

FCOS-Head ResNet50 79.65 36.60

T-Head ResNet50 82.28 36.32

FE-Head (Ours) ResNet50 82.39 36.41

FCOS-Head denotes the use of amultibranch task decoupling header, T-
Head denotes the use of a task alignment header, and FE-Head denotes
the use of our detection header

following two rows sequentially add random flip and mul-
tiscale data enhancement operations, yielding metrics with
82.39% and 82.76% excellent accuracy, respectively. There-
fore, data augmentation is used so that the richer the amount
of data is, the more accurate our model will be. The latter
experiments were conducted using the randomized flipped
data enhancement method.

The multibranch task decoupling head (FCOS-Head [12])
of the FCOS can effectively suppress the generation of low-
quality bounding boxes far from the target location without
introducing any hyperparameters. TOOD’s [29] Task Align-
ment Head (T-Head) improves coordination of classification
and localization tasks while enhancing task interactivity. It
can also apply the task alignment learning method to adjust
the distance between anchor points, thus realizing accurate
detection of objects. Among them, FCOS-Head, T-Head, and
FE-Head are all anchor-free detection heads. To validate the
effectiveness of the FE-Head, the FE-Head was experimen-
tally compared to these two detected head structures. The
comparison results are shown in Table 18. In the first row of
the table, the accuracy of FE-Head is 2.74% greater than that
of FCOS-Head, and the number of parameters decreases by
0.19 M. In the second row of the table, on the other hand, the
precision of FE-Head is 0.11% higher than that of T-Head,
and the number of parameters is elevated by only 0.09 M.
The detection plots of FCOS-Head, T-Head and FE-Head at
a confidence level of 0.5 are visualized in Fig. 8. The cars and
people in the first and second columns of the first and second
rows using FCOS-Head and T-Head had varying degrees of
missed detections and low category accuracy, whereas the
cars and people in the first and second columns of the third
row using FE-Head could be accurately detected (shown as
gray circles in Fig. 8). The figure shows that the detection of
objects is significantly improved, and the detection accuracy
is also greatly improved. The effectiveness of the FE-Head
detection head in extracting global contextual information
from image objects is fully confirmed. Although the number
of parameters was slightly greater than that of T-Head, the
detection achieved satisfactory results.
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Combination of the SCEFA, AFHTrans module
and FE-Head

The combination of the SCEFAmodule, the AFHTransmod-
ule, and the FE-Head yielded excellent detection results
when combined with GLFTNet. The entire AFHTrans mod-
ule section consists of the AFHTrans module and the FPN.
Among them, the AFHTrans module, which combines con-
volution and transformation, plays a key role in global and
local feature extraction. To demonstrate the effect of the
above three modules, different experimental setups (shown
in Tables 19 and 20) are tested to verify that the use of the
SCEFA, AFHTrans, or FE-Head can improve the detection

performance. Table 19 shows that, compared to the Base-
line, the SCEFA module improves the mAP by 1.38% and is
0.23 FPS faster. The AFHTrans module increased the mAP
by 1.42% and the speed by 2.90 FPS. With our FE-Head, the
mAP increased by 1.45%, and the speed was 0.52 FPS faster.
The modules produced significant improvements in accu-
racy and speed, validating the effectiveness of the modules.
When the three modules are combined, the detection per-
formance reaches a high accuracy metric of 82.39%, with a
slight decrease in speed of 0.68FPS; thus, ourmodel achieves
a balance of speed and accuracy. An improvement in accu-
racy of 2.38%over that of the baseline case demonstrates that

Table 17 Conducting FE
experiments to validate
Conv_key and Conv_value
ablation and exploring the impact
of employing data augmentation
on the experimental results

Backbone Ck Cv RF MStrain mAP Params(M)

ResNet50
√

81.10 36.34

ResNet50
√

80.22 36.26

ResNet50
√ √

81.79 36.41

ResNet50
√ √ √

82.39 36.41

ResNet50
√ √ √ √

82.76 36.41

Ck denotes Conv_key,Cv denotes Conv_value, RF denotes RandomFlip, MStrain denotes multiscale training

Fig. 8 The top, middle, and
bottom graphs show the results
of the effect plots using
FCOS-Head, T-Head, and
FE-Head, respectively, at a
confidence level of 0.5
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Table 19 Ablation experiments
were performed on the PASCAL
VOC2007 + 2012 dataset using
the SCEFA module, AFHTrans
module, and FE-Head

Method Backbone SCEFA AFHTrans FE-Head mAP FPS

Baseline ResNet50 80.01 13.23

GLFT ResNet50
√

81.39 13.46

GLFT ResNet50
√

81.43 16.13

GLFT ResNet50
√

81.46 13.75

GLFT ResNet50
√ √ √

82.39 12.64

The baseline represents TOOD without using task-aligned heads, SCEFA represents the process of extracting
features after segmentation channels, AFHTrans represents the convolution-based aggregated feature mixing
transformer, and FE-Head represents the process of using feature extraction heads

Table 20 Comparison of the results of adding the SCEFA module, the
AFHTrans module, and the FE-Head to the COCO2017 validation set
in turn

Method Backbone AP

Baseline ResNet50 41.8

Baseline + SCEFA ResNet50 42.8

Baseline + SCEFA + AFHTrans ResNet50 43.3

Baseline + SCEFA + AFHTrans + FE-Head ResNet50 43.5

The baseline represents a TOOD that does not use task alignment head-
ers, and + represents the process of adding modules sequentially

our method effectively improves the detection performance
of the detector.

To further validate the effect, the detection plots of the
TOOD, SCEFA, and AFHTrans modules were visualized
in detail on the PASCAL VOC2007 + 2012 validation set.
According to the first row of Fig. 9, the detection accuracy
of the airplane has significantly improved, and the detec-
tion ofmedium-sized objects has significantly improved. The
small target of a person riding a horse (marked by a red
circle) in the second row was detected without any prob-
lems, and the objects for detecting the small target were thus
improved. The people and chairs (marked by red circles and
ellipses) in the third row are correctly detected, allowing the
image to improve the problemofmissed detection in complex
scenes. The lamb in the fourth row (marked by a red circle)
is correctly detected, further validating the adaptability of
our model to detect objects at different scales. An overall
improvement in detection accuracy was achieved compared
to that of the baseline. Thus, combining the three modules
plays an active and effective role in ourmodel, and ourmodel
is competitive in detection applications.

In addition, the SCEFA module, the AFHTrans module,
and the FE-Head were added in turn to test the effectiveness
of themodules even further on the COCO2017 validation set.
As shown inTable 20, the effect of adding the SCEFAmodule
on the extraction of multiscale local features of the channel
increases the accuracy by 1.0% over that of the baseline. The

later addition of the AFHTrans module for global and local
feature extraction by the network, aswell as the establishment
of object pixel dependencies over long distances, improved
the network by another 0.5%. Finally, the addition of FE-
Head to the head for effective access to the collected feature
context information yields a 0.2% boost. Based on the above
results, the validity of our modules is fully verified.

Comparison with other object detectors
on the COCO2017 dataset

To further validate the effectiveness of our model, com-
parative experiments with other research algorithms were
conducted on the COCO2017 dataset. The large-scale
COCO2017 dataset was used for training, which included
the SCEFA module (which improves the extraction of high-
level local feature map information), the AFHTrans module
(which improves the independence of global and local infor-
mation extraction and establishes the dependencyof pixels on
distant objects), and the FE-Head module (which performs
the extraction of global feature contextual information at the
head). The three main modules are combined to produce a
new GLFTNet detection model. As shown in Fig. 1, when
comparing GLFTNet with several classical networks, it can
be visualized that our model achieves a leading edge. When
training ourmodel usingmultiple scales (480–800), as shown
in Table 21, the performance of our detection network is
detailed for each parameter.With the use of the backbone net-
works ResNet50 and ResNet101, GLFTNet achieves 44.3%
and 47.0% AP on the COCO2017 test-dev dataset, respec-
tively, outperforming the state-of-the-art detectors Sparse
R-CNN [63], Anchor-DETR [64], and DAB-DETR [65].
Compared to other detectors, our model achieves greater
progress in terms of improving AP metrics under different
IOU sizes, effectively validating its effectiveness for improv-
ing global and local feature extraction. The parameters and
calculations are also reduced from those of the baseline net-
work, which is at the upper level among the other detection
methods.
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Fig. 9 Effect map results of ablation experiments. a Baseline, b SCEFA + Baseline, c AFHTrans + Baseline, d FE-Head + Baseline, e GLFTNet

Table 21 Comparison of GLFTNet with several state-of-the-art methods on the COCO2017 dataset

Method Backbone Reference Epoch MStrain Params(M) FLOPs(G) AP AP50 AP75 APS APM APL

CNN-based object detectors

Faster R-CNN [10] ResNet101 TPAMI
17

108 60 246 44.0 63.9 47.8 27.2 48.1 56.0

RetinaNet [9] ResNet101 ICCV 17 36
√

56 197 40.4 60.2 43.2 24.0 44.3 52.2

Cascade R-CNN
[7]

ResNet101 CVPR 18 36 77 364 42.8 62.1 46.3 23.7 45.5 55.2

FCOS [12] ResNet101 ICCV 19 24
√

50 290 41.5 60.7 45.0 24.4 44.8 51.6

ATSS [13] ResNet101 CVPR 20 24
√

50 292 43.6 62.1 47.4 26.1 47.0 53.6

Sparse R-CNN
[63]

ResNet101 CVPR 21 36
√

125 256 43.5 62.1 47.2 26.1 46.3 59.7

TOOD [29] ResNet101 ICCV 21 24
√

51 267 46.7 64.6 50.7 28.9 49.6 57.0

Based on the Transforner object detectors

DETR [15] ResNet101 ECCV 20 500
√

60 152 43.5 63.8 46.4 21.9 48.0 61.8

Deformable-
DETR
[16]

ResNet50 ICLR 21 50
√

40 173 43.8 62.6 47.7 26.4 47.1 58.0

TSP-FCOS [23] ResNet101 ICCV 21 36
√

– 255 44.4 63.8 48.2 27.7 48.6 57.3

Anchor-DETR
[64]

ResNet101 AAAI 22 50 58 – 43.5 64.3 46.6 23.2 47.7 61.4

DAB-DETR [65] ResNet101 ICLR 22 50 63 174 44.1 64.7 47.2 24.1 48.2 62.9

GLFTNet(Ours) ResNet50 – 12 36 189 44.3 62.5 48.0 25.3 47.5 57.2

GLFTNet(Ours) ResNet101 – 24
√

55 263 47.0 65.3 51.1 28.6 50.2 58.7

The reference column represents the literature sources for comparing object detection algorithms,MStrain denotesmultiscale training, and the data comparison
results (single-model results) are provided by the corresponding official and experimental sources
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Fig. 10 The top, middle, and bottom two figures show a comparison of the effect plots for TOOD, DAB-DETR, and GLFTNet (Ours), respectively

Our method was compared with TOOD and DAB-DETR
for visualizing results on the COCO test set, as shown in
Fig. 10. In the first column, TOOD detects only soccer balls,
and DAB-DETR detects only people. Our method success-
fully detects both people and soccer balls correctly (shown by
the yellow circle and ellipse), so our method is significantly
effective for small and overlapping object detection. Among
other things, it benefits from improvements in feature extrac-
tion to enhance pixel discrimination in object regions. The
backpack behind the second column (shown by the yellow
ellipse) was not detected by either the TOOD or DAB-DETR
methods but was successfully detected by our method, again
validating the effectiveness of our method. Compared to that
of the TOOD method, the detection accuracy of our model
is overall greater, thus far ahead of the effectiveness of the
original detection algorithm.

Conclusion

In this paper, local andglobal information extraction of object
pixels are enhanced from micro- and macroperspectives,
respectively. The acquisition of image feature information
is crucial to the performance of a model and is prone to mis-
detection and omission when detecting objects of different
scales and occlusions in an image. Inspired by this problem,
this paper proposes the use of the SCEFAmodule to enhance
local feature extraction of multiscale channel information
in high-level feature maps from a microscopic perspective.
AFHTrans is presented from a macro perspective. First,
this approach enhances the interaction between the feature
information of each layer, maximizing the computational
cost. Then, self-attention and convolution are combined to
enhance global and local feature extraction. Finally, long-
distance dependencies between object pixels are established.
In terms of modelling, the big picture proposed FE-Head.
This approach not only further enhances the feature extrac-
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tion of the detected head but also improves the acquisition
of full-text information. This method can accurately detect
objects under complex conditions, such as different scales of
objects, overlaps, and similar colours. Compared with other
advanced methods, our method has the best detection effect.
However, the methodology of this paper is still deficient. On
the one hand, there is still a need to improve the accuracy of
the detection of particularly small and over obscured objects.
On the other hand, our model only tested on the PASCAL
VOC2007 + 2012 and COCO2017 datasets. Moreover, the
effect of themodel is difficult to sustain in the face of a highly
variable dataset. Therefore, for the method proposed in this
paper, there is a need to continuously optimize our model
and expand the generalization ability of the model to achieve
superior results for training on this experimental dataset and
additional datasets.
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