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Abstract
With the formation and popularization of the 5G-enabled industrial internet, cybersecurity risks are increasing, and the limited
number of attack samples, such as zero-day, leaves a short response time for security protectors, making it substantially more
difficult to protect industrial control systems from new types of malicious attacks. Traditional supervised intrusion detection
models rely on a large number of samples for training and their performance needs to be improved. Therefore, there is an
urgent need for few-shot intrusion detection. Aiming at the above problems, this paper proposes a detection model based on a
meta-learning framework, which aims to effectively improve the accuracy and real-time performance of intrusion detection,
and designs a meta-learning intrusion detection model containing a sample generation module, a feature mapping module
and a feature metric module. Among them, the sample generation module introduces the residual block into the Natural GAN
and proposes a new method to generate high-quality antagonistic samples—Res-Natural GAN, which is used to enhance the
antagonism of the generated samples and the feature mining degree, to improve the accuracy of malicious traffic detection; the
featuremappingmodule proposes a new attentionmechanism, themulti-head fast attentionmechanism, which is applied to the
encoder structure of the transformer and combined with a parameter optimization algorithm based on particle swarmmutation
to shorten the mapping time and improve the real-time performance of the model while mapping the features effectively; the
feature metric module proposes a prototype structure based on a prototype storage update algorithm and combines it with a
prototype network to achieve correct classification by measuring the Euclidean distance between the detected samples and
the class of prototypes, and to shorten the inference time while ensuring the detection accuracy; finally, the three modules
are combined to form a real-time meta-learning intrusion detection model. To evaluate the proposed model, five different
types of experiments are conducted on multiple public datasets. The experimental results show that the model has higher
detection accuracy than the traditional model for both few-shot and zero-shot malicious attacks, and is not only applicable to
5G-enabled industrial internet, but also generalized to different network environments and attack types.

Keywords 5G-enabled industrial internet · Cyberspace security · Intrusion detection system · Meta-learning · Few-shot
detection

Introduction

The fourth revolution of science and technology [1] is sweep-
ing the world, and the technological revolution mainly based
on artificial intelligence [2], virtual reality [3], quantum tech-
nology [4], and biotechnology [5] is deeply affecting human
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life. With the advent of Industry 4.0, the Internet and indus-
trial production are increasingly integrated, and the closed
environment has been broken, forming a new industrial Inter-
net. 3G and 4G technologies, which have shortcomings such
as poor mobility, inflexible networking, high latency, and
unreliability, are gradually being replaced by 5G technology
[6]. Therefore, 5G-enabled industrial Internet [7] with high
capacity, high speed, low power consumption, and good reli-
ability has come into being (Fig. 1).

In recent years, byutilizing theunreliability of information
transmission on the industrial Internet [8], numerous mali-
cious attacks have been launched against specific industrial
systems, institutions, and regions, which are often new, rare,
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and extremely harmful. The “Stuxnet”virus [9], detected in
June 2010, proved to be the world’s first “cyber weapon” to
be put into actual combat, and was extremely virulent and
destructive. The WannaCry “worm-like” ransomware virus
[10] outbreak in 2017 has had a huge impact on industrial
control systems in hundreds of countries around the world;
the“zero-day exploit” [11] was launched on the same day the
vulnerability was discovered, and it had a small sample size
and a short response time, leaving security decision-makers
with far less time to respond. There are a large number of
cyberattacks with the same characteristics as the above secu-
rity threats, which seriously affect the normal functioning of
the industrial internet.

To address the above problems, access control [12], data
encryption protection, network isolation protection, firewall
[13], intrusion detection [14] and other security protection
technologies are widely used. Among them, the intrusion
detection system can realize the identification and detec-
tion of external attacks, internal attacks and misoperation,
which is a proactive protection technology. However, the cur-
rent intrusion detection technology for 5G-enabled industrial
internet has more shortcomings, such as the poor stability
and robustness of the model, and the low adaptability to the
adversarial industrial Internet environment; the model has
poor timeliness, and the detection rate of the type of attack
that appears for the first time and occurs infrequently, but
is extremely harmful is low, and it is not possible to real-
ize the correct identification of few-shot and zero-shot new
types of attacks in a short period of time. Existing supervised
methods require a large amount of labeled data, which are
difficult to obtain in practice; therefore, to address the above
problems, a method that can accomplish efficient detection
using only a small number of samples is urgently needed.

Due to the consideration of the above problems, the moti-
vation of this paper mainly contains the following four
aspects: first, to overcome the difficulties of traditional super-
vised algorithms that are greatly affected by the number of
labelled samples, and for attacks that are difficult to obtain
samples, e.g., zero-day, Stuxnet, etc., to propose an effective
few-shot intrusion detection method, and to achieve the pur-
pose of correctly identifying the type of malicious attacks
in the situation where few-shot or even zero-shot data are
available for learning and training; second, to adapt the intru-
sion detectionmodel to the current real network environment
where adversarial attacks are frequent, a method is proposed
to enable the model to effectively detect adversarial attacks,
to improve the robustness of the model, and to increase
the degree of fit with the network environment of dynamic
games; third, to reduce the adverse effects of network attacks
on 5G industrial internet and shorten the security response
time, the constructed model should have a faster inference

speed and higher detection efficiency, and shorten the infer-
ence time as much as possible while ensuring the detection
accuracy, to minimise the network damage; fourthly, to solve
the problem of frequent 5G-enabled industrial Internet net-
work attacks and the difficulty of detection andprotection, the
model should be experimentally verified for effectiveness on
the 5G-enabled industrial Internet intrusion detection dataset
after the model construction is finished to confirm the fit with
the application scenarios.

Inspired by the metric-based meta-learning algorithm
strategy [15], we propose a few-shot intrusion detection
model based on a meta-learning framework, which includes
a sample generation module based on Res-Natural GAN, a
feature mapping module based on transformer encoder, and
a feature metric module based on a prototype network and a
prototype, and is capable of realizing the identification and
detection of few-shot and zero-shot attacks, and accomplish-
ing the recognition and detection of attacks within and across
the task space. detection, and accomplishes generalization
within and across the task space.The main contributions of
this paper are as follows:

1. Propose a Natural GAN model based on residual neural
network, which generates higher quality of antagonistic
samples than the traditional model, and helps to improve
the adaptability of intrusion detection system to 5G-
enabled industrial internet environment.

2. Propose a transformer model based on multi-head fast
attention mechanism, and combine it with a param-
eter optimisation algorithm based on particle swarm
mutation for parameter tuning, which is faster than the
self-attention mechanism for training, and is conducive
to building a real-time intrusion detection system in 5G-
enabled industrial internet environment.

3. Propose a prototype model based on a new prototype
storage updating algorithm, and form a closed-loop
experimental machine link to complete the updating and
broadcasting of the prototype table, shorten the feature
metric time, and improve the efficiency of the real-time
intrusion detection system.

The paper is organized as follows. The next section
presents the related research work. The subsequent section
constructs an intrusion detection model based on the meta-
learning framework. The penultimate section evaluates the
results of five types of experiments. The final section summa-
rizes the existing work in this paper and provides an outlook
for future work.
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Fig. 1 The architecture of
5G-enabled industrial internet
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Background and related works

Generating adversarial samples

The 5G-enabled industrial internet has always been an arena
where attackers and defenders confront each other. To adapt
to the adversarial environment and simulate the attacker’s
transformation strategy in a dynamic network environment,
adversarial samples can be generated from real samples and
fed into the model for training. As shown in Fig. 2, the
existing research work can be broadly classified into three
categories: (i) simulating the known network structure of
a semi-white-box attack [16] in and setting the adversar-
ial objective function against an intrusion detection model
or an approximate model stand-in. The research work [17]
divided the objective function into two parts, namely the out-
put error value and the sample perturbation value. Then,
these two parts were approximated as Taylor first-order
expansions before a single-step gradient descent method was
employed to quickly generate adversarial samples. However,
this FGSMmethod cannot obtain an optimal solution. There-
fore, the researchwork [18] proposed theBIMmethod,which
iterates the multi-step FGM and strictly restricts the value
domain to search for the optimal solution. (ii) Simulating
the known input–output mapping part of the semi-black box
attack. The mapping metric is converted into a Jacobi matrix,
and perturbations are added to the input features that have
the greatest impact on the output. The research work [19]
proposed the JSMA method to generate the Jacobi matrix
between the input and output and construct a saliency map
that defines the importance of each pixel in the input image
to generate the adversarial samples in a targeted manner.
(iii) Simulating the known training data part of the white-
box attack by assuming that the model is in a white-box,

i.e., the attacker is fully aware of the network structure and
training data, which increases the difficulty of classifying the
adversarial samples. Research work [20] used GAN to gen-
erate new virtual samples with a similar distribution to the
real samples to solve the data imbalance problem; combined
with a random forest classification model, ablation experi-
ments demonstrated that the use of GAN greatly improved
the accuracy of the model detection.

However, adversarial attacks designed specifically to
evade intrusion detection may undermine the effectiveness
of the proposed model, and it is highly likely that adversarial
attacks that have been modified, spoofed, and intelligently
operated will bypass the recognition of intrusion detection
systems, thus increasing the model false alarm and miss
alarm rates, which is not conducive to the security and sta-
bility of the network environment. To address the above
problems, research work [21] creatively proposes a new
method to generate high-quality adversarial samples based
on the neural style transfer (NST) algorithm steganography,
which employs conditional generative adversarial networks
(cGANs) to learn the embedded secret information to achieve
the embedding and extraction of secret images, and experi-
ments have proved that the algorithm generates images that
achieve a high peak signal-to-noise ratio (PSNR), struc-
tural similarity index (SSIM) and visual information fidelity
(VIF), which provides a new high-quality method for gen-
erating adversarial samples; research work [22] provides a
new and effective method for detecting adversarial samples
using points of interest in digital video frames to estimate the
camera position and orientation, and adopting the Euclidean
distance metric feature vectors, and at the same time, using
the RANSAC method to remove the camera noise and the
environmental noise, experimentally proving the effective-
ness of this aspect on different types of videos, which is
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Fig. 2 The schematic diagram of the attack model

highly relevant to fight against malicious attacks on different
data types; research work [23] is able to generate high-
quality images with high spatio-temporal resolution, and
proposes the STF model UAV-Net that contains an improved
ResNet (MResNetet), a feature pyramid network (FPN), and
a decoder module, which experimentally demonstrates the
practicality and effectiveness of the proposed model in gen-
erating images on the dataset, providing an efficient and
innovative approach for generating adversarial samples in
the field of intrusion detection, and thus improving the sta-
bility of the model.

In addition, the emergence of adversarial attacks may
bringmore difficulties for security decision response,making
it difficult to formulate decisions to adapt to the real net-
work environment of dynamic games. Research work [24]
starts from the purpose of making the strategy results com-
prehensive and accurate, and facilitating the decision-maker
to analyse the problem in depth, introduces the concept of
using Einstein operations as aggregation operators (AOs),
proposes the definitions and procedures related to the basic
bipolar neutral nerves (BN) and the neutral neural set (NS),
provides decision-making schemes, and proves that the pro-
posed schemes are effective and practical using the robot
selection as an example to explore the problem, a practical
fit to the decision-making purpose, providing a valuable ref-
erence for decision-making response to adversarial attacks
in the field of intrusion response.

Feature extract and comparative classification

Traditional machine learning and deep learning algorithms
are still important methods for intrusion detection for 5G-
enabled industrial Internet applications. To address the
optimization problem of intrusion detection for 5G indus-
trial Internet, the research work [25] proposed a lightweight
intrusion detection model based on density-solving fuzzy
clustering, and on the ICX dataset, it was experimentally
demonstrated that the algorithm greatly improves the detec-
tion accuracy and can be applied to 5G industrial Internet.

The research work [26] addressed the problem of high com-
plexity of the industrial Internet and the low detection rate
and poor real-time performance of existing intrusion detec-
tion algorithms. An intrusion detection method based on
multi-feature data clustering was proposed, and a unified
standardwas constructed to classify network nodes and select
clustering centres. It was experimentally proven that the
accuracy of the proposed method is as high as 97.8% in
the industrial Internet. However, the above research work
cannot achieve correct classification of few-shot malicious
attacks. For this reason, a metric-based meta-learning strat-
egy was used, which can be divided into feature extraction
and comparative classification, which focuses on compara-
tive classification.

The commonly used comparative classification networks
include Siamese network, matching network, prototype net-
work, and relational network. Research work [27] uses
matching networks in the field of natural language query,
focuses on the hot issue of code search, creatively proposes
a deep neural solution for semantic code retrieval using neu-
ral graph matching and a search method to retrieve the best
matching code fragments through rich semantic features,
experimentally proves that the retrieval effect is substantially
improved compared with the baseline model on six represen-
tative programming languages and the retrieval accuracy can
be as high as 97%,which provides a higher value of reference
to the use ofmatching networks in the field of intrusion detec-
tion; research work [28] used nine different meta-learning
methods such as relational networks and conducted cross-
sectional comparisons on 21 datasets, respectively. It was
proven through experiments that relational networks have
strong detection accuracy in such meta-learning strategies,
but they perform dynamic learning and suffer from long
training time and poor training capability for complex sam-
ples. To address this issue, research work [29] proposed an
end-to-end learning framework called Multi-View Prototype
Network (MVPN) to characterize class prototypes of each
view of 3D shapes and performmetric analysis. It was exper-
imentally demonstrated on ModelNet and ShapeNet Core55
datasets that the framework achieved higher detection accu-
racy than traditional deep learning neural networks such
as CNN. Meanwhile, the method has low complexity and
requires relatively less computational effort, and classifica-
tion can be achieved by a simple distance calculation between
the class prototype and the sample vector. For the sake of
model timeliness and the detection rate of new classes, the
prototype network in the meta-learning algorithm is chosen
in this paper and improved by adding a new discriminator
and a prototype machine to improve the usability of the con-
structed model in the 5G-enabled industrial internet.

As this study involves more deep learning models, and
the parameter selection directly affects the classification pre-
diction. Therefore, the study is dedicated to solving the
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parameter optimisation problem. Parameter optimisation has
been a key task in the fields of machine learning, pattern
recognition [30], computer vision, optimisation algorithms
[31], etc. Many parameter optimisation algorithms have
been proposed, such as gradient-basedmethods, evolutionary
computation methods and Bayesian optimisation methods.
However, these methods have limitations, such as slow con-
vergence, tendency to fall into local optimum and sensitivity
to initial parameters. To overcome these problems, research
work [32] proposed a new algorithm DDMPEA based on
selection, crossover and mutation search operations to effec-
tively explore the search space and find the optimal solution,
which was tested by tuning four parameters and then proved
to be able to give the tuning parameters for effectively
exploring the globally optimal solution; and research work
[33], for the design of a digital IIR filter that does not fall
into local optimum. Diversity Driven Multi-Parent Evolu-
tionary Algorithm with Adaptive Non-Uniform Mutation
(DDMPEA-ANUM) is used, and the developed algorithm
is tested on 23 benchmark functions to prove that it has
the smallest error, which verifies its validity; research work
[34] addresses the problems of premature convergence and
easy to fall into local optimum solution of evolutionary algo-
rithms using different mutation schemes, such as wavelet
mutation, Levy flight mutation, particle swarm optimization
based mutation, chaotic mutation, and non-uniform muta-
tion, which are effective in exploring the global optimum
solution. Different mutation schemes such as wavelet muta-
tion, Levy flight mutation, particle swarm optimisation based
mutation, chaotic mutation and non-uniform mutation are
used to improve the evolutionary algorithm, and compared
and validated on WSN application scenarios, and the result
confirms that the optimal strategy for WSN area coverage
optimisation problem—DDMPEA with chaotic mutation—
is more effective and practical compared to other techniques.
All of the above three research works provide efficient and
novel approaches for the parameter optimisation task, which
are extremely valuable references for deep learning model
parameter tuning and selection in this paper.

Problem formulation

The problem of classification is similar in nature, and it is
drawn on the ideas of machine learning algorithms involv-
ing feature extraction and classification. If an algorithm can
distinguish between different types of data, it can effectively
identify and amplify the “differences” regardless of the num-
ber of data samples available, thus enabling themodel towork
in few-shot and zero-shot situations.

Meta-learning can migrate from known tasks to unknown
tasks and focuses on the properties of unknown samples.
Zero-shot detection is difficult to achievewithmachine learn-

ing and deep learning, and it can be regarded as a mapping
between the feature space and attribute space, where the
attribute space is artificially labeled, and the feature space
contains extracted features. Based on the above considera-
tions, the best approach for zero-shot learning is to map the
data in the feature space and the attribute space to a unified
embedding space and then adopt certain metrics to compare
the vectors of the same dimension in the embedding space to
make classifications.

Traditional machine learning algorithms and deep learn-
ing algorithms face large dataset objects. They focus on
training and testing for a specific task and only guarantee
the correct output for the input in a defined scenario. Conse-
quently, the large dataset is usually divided into a training set
and a test set. The training data are used to train the model,
including tuning of parameters, etc., while the test data are
used to make classifications. It has been proven in research
work that this simple data partitioning strategy is suitable for
large datasets with a high concentration of samples. How-
ever,for few-shot of malicious attacks in networks, this paper
introduces a meta-learning algorithm. Meta-learning aims to
‘learn to learn’ by focusing on the partitioning and training of
the task space, and the nature of few-shot indicates that they
differ significantly from the way machine learning datasets
are partitioned (Fig. 3). The meta-learning algorithm divides
the samples into a training set and a test set, where the train-
ing set includes the sample set and the query set, and the test
set includes the support set and the test set. This division can
effectively establish the correspondence between task sub-
sets and is consistent with the working mechanism.

In the field of network intrusion detection, the focus
is on classifying normal and attack samples. Traditional
machine learning algorithms are often regarded as a clas-
sical simple binary classification problem, but the type of
attacks corresponding to different scenarios may vary. Here,
the application scenario of the meta-learning algorithm is
described in this paper. Suppose that there are five types of
network traffic: 1, 2, 3, 4, and 5, with 1 representing normal
traffic and 2, 3, 4, and 5 representing attack traffic. Specif-
ically, classes 2, 3, and 4 correspond to known malicious
attack types with sufficient labeled samples, and class 5 cor-
responds to novel malicious attack types that have not been
trained on the training set. The purpose of the model func-
tions as follows: firstly, to correctly detect the attack traffic
of classes 2, 3, and 4 when few-shot are input; secondly, to
effectively classify the newmalicious attack class 5with zero
-shot. Therefore, the test set task space should contain two
corresponding sub-task sets. From the perspective of the N-
Way K-shot model, the sample set usually contains N classes
of data with K samples in each class, while a certain num-
ber of samples are randomly selected from the N classes to
form the query set. To implement the model function in this
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Fig. 4 The schematic diagram of meta-learning dataset partitioning

scenario, the task space and the data set are divided in this
paper as shown in Fig. 4.

Methodology

To solve the problems of few-shot and zero-shot attack
detection difficulties and poor real-time performance exist-
ing in 5G-enabled industrial internet, this paper adopts the
improved Res-Natural model, the transformer model based
on the fast attention mechanism, and the improved proto-
type network and prototype, and designs a few-shot intrusion

detection model consisting of a sample generation module, a
feature mapping module, and a feature metric module based
on meta-learning framework. The specific components are
illustrated in Fig. 5.

Sample generationmodule

Aiming at the characteristics of fast updating speed of indus-
trial Internet network attacks and the emergence of new types
of malicious attacks in the 5G era, this paper is committed to
be closer to the real network environment and to realise the
function of generating samples in different networks, so as to
achieve the purpose of the expansion of the number of few-
shot and the improvement of confrontation. Therefore, the
sample generation module consists of a dataset division part
and an adversarial sample generation part, to obtain higher
quality adversarial samples and improve the fit with the
real industrial Internet environment. However, higher qual-
ity adversarial samples are not enough, adversarial attacks
designed to evade intrusion detection through modifications,
spoofing operations, noise interference, etc., may destroy
the effectiveness and robustness of the proposed model.
Therefore, inspired by [21–23], the superiority of Genera-
tive Adversarial Networks (GANs) in generating adversarial
samples is exploited, and residual blocks are introduced into
theNaturalGANmodel to propose the improvedRes-Natural
GAN method, and during the training process, different pro-
portions of the adversarial samples (0%, 20%, 40%, 60%,
80%, 100%) aremixedwith the original samples and adjusted
the parameters to the best effect to reduce the damage of the
adversarial samples to the model effectiveness and improve
the robustness of the intrusion detection model.

Dataset definition and partitioning

The dataset is defined and partitioned in “Problem formula-
tion” and the partitioning algorithm is shown in Algorithm 1.

Res-Natural GAN to generate adversarial samples

The GAN model [35] belongs to the deep learning model
and consists of a generator and a discriminator. To address
the underfitting or overfitting problems that may occur when
using machine learning methods to expand few-shot, GAN
can expand the number of few-shot and improve the quality
of the generated adversarial samples by learning the distri-
butional features of the real data and generating high-quality
brand-new samples in different hidden spaces. In the process
of model training, the generator and the discriminator are
always in the game state, in the minimum-maximum com-
petition between the two sides, and improve the effect of
outputting antagonistic samples in the mutual antagonistic
relationship. The specific process is that the generator tries
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to generate confrontation samples similar to the real sam-
ples to deceive the discriminator, while the discriminator is
committed to distinguishing the real samples from the con-
frontation samples;when it is difficult for the discriminator to
judge the authenticity of the samples, the deception samples
generated by the generator are used as the final output con-
frontation samples to realize the specific function of theGAN
model. However, the original GAN model uses JS scatter to
measure the degree of similarity between the distribution of
real samples and adversarial samples, which has the disad-
vantages of a single distribution of generated data, pattern
collapse, and the convergence situation cannot be measured.
WGAN [36] effectively avoids the problem of the gradient
being unable to be updated in the case of non-overlapping
distributions by adopting Wasserstein distance to measure
the distance between two distributions Pr, Pg.

Algorithm 1 Generating a Few-Shot Task From Dataset
Input: Label L. = {0, 1, 2, 3, 4, 5, 6, 7}. Dataset D. =
{(x1, y1), (x2, y2), . . . , (xn, yn)}(xi ∈ Rd , yi ∈L. ). The number
of sample sets(Sa) and query sets (Q) is the same, with N categories,
each containing K samples. There are two subsets in the test set, (Test1
and Test2) one is small sample detection with N-1 classification and
the other is zero sample detection with two classifications.
Output: Few-shot task T∧ = {Sa, Q, K , T est1, T est2}
Require: Random decimation (L. , K , D. ) abbreviated as Rd(L. , K , D. ).
stands for K sample sets labeled L randomly selected from the dataset
1: 1© Generate Sample Set
2: Sa < 1 >← Rd(L. (1), K , D)

3: Sa < 2 >← Rd(L. (2), K , D)

4: Sa ← Sa < 1 > ∪Sa < 2 >

5: 2© Generate Query Set
6: Q < 1 >← Rd(L. (1), K , D)

7: Q < 2 >← Rd(L. (2), K , D)

8: Q ← Q < 1 > ∪Q < 2 >

9: 3© Generate training set labels
10: for S in {Sa, Q} do
11: for (xi,yi) in D do
12: if yi �=0 then
13: yi ← yi + 1
14: end if
15: end for
16: end for
17: 4© generate Test1,Test2
18: T est1 < 1 ∼ 4 >← Rd(L. (1 ∼ 4), D)

19: T est2 < 1, 5 >← Rd(L. (1, 5), D)

20: T∧ ← {Sa, Q, K , T est1, T est2}

However, the WGAN model has the problem of generat-
ing adversarial samples with weak targeting. To address this
problem, drawing on the generation of image samples, the
NaturalGANmodel [37] is used, based on theWGANframe-
work,which searches for the hidden vectors of the adversarial
samples in the hidden feature space by establishing the corre-
spondence between the sample space and the hidden feature
space, making it more difficult to detect the perturbation fac-

tors that are added in the deeper space, which is disorienting.
It includes the following two stages:

(1) First train the generator, discriminator and reverser
with real data, in which the generator realizes the mapping
from the hidden vector space z to the sample space x (Eq. 1);
construct a reverser that realizes themapping from the sample
space x to the hidden vector space z (Eq. 2), and establishes
the correspondence relationship (Eq. 3) to realize the inter-
transformation of the two spatial domains.

x = G(z) (1)

z = G(x) (2)

z = G(I (x)) x = I (G(z)) (3)

min Ex∼p(x)
(∥∥Gθ

(
Iγ (x)

) − x
∥∥)

+λ • Ez∼p(z)
(
L

(
z, Iγ (Gθ (z))

))
(4)

(2) Utilize the network in (1) to search for the adversarial
sample in the hidden vector space z. Specifically, the reverser
is utilized to map the real sample x in the hidden vector space
z, and then a random perturbation is added to obtain the
adversarial hidden vector; and then the generator is utilized to
complete the transformation of the adversarial hidden vector
to the adversarial sample (Fig. 6).

Natural GAN model provides an idea of generating high-
quality adversarial samples in a dynamic game environment,
where the generator and the discriminator usually adopt deep
neural networks. However, adversarial networks suffer from
the problems of unstable training and excessive freedom, and
theRes-NaturalGANmodel is proposed to overcome the dis-
advantage that the front-end gradient of deep neural networks
is vulnerable to the back-end, causing the vanishing gradient
problem. The residual structure is introduced into the neural
network, and the residual neural network is used to construct
generators and discriminators to improve the stability and
robustness of the model.

The basic principle of the residual neural network is to
establish straight-through channels between the input and
output so that the model only needs to learn the difference
between the input and output, thus simplifying the network
learning objective and intensity. Unlike VGGNET, the resid-
ual neural network consists of residual blocks (Fig. 7) with
multiple straight-through bypasses from the input to the back
layer, which can alleviate the vanishing gradient and gradient
explosion problems.

Featuremappingmodule

The main component of the feature mapping module is the
transformer model based on the multi-head fast attention
mechanism, which is a mature feature mapping network
to map the input one-dimensional feature information and
attribute information into a small embedding space of the
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same dimension, thus making the features more distinguish-
able. The transformer model is chosen in this paper to
complete the mapping of network traffic features because it
introduces a positional embedding and a multi-headed self-
attention mechanism that can identify the positions between
elements and derive attention weights, thus allowing paral-
lel computation and reducing the training time significantly.
In addition, to make the improved model have better perfor-
mance, inspired by [34], the parameter optimisation method
based on particle swarmmutation is selected after comparing
with other methods; to overcome the problems of premature
convergence and local optimum stagnation of existing evolu-
tionary optimisation algorithms, the adopted method is more
suitable for 5G-enabled industrial internet intrusion detec-
tion application scenarios. By adopting an efficient parameter
optimisation method, the feature mapping module can more
accurately and rapidly mine deep-level features, mitigate the

risk of overfitting, and improve stability and reliability to a
certain extent.

Improved transformer encoder

The transformer model consists of an encoder and a decoder
[38]. The encoder maps the sequence of network traffic into
a hidden layer, i.e., a mathematical representation containing
the sequence information; meanwhile, the decoder maps this
hidden layer into a different form of sequence again. Based
on the perspective of this paper, only the encoder of the trans-
former is used. The original encoder adopts a multi-headed
self-attentive mechanism, and the memory consumption and
encoding time is greatly affected by the number of features,
which is not conducive to building a real-time intrusiondetec-
tion system. For this reason, this paper focuses on improving
the attention mechanism and proposes an encoder based on
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Fig. 7 The schematic diagram of the residual block structure

the multi-head fast attention mechanism, which can effec-
tively improve the speed of feature mapping (Fig. 8).

Attentional mechanisms [39] are derived from the visual
mechanisms of the human brain for long sequences contain-
ing a large amount of information, which allows focusing on
a small amount of relatively important information in a large
amount of information while ignoring the rest of the sec-
ondary information. To summarize, the attentional weights
of feature information at each position during the encoding
process are computed by some arithmetic method, and the
whole feature information implicit vector is then represented
as a weight sum. In this process, when the encoding pro-
ceeds to each position, it will excessively focus the attention
to the current position and ignore the correlation between
other positions and the current position.

The self-attention mechanism [40] is an improvement of
the attention mechanism and focuses more on the inter-
nal correlation of feature information. Firstly, multiply the
embedding vector with the random initialization matrix to
get three vectors of Query, Key, and Value; and after that,
multiply the Q and K vectors pointwise, divide by a scal-
ing factor for normalization, and go through softmax to get
the correlation magnitude of the rest of the specified fea-
tures with respect to the features at the current location;
finally, multiply the Value vector with the feature correla-
tion magnitude to get the weight value of the self-attention
mechanism at weight value of each node. Themulti-attention
mechanism, on the other hand, is a parallelization of multiple
self-attention mechanisms, i.e., the attention weights of mul-
tiple locations are computed at the same time.However, since
most of this mechanism is multiplicative, when the dimen-
sion of feature information increases, the occupied memory
and training time increase exponentially by square, which
is not favourable for building a real-time intrusion detection

system.

Q = Linear
(
Xembedding

) = Xembedding WQ (5)

K = Linear
(
Xembedding

) = Xembedding WK (6)

V = Linear
(
Xembedding

) = Xembedding WV (7)

Attention (Q, K , V ) = soft max

(
QKT

√
dk

)
V

(8)

The multiple fast attention mechanism is an improvement
for this problem in this paper. Focusing on the repetitiveness
of the dot product ofQ andKvectors, it reduces the frequency
of the internal correlation calculation of features, strengthens
the attention to the current feature, and at the same time
weakens the attention to the rest of the unimportant features
(Fig. 9). For features with large correlation coefficients with
the current location feature, the attention weight calculation
is performed in accordancewith the steps of the self-attention
mechanism; on the contrary, for cases with small correlation
coefficients, the correlation magnitude is regarded as 0 for
the calculation, thus shortening the training time.

At the same time, the combination of themultiple attention
mechanism allows the encoders to jointly pay attention to the
information from the representation subspaces at different
locations, compute h sets of Q, K, and V vectors in parallel,
and finally splice the h sets of attentional node values for the
transformation.

hi = f
(
W (q)

i q,W (k)
i k,W (v)

i v
)

∈ RPv (9)

W0

⎡

⎢⎢
⎣

h1
·
·
hh

⎤

⎥⎥
⎦ ∈ Rp0 , (10)

where Wi (q) ∈ Rpq×dq ,Wi (k) ∈ Rpk×dk ,Wi (v) ∈ Rpv×dv

is the learnable parameter and f is the attention pooling func-
tion, the splicing result of h-heads is obtained after the linear
transformation of Eq. 10. For a feature, only the value in
the top 50% of its correlation coefficient size is calculated,
and the value in the rest of the positions is regarded as 0,
which is then calculated with the V vector to obtain the
attention weight. The detailed working process is shown in
Algorithm 2.
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Fig. 8 The diagram of the
improved attention mechanism
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Algorithm 2 Multi-Headed Fast Attention Mechanism
Input: Feature data F = {F1, F2 . . . , F94}, Embedded Vector EM =

{E1, E2 . . . , E94}, Vector Query=Q, Vector Key=K, Vector Value=V.
Output: Attention(Q, K , V ) = so f tmax

(
QKT√

dk

)

F1...F94
Require: Corr(i,i+1)represents the correlation coefficient between the

ith and i+1th eigenvectors; S(Fi ,Fi+n ) =
(
QKT√

dk

)

Fi ,Fi+n
represents the

correlation of eigenvectors.
1: 1© Calculate the value of correlation coefficient between eigenvec-

tors.
2: for i in [1, 94), n = (0, 1, 2, 3 . . .) do
3: if i+n≤94 then
4: (Fi , Fi+n) ← corr(i, i + n)

5: end if
6: end for
7: 2© Compare the correlation coefficient values and select the top 50
8: for i in [1, 94) do
9: if corr(i, i+1)<corr(i,i+2) then
10: Mark corr (i, i + 1) the first 1
11: end if
12: Mark S(Fi , Fi+1) = 0
13: return result
14: end for
15: Calculate S value
16: S(Fi ,Fi+n ) ←

(
QKT√

dk

)

Fi ,Fi+n

17: Attention(Q, K , V )Fi ← so f tmax(SFi )V

Mutation based on PSO (APSO)

Traditional evolutionary optimisation algorithms often
suffer from the problems of premature convergence and easy
to fall into local optimal solutions, to solve the above prob-
lems, a parameter optimisation method based on particle
swarm mutation was proposed in [34], which integrates the
genetic algorithm (GA) method into the original PSO algo-
rithm to form a mutation, to overcome the shortcomings of
premature stagnation. In this paper, this improved method

A B HGFEDC

H head parallel

Calculate

correlation

Make the correlation 0

Fig. 9 The specific principles for calculating the correlation coefficient

is applied to the parameter optimisation of feature mapping
module and good results are achieved.

The original PSO method searches for optimal solutions
by simulating the movement of individual particles in the
solution space and information sharing, including initialis-
ing the particle swarm, evaluating the fitness, updating the
individual optimal and global optimal solutions, as well as
updating the velocity and position during the iteration pro-
cess. In the initialisation phase, randomly generated particles
are given initial positions and velocities; the fitness function
is used to calculate the fitness of each particle and evaluate
the quality of the solution; and the individual optimal solu-
tion is later updated by comparing the current fitness with
the individual historical best fitness. At the same time, the
particle with the best fitness is found in the whole particle
swarm, and its corresponding solution is taken as the global
optimal solution. This process fully simulates the searching
behaviour of the particles in the solution space by adjusting
the speed and position to find a better solution. The iterative

123



Complex & Intelligent Systems

process repeats the above steps until the stopping condition
is satisfied or a predefined number of iterations is reached.

Adaptive ASO mutation (APSO) introduces Genetic
Algorithm (GA) into the original PSO method, which intro-
duces variability in the search space by randomly selecting
individuals among the offspring produced by crossover
operations, with the help of diversity-driven multi-parent
evolutionary algorithms of different mutation operations to
facilitate deep exploration.

mut
(
OCt

i, j

)
=

{
OCt

i, j − ω; rm < Probm
OCt

i, j + ω; rm ≥ Probm
, (11)

where OCt
i, j denotes the offspring produced by the muta-

tion operation, ω denotes a randomly generated parameter
from within a tenth of the length of the search space, and rm
denotes a random number between [−1,+1].
Feature metric module

The main components of the feature metric module include a
prototype network [41] and a prototype machine based on a
novel prototype storage update algorithm. The core idea is to
obtain the class prototype by calculating the average feature
vector of each class of samples in the sample set and then
measure the distance between the samples in the query and
test sets and the class prototype to predict the probability of
obtaining the correct classification. The specific implemen-
tation steps are as follows.

(1) Constructing class prototypes: Generate embeddings
for all data points in the sample set and average the embed-
dings over similar samples to construct class prototypes.

Ck = 1

| Sk |
∑

(xi,yi)∈Sk
fϕ(xi ), (12)

where xi and yi represent a sample of the sample set and its
corresponding category, respectively; fϕ represents the fea-
ture embedding function; |Sk| is the total number of samples
in category K; ϕ is the learnable parameter, and Ck is the
prototype of each category.

(2) Calculating the query point embedding: generating an
embedding fϕ(x) for the query point using the embedding
function.

(3)Metric Euclidean distance: calculate the Euclidean dis-
tance d between the query point embedding and the class
prototype.

d
(
fϕ(x),Ck

) =
√(

fϕ(x) − Ck
)2

, (13)

where fϕ(x) refers to the embedding of the query point, Ck

refers to the class prototype, and d refers to the distance
function between the two.

?
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?
?
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Fig. 10 The schematic representation of metric classification

(4) Predicted classification: performing softmax on the d
obtained in (3),the probability of classification of the query
set samples is obtained.

Pϕ(y = k | x) = exp
(−d

(
fϕ(x),Ck

))

∑
k exp

(−d
(
fϕ(x),Ck

)) . (14)

(5) Building a new class discriminator: One of the great
challenges facing the current prototype network is the ability
of the meta-learner to learn to master the meta-knowledge of
the base learner, i.e., whether new types that do not appear
in the sample set can be correctly classified. Considering
this, a probability threshold is set as an interval criterion for
determining the type of new attacks. The new class discrim-
inator follows the principle of “Small determinations and
large judgments”, i.e., once the predicted value of the clas-
sification probability in (4) is smaller than the probability of
any known type, the new attack type is identified; otherwise,
the final classification is determined by the magnitude of the
classification probability.

{
Pϕ(y = k | x) ≥ c x = k

Pϕ(y = k | x) < c x = a
, (15)

where pϕ(y = k | x) refers to the predicted probability in
(4), k refers to the type in the sample set, and a refers to
the new attack type. A graphical representation of the metric
classification is presented in Fig. 10.

(6)Minimizing loss: choose a negative log probability loss
function and use stochastic gradient descent tominimize loss.

J (ϕ) = − log
(
Pϕ(y = k | x)) . (16)

However, since this paper aims to solve the few-shot and
zero-shot classification problem, there is little prior knowl-
edge available in the sample set; meanwhile, considering
real-time requirements, based on the prototype network, a

123



Complex & Intelligent Systems

Fig. 11 The schematic diagram of the principle of the prototype

prototype machine is constructed that can provide the fol-
lowing functions.

(1) Fast metrics: after the prototype network has calcu-
lated the class prototypes of the sample set, a write operation
is implemented to write the class prototypes to the proto-
type machine; after the query and test sets have calculated
the embedding, a read operation is implemented to compare
directly with the class prototypes in the prototype machine
to achieve fast metrics(Fig. 11).

(2) Prototype update: To address the problem of inaccu-
rate calculation of class prototypes due to the small number
of samples, a real-time update is adopted. That is, after the
sample labels in the query set and the test set are compared
to achieve correct classification, the matching class proto-
types in the prototype are averaged to increase the number
of samples and enhance the accuracy (Algorithm 3).

Algorithm 3 New Prototype Storage Update Algorithm
Input:Class prototype vector Pn , Query SetVector Qx , Test SetVector
Ty .
Output: Euclidean distance of similarity measure and Classification
probability
Require: P(x,n) Indicates the probability that sample x is predicted as
type n.
1: 1© Storage class prototype vector.
2: P < n >= Pn
3: 2© Compare the sample with the class prototype vector and update

the prototype.
4: for i ≤n do
5: if Px,i ≤ Px,i+1 then
6: Px,i ← (Pi+1 + Qx )/2
7: end if
8: end for
9: 3© Output classification
10: Qx , Tx ← Px,i+1

(3) Weighted selection: To avoid traversal operations, the
class prototypes corresponding to samples with a high fre-

encoder

encoder

encoder

encoder

encoder

encoder
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representation

Fig. 12 The diagram of the TP-Net architecture

quency in the query and test sets are given higher weights
and prioritized as the object to be measured, thus reducing
the inference time.

(4) Broadcast prototype: Under the wide coverage and
high complexity of the 5G-enabled industrial Internet, draw-
ing from the routing table idea, a small LAN containing
four experimental machines is constructed, and this intru-
sion detection model is deployed. The prototype contains a
prototype table, andwhenever a new class prototype appears,
it is broadcast to the rest of the prototypes in the LAN and
updated accordingly to improve detection efficiency.

During the model construction process, a cascading net-
work TP-Net is proposed for end-to-end implementation of
feature mapping and metric roles(Fig. 12). In this figure, T-
Net refers to a transformer model based on a multi-headed
fast attention mechanism, and P-Net refers to the combina-
tion of a prototype network and a prototype machine. The
TP-Net calculation flow is illustrated in Algorithm 4.

Algorithm 4 The Computational Flow of the TP-Net
Input: Sample Set,Query Set,Testing Set1,Testing Set2
Output: Test task 1 ACC,Test task 2 ACC,average ACC.
1: 1© Feature mapping.
2: Sample Vector←Sample Set+T-net
3: Query Vector←Query Set+T-net
4: Testing Vector←Testing Set+T-net
5: 2© Feature measurement
6: for i i in SV{1, 2 . . . k} do
7: Class prototype←P-net(Sa< k >)
8: for j in QV,TV{1, 2 . . . n} do
9: P(j,i)←P-net(softmax)
10: end for
11: end for
12: if P(j,i)≤P(j,i+1) then
13: QVn, T Vn ← SVi+1
14: end if
15: Calculate ACC
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Evaluation

Implementation

Data used in the experiments

The data used to evaluate the model in this paper was based
on the following three principles.

(1) Considering the need for uniformity in the embedding
space for the model metric module, the data input should
have both feature space and attribute space, i.e., each sample
should have a corresponding label.

(2) Since the model is constructed for the 5G-enabled
industrial internet,the experimental dataset should be within
the industrial domain to verify the validity within the appli-
cation scenario. There are public datasets for the intrusion
detection domain such as NSL-KDD, UNSW-NB15, KDD
CUP 99, ADFA,Kyoto, CICIDS2018, ICS, etc., but no
datasets are available specifically for evaluating few-shot
detection. Datasets that conform to the above principles
include CICIDS2018 [42] and ICS, etc. Among them, the
CICIDS2018 dataset is a collaborative project between
the Communications Security Establishment (CSE) and the
Canadian Institute for Cybersecurity (CIC), which collects
real network traffic and contains the latest benign and mali-
cious attacks; the ICS dataset is proposed by the Centre for
Infrastructure Protection at Mississippi State University in
2014. It is obtained by injecting attacks into natural gas
pipeline control systems, and it can be used for industrial
control system intrusion detection assessment. The above
two datasets were sampled to construct a few-shot detection
dataset that satisfies the above three principles, as shown in
Table 1, where the coded attack types starting with c are from
the CICIDS2018 dataset and the coded attack types starting
with i are from the ICS dataset.

Metrics

The purpose of this paper is to design a meta-learning model
for the few-shot classification problem. Therefore, a good
measure of the performance of the model is to evaluate its
completeness and accuracy for the classification task. To
facilitate the comparison of the validity of the research work,
this study adopts four types of evaluation metrics commonly
used in the field of intrusion detection: accuracy, precision,
recall and F1 Score [43]. Among them, the meanings of the
sub-metrics involved are as follows:

TP(True Positive): indicates the number of positive sam-
ples predicted as positive by the model (correct).

FP(False Positive): indicates the number of negative sam-
ples that the model predicts as positive (incorrect).

TN(TrueNegative): indicates the number of negative sam-
ples that the model predicts as negative (correct).

Table 1 The abbreviations of
attack types

Code Attack types

C1 Normal

C2 DoS

C3 DDoS

C4 Bruteforce

C5 Bortnet

C6 Infiltration

I1 Normal

I2 NMRI

I3 CMRI

I4 MFCI

I5 MPCI

FN(FalseNegative): indicates the number of positive sam-
ples predicted as negative samples by the model (incorrect).

Based on the above sub-indicators, the following four cat-
egories are obtained:

Accuracy is the ratio of the number of samples correctly
classified by the model to the total number of samples:

Accuracy = T P + T N

FP + FN + T P + T N
(17)

Precision is the proportion of all data predicted to be a
positive sample, to the number of all true positive samples:

Precision = T P

FP + T P
(18)

Recall measures the ability of the model to predict all
positive samples:

Recall = T P

FN + T P
(19)

F1 Score combines precision and recall and is a reconciled
average of the two to measure the balanced performance of
the model:

F1 − score = 2 × Precision × Recall

Precision + Recall
. (20)

Since the task space contains two subsets of test tasks, their
performance is calculated as Test Task 1 ACC/Pre/Re/F1
Score and Test Task 2 ACC/Pre/Re/F1 Score, respectively;
the samples in the test task space aremerged into a single task
set for testing, and the performance evaluation metrics Aver-
age ACC/Pre/Re/F1 Score are obtained for evaluating the
effectiveness of the model. In few-shot testing, the experi-
mental time is relatively short due to the limited number of
samples and the small number of statistical indicators for a
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Table 2 The schematic of the experimental setup

Project Environmental parameters

CPU Intel Core i7-8550u CPU

GPU NVIDIA RTX2060

Python version 3.7.2

Pytorch version 1.12.1

Keras version 2.5.0

PC Windows10 (x64)

Fig. 13 The schematic diagramof the principle of the early stopmethod

specific type of task. Therefore, this paper repeats the exper-
iment several times to take the average value to ensure the
credibility of the experiment.

Experimental environment and hyperparameter settings

The specific experimental setup of this paper is shown in
Table 2:

During the experiment, the concept of the early stop
method [44] was introduced. The early stop method (Fig. 13)
mainly solves the problem of difficulty in setting the number
of stereotyped cycles in model training. By comparing the
detection accuracy on the validation set after a certain num-
ber of training rounds, the final value of this parameter was
decided. In this way, the underfitting and overfitting prob-
lems were effectively avoided, and the generalization ability
of the model across the task space was improved.

At the same time, when the parameter optimisation algo-
rithm APSO is used for the feature mapping module, the set
of hyperparameters to be optimised is set as (learning rate,
batch size, number of heads); since the model performs fea-
ture mapping for few-shot, the batch size per class ranges
fluctuates in [10,15]; it is found that the performance of the
model is significantly better than the other heads when the
number of heads is 2 and 6 in the process of seeking optimi-
sation. To verify the effectiveness of the adopted parameter

optimisation algorithm and to further illustrate the scientific
and reasonable nature of the experimental hyper-parameter
settings, some of the solutions in the particle optimisation
process are shown (Table 3):

Table 3 shows the six groups of particle positions
and hyperparameter settings for head number 2 and 6,
and it can be seen that the global optimal position is
[1.00000000e−04,1.00000000+01,6.00000000+00], and at
this time, the corresponding optimal parameters are: the
learning rate is 0.0001, the batch size is 10, and the number
of heads is 6. Therefore, the hyperparameters of the feature
mapping module are set as above. In addition, the hyperpa-
rameters of the feature metric module are set as follows: the
number of categories in the training set is N, the number of
samples isK, a total of 3,000 rounds of training are performed
in three times, and the test results are output once every 200
rounds. Among them, the data set is divided according to the
division of the sample generation module, Zero-Shot refers
to zero-shot type, Test Task 1 refers to test subset 1, Test Task
2 refers to test subset 2, and Average refers to the merging of
Test Task 1 and Test Task 2.

Experimental setup

To fully measure the performance of the real-time intru-
sion detection system constructed in this paper, five types
of experiments were set up by varying the experimental vari-
ables.

K-value change experiments

As the system adopts a meta-learning algorithm for few-shot
detection, it follows the N-WayK-Shot principle. By varying
the K values of the number of samples of each type in the
sample set and the query set and comparing the effect of dif-
ferent K values on the experimental results, the scenario of
a few malicious attacks in a real network environment with
only a finite number of samples of different sizes was simu-
lated. For a subset of tasks in the test task space, K=5, K=10,
and K=15 were set, and three sets of comparison experi-
ments were conducted(The division of the dataset is shown
in Table. 4, the experimental results are shown in Figs. 14
and 15).

The above experimental results show that for a subset
of the two test task spaces, the accuracy increases with the
increase of K value. This indicates that the meta-learning
framework can successfully detect zero -shot and few-shot,
and the effect of the number of samples on the detection
results is not obviouswhen few-shot are detected; a longitudi-
nal comparison between test task 1 and test task 2 shows that
the accuracy rate increases instead of decreases to a certain
extent with the increase in the number of sample categories
N. This is due to the fact that, in general, the higher the num-
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Table 3 APSO partial experimental results

Particle Position Learning rate Batch size Number of attention heads Loss Acc

[1.00000000e−04,1.50000000e+01,6.00000000e+00] 0.0001 15 6 0.07589 92.79%

[1.00000000e−04,1.10000000e+01,6.00000000e+00] 0.0001 11 6 0.07394 92.83%

[1.00000000e−04,1.00000000e+01,6.00000000e+00] 0.0001 10 6 0.07379 92.86%

[6.92506322e−02,1.40000000e+01,2.00000000e+00] 0.06925 14 2 0.47843 83.51%

[1.00000000e−01,1.30000000e+01,2.00000000e+00] 0.1 13 2 0.53913 83.43%

[8.83000000e−02,1.20000000e+01,2.00000000e+00] 0.083 12 2 0.50157 83.46%

Table 4 K-value change
Experimental setup table

Zero-shot type C2 C3 C4 C5

Test Task 1 C1, C2 C1, C3 C1, C4 C1, C5

Test Task 2 C1, C3, C4, C5 C1, C2, C4, C5 C1, C2, C3, C5 C1, C2, C3, C4

C2 C3 C4 C5
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91.5
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93.5
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Fig. 14 The accuracy of zero-shot detection at different K values

ber of sample data categories is, the more rich the features to
be learnt by the model and the more difficult the classifica-
tion prediction is; while in the above experimental setup, the
second classification corresponds to the zero-shot detection
task and the fourth classification corresponds to the few-shot
detection task, the zero-shot detection requires the model
to make inferences in the face of the unknown categories,
while the few-shot detection can be learnt and inferred from
the existing sample data. Therefore, within a given sample
range, the experimental results show that test task 2, which
focuses on few-shot detection, has higher detection accuracy
compared to test task 1,which focuses on zero-shot detection.

Comparison of the detection performance of the average
task set shows that in the experiments under K=5, K=10
and K=15, the detection accuracy of few-shot and zero-shot
increases with the increase of the number of samples, but
the improvement is not significant. This indicates that the
meta-learning framework constructed in this paper can mine
distributions and learn features from data, but the detection

function is more effective with a smaller number of samples.
In addition, comparing the detection accuracy of the average
task set with the detection accuracy of test task 1 and test
task 2, it can be seen that the detection performance of the
average task set is not as good as that of the sub-test task
set when the samples have the same few-shot and zero-shot
data types, this is due to two reasons: firstly, the increase in
the number of sample types N leads to the increase in the
difficulty of the feature learning and training, and the accu-
racy of the classification detection is affected; secondly, the
average task set contains two types of tasks, few-shot detec-
tion and zero-shot detection, which means that the model
needs to have the ability to judge unknown categories and be
able to make classification predictions from limited sample
data, which puts higher requirements on the model’s detec-
tion performance, resulting in a detection accuracy that is
not as desirable as that of the testing of the single-class task.
Meanwhile, by comparing the detection accuracies of differ-
ent few-shot types under the same K-value, it can be seen
that the implementation of the model is not limited to a spe-
cific type, and the C2 type ( DoS ) has the highest detection
accuracy, which can be used as the experimental data for the
subsequent work, and the results are more convincing and
comparable.

Module replacement experiments

In this paper, the sample generationmodule, the feature map-
pingmodule, and the featuremetricmodule of the framework
are designed and improved. To demonstrate the effective-
ness of the improvements in each module, the models used
in each module are replaced, and the experimental results
are compared. Meanwhile, machine learning and deep learn-
ing algorithms are used to classify few-shot outside the
meta-learning framework to illustrate the effectiveness of the
constructed framework.
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Fig. 15 Experimental results of zero-shot detection on average test task at different K values

As can be seen in Fig. 16, the experiment replaces the
models in each module and changes the number of different
K-values to verify the effectiveness of the proposed method
with four evaluation metrics: accuracy, precision, recall, and
F1-score on three types of settings:K=5,K=10 andK=15, and
the experimental results are more comprehensive and con-
vincing. Replacing the Res-Natural GAN part of the sample
generation module with Res-GAN and Res-WGAN models
is obviously not as effective as the Res-Natural GAN model
in adversarial training, and thus the evaluation metrics of the
four categories have been reduced to a certain extent; at the
same time, experimental comparison of the proposedmethod
with themethod of converting one-dimensional network traf-
fic into two-dimensional RGB images, combined with CNN
and RNN, shows that the proposed method is more compre-
hensive and effective. The experimental comparison of the
method shows that this paper overcomes the bottleneck of
the existing research work to a certain extent, and achieves
good detection results by directly mapping the features of the
1D network traffic; by replacing the proposed feature met-
ric module with relational, matching and twin networks, the
experimental results show that the prototype network based
on the new determinants has a higher detection accuracy.
Replacing the proposed meta-learning framework, classical

machine learning algorithms such as SVM, LR, DT, and RF
are used for comparison experiments, and the detection accu-
racy is greatly reduced, indicating that the meta-learning
algorithms perform significantly better than the traditional
machine learning algorithms in detecting few-shot. In sum-
mary, the performance of the traditional original algorithms
is not as desirable as the meta-learning framework, whether
replacing the models in each module or the overall frame-
work, further illustrating the effectiveness and practicality of
the proposed work.

Adversarial sample experiments

To adapt the new model to the gaming adversarial environ-
ment, this paper uses theRes-NaturalGANpart of the sample
generation module to generate adversarial samples to effec-
tively handle the variability of attacks launched by attackers
with known training data, and the difference between the
DoS attack and the real sample distribution is presented in
Fig. 17.

To validate the effectiveness of the Res-Natural GAN
model in the sample generation module, the test set was used
as an invariant covariate to generate adversarial samples on
a type-by-type basis, and six different proportional compari-
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Fig. 16 The histogram of results of model replacement experiments

Fig. 17 The distribution of real samples vs adversarial samples

son training groups were set up. The specific settings and the
experimental results are shown in Table 5.

As shown in Fig. 18, the accuracy of the fusion task set
improves as the proportion of adversarial samples rises, with
the test set samples remaining unchanged. It indicates that
the adversarial sample input training effectively enhances
the robustness of the model in the dynamic gaming environ-
ment and ensures the detection accuracy of the model when
it encounters dynamic attacks again.

Data alteration experiments

The above three sets of experiments involve four attack types,
which are typical of the five classification problems. How-
ever, it cannot illustrate the effectiveness of the model for
5G-enabled industrial internet, as well as its adaptability in
different network environments and its applicability to dif-
ferent attack types. Therefore, this paper further constructed
eight sets of comparative experiments for different unknown
attack types with the data in Sect. 4.1.1 (Table. 6).

As can be seen from the table, the experiments based on
the publicly available datasets CICIDS2018 and ICS, i.e., the
first five sets of experiments, have an accuracy rate of up to
93.20%, which indicates that the effectiveness of the con-
structed meta-learning framework in 5G-enabled industrial

internet is not confined to specific application contexts and
types of attacks.

Time comparison experiment

This paper aims to build a real-time intrusion detection sys-
tem for the 5G-enabled industrial internet, so it requires
extremely high real-time and detection speed. Considering
this, time-comparison experiments were conducted on two
speed-boosting components: the prototype, and the trans-
formermodel basedon amulti-head fast attentionmechanism
for ablation(Table 7).

The experimental results demonstrate that both speed-
boosting components reduce the inference time to a certain
extent,meeting the requirements of real-time intrusion detec-
tion systems.

Conclusion and future work

To solve the problem of few-shot attacks occurring with low
frequency and small number of samples, traditional super-
vised detection algorithms rely on a large amount of labelled
data and cannot effectively detect few-shot or even zero-shot
attacks. At the same time, considering the rapid occurrence
of network attacks and short response time, order to improve
few-shot attack detection accuracy and inference speed to a
certain extent, this paper constructs a meta-learning-based
intrusion detection framework that contains a sample gen-
eration module, a feature mapping module and a feature
metric module. In this framework, the residual block is
creatively introduced into the Natural GAN model, and a
newmethod of generating high-quality antagonistic samples,
Res-Natural GAN, is proposed to increase the number of
samples while improving the attack antagonism to enhance
the detection accuracy; the encoder structure of the trans-
former is improved to some extent, and a fast multi-head
based attention mechanism of the transformer structure,
through the introduction of multiple independent attention
heads with weight matrices to achieve parallel computation,
which greatly shortens the training and inference time of the
model while mapping the effective feature information, and
improves the detection efficiency; a new class discriminator
for identifying zero-shot attacks and a prototype for proto-
type storage updating are proposed in the prototype network,
which improves the model’s accuracy and enhance the time-
liness of the model.

To evaluate the proposed meta-learning framework, five
types of experiments are conducted in this paper. The valida-
tion by changing the number of samples, adding antagonistic
samples, changing the data source, module ablation exper-
iments and model comparison experiments show that the
framework not only has high detection accuracy and fast
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Table 5 Adversarial sample
experiment setup table

Proportion Changed numbers Changed type

0% 0 None

20% 1 C2 K = 5;

40% 2 C1, C2 Zero-shot type: C2;

60% 3 C1, C2, C3 Test Task 1: C1, C2;

80% 4 C1, C2, C3, C4 Test Task 2: C1, C3, C4, C5.

100% 5 C1, C2, C3, C4, C5

Fig. 18 The results of the
experiment on the change in the
proportion of adversarial
samples
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Table 6 The results of data
alteration experiments

Group Zero-shot type Test Task 1 Test Task 2 Accuracy

1 2 Average

Group1 C6 C6, C1 C1, C2, C3, C4, C5 90.45% 92.56% 89.55%

Group2 I2 I2, I1 I1, I3, I4, I5 91.00% 93.40% 90.25%

Group3 I3 I3, I1 I1, I2, I4, I5 89.96% 91.25% 88.50%

Group4 I4 I4,I1 I1, I2, I3, I5 90.65% 92.15% 89.69%

Group5 I5 I5,I1 I1, I2, I3, I4 88.97% 90.60% 87.40%

detection speed, but also is equally applicable to different
network environments and variable attack types, and still has
high accuracy in 5G-enabled industrial Internet application
scenarios. In addition, this paper also finds that the meta-
learning algorithm is less sensitive to the number of samples
in the experimental process, and the detection accuracy for
different numbers of samples varies but not much, which fur-
ther confirms that the meta-learning algorithm is suitable for
few-shot detection, and still has a high detection accuracy
for unlabelled zero-shot attacks, and for the most accurately
categorised DoS category, the detection accuracy can be as
high as 92.86%.

In our future work, we will continue our research to fur-
ther improve the detection accuracy and efficiency of the
model; at the same time, we will start from three aspects,
namely, model lightweighting, the use of different param-
eter optimisation algorithms with the further reduction of
the impact of adversarial attacks on the intrusion detection
model, to improve the effectiveness of the work done. First,
the meta-learning intrusion detection framework constructed
in this paper consists of three modules with more parame-
ters to achieve higher detection accuracy, and the next step
is to design a lighter intrusion detection model and make
it better applied to the actual network environment; second,
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Table 7 The results of ablation experiments

Prototype machine Transformer based
on multi-fast
attention

Infer time

� � 34ms

� × 39ms

× � 37ms

× × 42ms

the optimisation algorithm selected for parameter optimi-
sation of the feature mapping module has played a good
role, and the next step is to try other parameter optimisa-
tion methods to be applied in the samples. The next step is
to try other parameter optimization methods applied to the
sample generation module and the feature metric module to
further improve the model effectiveness. Finally, to reduce
the impact of adversarial attacks on the intrusion detection
model, this paper chooses to generate different proportions
of adversarial samples and add them to the normal samples
for model training, combining the standard training process
with the process of adding adversarial samples to improve
the model robustness, and we intend to try the integration
of the defence mechanism, monitoring and feedback loop
strategy and other methods by integrating multiple defence
mechanisms, monitoring and feedback loop strategy, which
can be applied in real network environments. loop strategy
and other methods to monitor the model performance in real
time by integrating multiple intrusion detection systems or
establishing a monitoring system to detect the impact caused
by adversarial attacks in a timely manner.
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