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Abstract
Road extraction from remote-sensing images is of great significance for vehicle navigation and emergency insurance.However,
the road information extracted in the remote-sensing image is discontinuous because the road in the image is often obscured
by the shadows of trees or buildings. Moreover, due to the scale difference of roads in remote-sensing images, it remains a
computational challenge to extract small-size roads from remote-sensing images. To address those problems, we propose a
road extraction method based on adaptive global feature fusion (AGF-Net). First, a dilated convolution strip attention (DCSA)
module is designed from the encoder–decoder structure. It consists of the dilated convolution and the strip attention module,
which adaptively emphasizes relevant features in vertical and horizontal directions. Then, multiple global feature fusion
modules (GFFM) in the skip connection are designed to supplement the decoder with road detail features, and we design
a multi-scale strip convolution module (MSCM) to implement the GFFM module to obtain multi-scale road information.
We compare AGF-Net to state-of-the-art methods and report their performance using standard evaluation metrics, including
Intersection over Union (IoU), F1-score, precision, and recall. Our proposed AGF-Net achieves higher accuracy compared
to other existing methods on the Massachusetts Road Dataset, DeepGlobe Road Dataset, CHN6-CUG Road Dataset, and
BJRoad Dataset. The IoU obtained on these datasets are 0.679, 0.673, 0.567, and 0.637, respectively.

Keywords Deep learning · Road extraction · Remote-sensing images · Multi-scale feature · Attention mechanism

Introduction

Road information is an important part of mission systems
such as intelligent transportation systems, urban infrastruc-
ture, andgeographic information [1–5].Automatic extraction
of road information from remote-sensing images has impor-
tant application value in life and industry. With the develop-
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ment of remote-sensing technology, more road information
is clearly represented on high-resolution remote-sensing
images, which provides the possibility for accurate extrac-
tion of roads. However, due to the complex background
of remote-sensing images and the irregular distribution of
roads, it brings challenges to road extraction. Therefore, a
large number of road extractionmethods have been proposed.
Traditional methods for road extraction relied on manually
designed features, such as texture and shape, which required
laborious human intervention, resulting in time-consuming
and error-prone processes [6]. However, it has been proven
that traditional road extraction methods exhibit poor perfor-
mancewhen confrontedwith issues such asmulti-scale roads
and complex textures [7, 8]. Consequently, automated road
extraction from high-resolution remote-sensing images has
garnered extensive attention. Deep learning methods exhibit
powerful learning capabilities and excel at extracting deep
features fromhigh-resolution remote-sensing images.Within
the realm of deep learning, road extraction is formulated as
a binary semantic segmentation problem.

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s40747-024-01364-9&domain=pdf


Complex & Intelligent Systems

In recent years, approaches based on convolutional neu-
ral networks (CNNs) [9] have demonstrated efficacy in pixel
classification. The classical encoder–decoder architectures
have been widely applied to road extraction tasks. The Fully
Convolutional Network (FCN) [10] replaces the fully con-
nected layers in CNN with convolutional layers, enabling
end-to-end training by upsampling the feature maps to their
original resolution.U-Net [11] introduces skip connections to
mitigate the loss of fine-grained details caused by downsam-
pling. LinkNet [12] utilizes residual convolutional modules
as encoders for semantic segmentation, increasing the net-
work’s depth to enhance accuracy. Due to the characteristics
of roads in remote-sensing images, classical semantic seg-
mentationmodels still encounter certain challenges that need
to be addressed in the road extraction process.

(1) High-resolution remote-sensing images exhibit complex
background information, and the pixels corresponding to
road areas occupy a relatively small portion of the overall
image. Roads are susceptible to occlusion by the vege-
tation and buildings on both sides of the road. The local
nature of convolutional neural networks limits their abil-
ity to capture the broader contextual information, leading
to the extraction of roads thatmay exhibit discontinuities.

(2) High-resolution remote-sensing images contain road
information of different scales, and repeated downsam-
pling is required in the process of feature extraction,
resulting in the loss of detailed road information and
making it difficult to extract small roads.

Establishing long-distance dependencies can effectively
guarantee the connectivity of road extraction. By combin-
ingmultiple expansion convolutionswith different expansion
rates [13, 14], the receptive field can be effectively expanded
and long-distance dependencies can be established. How-
ever, irrelevant long-distance context information is learned
at large dilation rates, leading to misclassification of pix-
els. In recent years, the effective incorporation of attention
mechanisms has enabled the establishment of long-distance
dependencies between elements [15–17]. Non-local [18] cal-
culates the weight of each pixel in the input feature map
and other position pixels, and establishes the long-distance
dependence between pixel positions. The core part of Trans-
former [19], self-attention, obtains context information by
capturing global information. Although these methods are
effective in establishing long-distance dependencies, for road
features, the weighted sum calculation of global information
not only increases the computational load of the network, but
also introduces irrelevant contextual information.

Multi-scale information fusion can alleviate the prob-
lem of missed detection of small roads. Multi-scale feature
extraction techniques such as Spatial Pyramid Pooling [20],
Atrous Spatial Pyramid Pooling [21], and dilated convolu-

tions [22] have been developed. However, these methods
extract contextual information from feature maps after mul-
tiple downsampling, which still leads to the loss of detailed
information and results in a high rate of missing small
roads [23, 24]. The DeepLab series [25–27] of methods
utilize the ASPP (Atrous Spatial Pyramid Pooling) module
for extracting features at multiple scales. However, dilated
convolutions exhibit subpar performance in capturing small
objects. Given that shallow-level information contains rich
details, severalmethods have introduced improvements at the
skip connection junctions [28–30]. These modifications aim
to compensate for the loss of detailed information during the
downsampling process and minimize interference caused by
shallow-level information. The U-Net series [31, 32] incor-
porates skip connections to aggregate features from various
hierarchical levels. However, these methods merely con-
catenate information from different levels, overlooking the
semantic disparities between featuremaps of different scales.

Establishing long-range dependencies and achieving
multi-scale feature fusion remain challenging in road extrac-
tion methods. Motivated by the characteristics of roads, this
paper proposes AGF-Net, a road extraction network based
on adaptive global feature fusion. AGF-Net adopts a U-
shaped encoder–decoder architecture. In the intermediate
module,we combine the designed strip attentionmodulewith
the dilated convolution module to simultaneously expand
the receptive field and selectively emphasize relevant fea-
tures along the road direction. This approach effectively
establishes long-range dependencies among road pixels,
enhancing the continuity of road extraction. Moreover, the
multi-scale strip convolution module is employed to bridge
the semantic gap between feature maps at different stages,
facilitating the fusion of precise fine-grained details and rich
semantic information. This integration helps mitigate the
issue of missing small roads. The main contributions of this
paper are as follows:

1. A dilated convolution strip attention (DCSA) module is
developed in the middle stage to obtain global context
information. In the DCSA module, we expand the recep-
tive field using dilated convolutions, and utilize the strip
attentionmodule (SAM) to adaptively emphasize relevant
features in different directions, suppressing the interfer-
ence of irrelevant context information.

2. Multiple global feature fusion modules (GFFM) are
designed at the skip connection to capture the multi-scale
information of the road. In addition, a multi-scale strip
convolution module (MSCM) is introduced to bridge the
semantic gap between feature maps and effectively inte-
grate information from different levels.

3. A road extractionmethod based on adaptive global feature
fusion (AGF-Net) is proposed to alleviate the problems in
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shadow occlusion and road scale. The proposed AGF-Net
aims to capture shallow detail information, deep semantic
information and global context information in the feature
extraction process. The superior performance of AGF-
Net can be observed from the extensive experiments on
different road datasets. We conclude that AGF-Net is a
promising method in road extraction.

Related work

Road segmentation

In the traditional road extraction methods, Gruen et al. [33]
proposed a semi-automatic extraction scheme for remote-
sensing image roads based on the dynamic programming
model. Barzohar et al. [34] established a geometric probabil-
itymodel generated by road images based on the assumptions
of width, length, curvature and pixel intensity of roads, and
quickly found the main road from aerial images. Anil et
al. [35] utilized the Snake model for road extraction. Ma et
al. [36] automatically extracted roads using the Canny edge
detection algorithm. However, traditional methods are not
effective for road extraction in complex scenes.

With the development of deep learning, the accuracy
of road extraction has been improved. Mnih and Hinton
[37] pioneered the use of Convolutional Neural Networks
(CNNs) for road extraction from high-resolution remote-
sensing images. Zhang et al. [38] used the residual module
[39] as the encoder of U-Net, and used the residual convo-
lution module to extract road information more accurately.
Xu et al. [40] utilized the powerful feature extraction capa-
bility of DenseNet [41] for road extraction tasks. Mei et
al. [42] proposed CoA-Net, which uses a strip convolution
module to capture long-range contextual information from
different directions and avoid interference from irrelevant
regions. DBRANet [43] employs a dual-branch structure in
the encoder section to more effectively extract features at
different scales and fuse feature maps from different scales.
DiResNet [44] integrates context-aware, direction-aware,
and structure-awaremodules into theU-Net architecture. The
direction-aware module aids the model in better learning the
topological information of roads. However, these methods
fail to establish long-distance dependence and make full use
of the extracted multi-scale features, resulting in disconti-
nuities in the road extraction process and the difficulty of
extraction of small roads.

Long-range dependencies in networks

To establish long-distance dependence, alleviate the shadow
occlusion of roadside trees or buildings. D-Linknet [13]
and DGR-Net [14] expand the receptive field and establish

long-distance dependencies using dilated convolution with-
out increasing the amount of calculation and reducing the
resolution. Attention mechanism has been widely used in
road extraction. Wang et al. designed a network called NL-
LinkNet [45], which introduces a nonlocal module into the
encoder of LinkNet [12] to obtain long-distance dependence.
Xie et al. [35] proposed HsgNet, which introduces bilinear
pooling in the middle module of LinkNet to obtain the fea-
ture distribution ofweighted spatial information and adaptive
aggregation of long-distance context information. Lu et al.
[46] proposed GAMSNet to solve the problem of road frag-
mentation by capturing relevant information between spaces
and passages through global perception operations. Zhu et
al. [47] proposed GCB-Net, which added the global con-
text awareness module to the encoder–decoder structure,
captured the relationship between any pixels through the
global context awareness module, and established an effec-
tive global context information to solve the road extraction
incomplete questions.Wan et al. [48] proposedDA-RoadNet,
which uses the dual attentionmechanismmodule to establish
the relationship between features, aswell as global dependen-
cies, to obtain the dependencies between pixels and between
channels. Zhang et al. [49] designed a U-Net-like network
that combines the self-attentionmechanismmodule in Trans-
former, using a dual-resolution Transformer module and a
feature fusion section to obtain global context information.
BDTNet [50] utilizes bi-direction transformer to capture con-
textual road information from different scale feature maps,
improving the extraction capability of both global and local
information. The attention mechanism helps to improve the
performance of road extraction. However, considering the
shape of the road, it is necessary to establish long-distance
dependencies in different directions and adaptively empha-
size the correlation of features in those directions.

Multi-scale feature fusion in networks

Some studies focus on the fusion of multi-scale features to
improve the network’s ability to extract multi-scale roads.
FCN and U-Net use skip connections to fuse high-resolution
features extracted from shallow convolutional layers to
recover spatial detail information. In order to obtain multi-
scale information,D-LinkNet [13] incorporates an expansion
model in the middle. The dilated model contains dilated con-
volutions in cascade mode and parallel mode, each path has a
different receptive field. Therefore, the network can capture
multi-scale features. DGR-Net [14] utilizes the Atrous Spa-
tial Pyramid Pooling Module to obtain multi-scale features,
and expand the receptive field to obtain contextual infor-
mation without reducing the resolution. GMR-Net [51] uses
a gating mechanism to filter fuzzy features and irrelevant
information in shallow information. MECA-Net [52] skip
connection usesmulti-scale encoding to fusemulti-scale road
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Table 1 Related work

Study Method Datasets IoU

GAMSNet: Globally aware road detection network with
multi-scale residual learning

GAMSNet [46] Boston image 0.630

Birmingham image 0.567

Shanghai image 0.452

BDTNet: Road Extraction by Bi-Direction Transformer From
Remote Sensing Images

BDTNet [50] Massachusetts dataset 0.660

Google Earth dataset 0.880

MECA-Net: A MultiScale Feature Encoding and Long-Range
Context-Aware Network for Road Extraction from Remote
Sensing Images

MECANet [52] DeepGlobe dataset 0.651

Massachusetts dataset 0.658

DSMSA-Net: Deep Spatial and Multi-scale Attention Network
for Road Extraction in High Spatial Resolution Satellite
Images

DSMSANet [54] DeepGlobe dataset 0.662

RADANet: Road Augmented Deformable Attention Network
for Road Extraction From Complex High-Resolution
Remote-Sensing Images

RADANet [55] Massachusetts dataset 0.658

MSFANet: Multiscale Fusion Attention Network for Road
Segmentation of Multispectral Remote Sensing Data

MSFANet [28] Chongzhou dataset 0.787
SpaceNet dataset 0.614

features to alleviate the problem of road scale differences.
GA-Net [29] uses the feature fusionmodule to fully integrate
multi-scale information and prevent data redundancy caused
by direct fusion. DDU-Net [53] uses LinkNet as a baseline
anddesigns a dual decoder structure to preserve details.MSP-
Net [30] introduces strip poolingmodules at skip connections
to enhance road information. These studies demonstrate that
fusing multi-scale features can enhance the performance of
road extraction. DSMSANet [54] leverages a variety of con-
volutional kernels to extract multi-scale information from
the feature maps of different residual blocks in the encoder.
Moreover, it incorporates the SpatialAttentionUnit to extract
contextually significant information. RADANet [55] utilizes
the Deformable Attention Module to fuse multi-scale infor-
mation from both shallow and deep layers. MSFANet [28]
utilizes HRNet [56] to perform multi-scale feature fusion on
the feature maps generated by the encoder. However, these
methods are not fully utilized for information extraction. The
encoding process at different stages producesmulti-scale fea-
tures, and integrating the features from these different stages
can enhance the network’s capability to extract multi-scale
roads (Table1).

Proposedmethod

This section describes the details of our adaptive global fea-
ture fusion network (AGF-Net) including overall structure,
DCSA module, GFFM and the loss function.

Overview of the network structure

In this paper, our model adopts the encoder–decoder struc-
ture as the basic framework, including four parts: encoder,
decoder, intermediatemodule and skip connection, to address
the challenges of disconnected road extraction and missed
detection of small roads. The proposed method is shown in
Fig. 1. Specifically, themodel uses a pretrainedResNet-34 on
the ImageNet dataset as the encoder. (1) In terms of the prob-
lem of extracting road discontinuity, a dilated convolutional
strip attention module is developed in the intermediate mod-
ule. This module can capture long-distance dependencies in
vertical and horizontal directions across different receptive
fields, thereby improving the connectivity of road extraction.
(2) To address the issue of missing small roads, multiple
global feature fusion modules have been designed in the
skip connection part. These modules fuse features at differ-
ent levels and utilize a multi-scale strip convolution module
to enhance the extraction of multi-scale road features. The
features extracted by the shallow network contain detailed
information about the roads, but simple connections may
introduce noise. Therefore, this module combines accurate
spatial detail information and rich semantic information to
improve the network’s ability to extract roads of different
scales.

Dilated convolutional strip attentionmodule

In remote-sensing images, roads show the characteristics
of connectivity and narrowness, and road extraction results
often suffer from discontinuity, leading to fragmented road
segments. To reduce the generation of fragmented roads, it
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Fig. 1 Structure of the proposed AGF-Net method

is necessary to obtain remote context information during the
road extraction process to improve result continuity. There-
fore, the dilated convolution attentionmodule is developed in
the central module, as shown in Fig. 2. This module not only
effectively extracts global road information through dilated
convolutions but also utilizes the strip attention module to
establish vertical and horizontal contextual relationships. It
adaptively emphasizes relevant features in different direc-
tions and suppresses the interference of irrelevant contextual
information.

The dilated convolution attention module is divided into
several steps. First, the dilated convolutions with expansion
rates of 1, 2, 4, and 8 are used to form five parallel branches
with different receptive fields. The first four branches fuse
feature maps of different receptive fields in series, while the
last branch obtains global features through global average
pooling. Second, a strip attentionmodule is embedded in each
parallel branch to capture long-distance dependencies in both
vertical and horizontal directions. Lastly, these features are
concatenated to obtain multi-scale feature-rich feature maps
as output.

Roads in remote-sensing images often have large spans,
narrow, and continuity. Ordinary attention mechanisms uti-
lize N×N convolution kernels may introduce irrelevant
contextual information. To extract more accurate road fea-
tures, we should pay attention to the pixel distribution of
rows and columns. Therefore, we designed the strip attention
module (SAM), as shown in the Fig. 3. The SAM captures
long-distance correlations of the road region along rows and
columns, reducing the interference from surrounding pixels
that are not correlated to the road area.

Given the input F , the strip attention mechanism uses
pooling of (H , 1) and (1,W ) to encode channels along rows
and columns, respectively, and obtains two feature maps Zh

and Zw:

Zh = 1

W

W∑

i=0

F(h, i) (1)

Zw = 1

H

H∑

j=0

F( j, w) (2)

Wefirst concatenate them and then compress themusing 1×1
convolutions to obtain f ∈ R

C/r×(H+W ).

f = Conv(1 × 1)
(
Concat

(
Zh, Zw

))
(3)

We then spilt f into two separate tensors f h ∈ R
C/r×H

and f w ∈ R
C/r×W , and the featuremap f h and f w are trans-

formed into the same channel number as the input F using
1×1 convolution to obtain the horizontal attention weight gh

and the vertical attention weight gw. Finally, the output of
strip attention module can be expressed as F ′:

gh = σ
(
Conv(1 × 1)

(
f h

))
(4)

gw = σ
(
Conv(1 × 1)

(
f w

))
(5)

F ′ = F × gh × gw (6)

where σ represents the sigmoid function and Conv(1 × 1)
represents 1 × 1 convolution.

The feature maps obtained from dilated convolutions with
different expansion rates have receptive fields of varying
sizes. However, dilated convolutions suffer from grid effects,
leading to which can lead to the loss of local information
and degrade the detection of small-sized objects. In addi-
tion, irrelevant long-distance context information is learned
under large dilation rates, resulting in misclassification of
pixels. The strip attention module establishes long-distance
dependence in both the horizontal and vertical directions,
adaptively enhancing the importance of related features,
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reducing the influence of unrelated features, and obtaining
more accurate road extraction results.

Global feature fusionmodule

The semantic segmentation model consists of multiple
convolutional layers to capture multi-scale features. Deep
features have large receptive fields and rich semantic infor-
mation. In contrast, shallow features have smaller receptive
fields, lack semantic information, but contain detailed infor-
mation. During the road feature extraction process, the road
extraction model loses the detailed information of the road
due to continuous downsampling operations, and obtains a
feature map with detailed semantic information. The fusion
of deep and shallow features is essential for accurately
extracting road details. The extraction and aggregation of
multi-scale features at different stages of the backbone net-
work can effectively provide road feature information of
different scales for the decoder, and enhances the ability to
extract roads of different scales. Considering the shape of
the road, the multi-scale strip convolution module (MSCM)

is designed within the global feature fusion module (GFFM)
to extract accurate multi-scale road information.

The GFFM is shown in Fig. 4. To fully utilize the features
generated at different stages during the encoding process,
we adjust the deep feature map (E4) and the shallow feature
map (E2) to the same scale as the E3 through convolution.
Then, the three feature maps are fused using the concatena-
tion operation. To conform to the distribution characteristics
of roads in remote-sensing images, the merged feature map
is inputted into the multi-scale strip convolution module
(MSCM), which helps bridge the semantic gap between fea-
ture maps of different scales.

According to the characteristics of narrow and long roads,
we have designed a multi-scale strip convolution module
(MSCM), as shown in Fig. 5. This module utilizes three dif-
ferent scales of strip convolution to extract features. The strip
convolution, with its long and narrow kernel, aligns with
the characteristics of roads. The strip convolutions of dif-
ferent scales have different receptive fields, allowing them
to extract road features of different scales and enhance road
information. Themodule consists of three brancheswith con-
volutional kernels of sizes 5, 7, and 11, respectively. Each
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branch performs road feature extraction using a different con-
volutional kernel. To achieve effective fusion of features at
different scales, the output features of the previous branch are
fusedwith the current branch’s output features and optimized
using strip convolution operations:

xi = x, i = 1, 2, 3 (7)

y1 = F1(x1) (8)

yi = Fi (Fi (xi ) + yi − 1), i = 2, 3 (9)

y = Conv(1 × 1) (Concat (y1, y2, y3)) + x (10)

where xi represents the input of the ith branch, yi represents
the output of the ith branch, Fi represents the operation of the
ith branch and Conv(1 × 1) represents (1 × 1) convolution.

Loss function

Road extraction in remote-sensing images can be seen as a
binary segmentation problem, assigning the background to 0
and the road to 1. Therefore, the binary cross-entropy (BEC)
loss can be used as the loss function. However, the ratio of
road to background in remote-sensing images is unbalanced,
resulting in an imbalance of positive and negative samples.
Therefore, we combine the two loss functions to alleviate
the imbalance between positive and negative samples and
improve the accuracy of road detection. The overall loss func-
tion is LBCE+ Dice :

LBCE = − 1

N

N∑

i=1

(gi × log (pi ) + (1 − gi ) × log (1 − pi ))

(11)

LDice = 1 − 2
∑N

i=1 (gi × pi )∑N
i=1 g

2
i + ∑N

i=1 p
2
i

(12)

LBCE+ Dice = LBCE + LDice (13)

Experimental result

Dataset

To prove the effectiveness and superiority of the model,
we conducted experiments on the DeepGlobe Road dataset,
Massachusetts Road dataset, CHN6-CUG dataset, and
BJRoad dataset.

1. We performed experiments are performed on an open
Massachusetts Road dataset to verify the effectiveness of
the proposed network. The Massachusetts Road dataset
covers over 2600 square kilometers of urban, suburban,
and rural areas, including roads, buildings, vegetation,
vehicles, and more. This dataset contains of 1171 images
with a road resolution of 1m/pixel. We cropped the
original dataset into 512×512 images and removed any
problematic images. Finally, the dataset was divided
according to a ratio of 7:2:1. The training set contains
7972 image blocks, the validation set contains 126 image
blocks.

2. The images in theDeepGlobe road dataset primarily come
from Thailand, Indonesia, and India, covering urban and
suburban scenes. Each image has a spatial resolution of
0.5m/pixel and a size of 1024 × 1024. In this study, we
conducted experiments using 6226 labeled images from
the dataset. To reduce memory consumption, the images
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were cropped to 512×512. Finally, the dataset consists
of 15,024 training images, 3760 validation images, and
1530 test images.

3. The CHN6-CUG Road dataset contains images of new
large-scale representative cities in China. To enrich the
dataset, it includes cities with different geomorphologi-
cal features, city scales, development statuses, structural
characteristics, and historical backgrounds. The dataset
contains of 4511 images with a resolution of 512×512,
divided into 3158 for model training, 902 for model val-
idation and 450 for testing and result evaluation, with a
resolution of 0.5 m/pixel.

4. The BJRoad dataset was captured in Beijing, China and
consists of 350 high-resolution aerial images covering an
area of approximately 100 square kilometers. The aerial
images have a spatial resolution of 0.5ms per pixel and
a size of 1024×1024 pixels. Due to the limited number
of samples in the dataset, overfitting can be a concern. To
address this, we employed data augmentation techniques,
specifically rotation, to increase the number of images in
the dataset. This resulted in a total of 1750 aerial images.
To reduce memory consumption, the images were resized
to 512×512 pixels, and subsequently split into training,
validation, and testing sets in a ratio of 7:2:1.

Training details

All experiments were conducted on a Windows 64-bit oper-
ating system with the following hardware configuration: an
AMD Ryzen 7 5800H CPU with Radeon Graphics and an
NVIDIA GeForce RTX 3060 Laptop GPU. The proposed
model and other network architectures were implemented
using the PyTorch framework. We used ResNet-34 as the
backbone network and pretrained the model on ImageNet
to help improve the convergence of the model. During the
training process, we employed the Adam optimizer with an
initial learning rate of 2e−3. The training batch size was
set to 8. To prevent overfitting and ensure proper learning,
we implemented a learning rate decay strategy. If the IoU
did not improve for five epochs, the learning rate was multi-
plied by 0.2 until it reached 0, and the training process was
terminated. The Params and FLOPs of AGF-Net are 37.22
(M) and 50.32 (G). The training process of AGF-Net took
about 18.5, 33.5, 6.3, and 9.5 h for the Massachusetts Road
dataset, the DeepGlobe Road dataset, the CHN6-CUG Road
dataset, and the BJRoad dataset, respectively. To ensure that
the test data remains completely separate from model devel-
opment and parameter tuning, we divided the dataset into
three distinct subsets: training, validation, and testing. Dur-
ing the model development and parameter tuning stages, we
exclusively utilized the training and validation subsets. Sub-
sequently, we evaluated the final performance of the model

using a completely independent testing subset that had not
been previously accessed, thus mitigating any potential over-
fitting issues.

Performancemetrics

This paper uses four evaluation indicators: IoU [57], Preci-
sion, Recall, and F1-score. IoU represents the ratio of the
intersection and union between the predicted result and the
label. mIoU (mean Intersection over Union) represents the
average IoU value for each class. In the road extraction task,
usually accuracy (Precision) indicates the proportion of the
model’s prediction results on the image, which is the pro-
portion of the pixel blocks of the road that are correctly
predicted. Recall indicates the percentage of the correctly
predicted portion of all road pixels. In order to balance the
impact between precision and recall, F1-score performance
indicators are used to comprehensively reflect the average of
precision and recall:

IoU = T P

T P + FP + FN
(14)

mIoU = 1

K + 1

K∑

i=0

I oUi (15)

Precision = T P

T P + FP
(16)

Recall = T P

T P + FN
(17)

F1-score = 2 × Precision × Recall

Precision + Recall
(18)

Results

To validate the proposed AGF-Net, we conducted com-
parative experiments on the Massachusetts Road dataset,
DeepGlobe Road dataset, CHN6-CUG Road dataset, and
BJRoad dataset. We compared the performance of our
method with other classical semantic segmentation methods
such as U-Net [11] and Linknet [12], as well as recent mod-
els such as DlinkNet [13], DDU-Net [53], and DICN [58].
The objective was to demonstrate the effectiveness of the
proposed dilated convolutional attention module and global
feature fusion module in road extraction. The performances
of the five approaches are listed in Tables2, 3, 4 and 5, and
ourmethod outperforms the other fourmethods inmost of the
metrics. Figures6, 7, 8 and 9 showcase the detection results
of our method compared to the other methods. The proposed
AGF-Net demonstrates superior performance in extracting
fine roads and ensuring road continuity compared to the other
four methods.

Accurately extracting road information from remote-
sensing images has broad applications in various fields,
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Table 2 Experiment on Massachusetts Roads dataset

Models Precision Recall F1-score IoU mIoU

U-Net 0.703 0.693 0.644 0.608 0.790

LinkNet 0.792 0.775 0.783 0.634 0.796

D-LinkNet 0.822 0.743 0.780 0.641 0.805

DDU-Net 0.815 0.755 0.784 0.644 0.807

Ours 0.837 0.783 0.809 0.679 0.827

Table 3 Experiment on DeepGlobe Roads dataset

Models Precision Recall F1-score IoU mIoU

U-Net 0.725 0.741 0.733 0.579 0.779

LinkNet 0.775 0.761 0.769 0.625 0.804

D-LinkNet 0.786 0.777 0.781 0.641 0.812

DDU-Net 0.806 0.768 0.796 0.661 0.819

Ours 0.812 0.796 0.809 0.673 0.827

Table 4 Experiment on CHN6-CUG Roads dataset

Models Precision Recall F1-score IoU mIoU

U-Net 0.643 0.575 0.644 0.536 0.742

LinkNet 0.726 0.682 0.703 0.542 0.742

D-LinkNet 0.722 0.689 0.705 0.545 0.743

DDU-Net 0.746 0.679 0.711 0.551 0.749

Ours 0.732 0.715 0.724 0.567 0.757

including autonomous driving, urban planning, traffic man-
agement, and disaster response [59–61]. The performance
of road extraction models directly relates to road safety.
Accurately extracting road areas can help drivers and traffic
management systems better understand the road environ-
ment, thereby providing more accurate navigation, traffic
control, and driving decisions. For advanced driver assistance
systems, road extraction models can serve as the foundation
for functions such as lane-keeping assistance and adaptive
cruise control. In addition, road extraction models can be
used in traffic monitoring and control systems to assist traf-
fic management authorities in real-time traffic monitoring,
formulation of traffic strategies, and adjustment of signal tim-
ings. In addition, accurately extracting road areas can assist in
constructing precise geographic datasets that support urban
planning, navigation services, map updates, and other related
tasks.

Comparative experiments U-Net [11] is a commonly used
classical semantic segmentation model that employs an
encoder–decoder architecture and fuses detailed and seman-
tic features through skip connections. LinkNet [12] replaces
the encoder of U-Net with residual convolutional modules,
increasing the depth of the network. D-Linknet [13], the

Table 5 Experiment on BJRoad dataset

Models Precision Recall F1-score IoU mIoU

U-Net 0.703 0.672 0.708 0.548 0.741

LinkNet 0.707 0.743 0.745 0.594 0.766

D-LinkNet 0.763 0.742 0.762 0.616 0.778

DICN 0.778 0.766 0.772 0.629 0.785

Ours 0.805 0.756 0.780 0.639 0.789

winner of the 2018 DeepGlobe Road Extraction Challenge,
utilizes the LinkNet architecture while incorporating dilated
convolutions in the central part to capture contextual informa-
tion. DDU-Net [53], based on ResNet as a backbone, adopts
a dual decoder structure to preserve details and improve the
extraction of small roads. LinkNet, D-Linknet, andDDU-Net
all utilize aResNet pretrainedon ImageNet as their backbone.
DICN [58] utilizes two encoding networks to extract relative
information from two input sources separately. It then applies
an attention mechanism to fuse them, effectively capturing
complementary correlations. All methods employ the same
input and undergo identical preprocessing of the input data,
ensuring a fair comparison between algorithms.

Experiment using the Massachusetts Roads dataset The
partial testing results of our model and other models on the
Massachusetts Road dataset are presented Fig. 6. The red
frames highlight the discontinuous parts caused by obstruct-
ing tree shadows, and the yellow frames highlight the easily
missed small size roads duo to large-scale differences in
roads. In the first and second rows, U-Net, LinkNet, D-
LinkNet, andDDU-Netmissed the detection of small roads in
road extraction due to the significant difference in road size.
However, AGF-Net exhibited higher accuracy in extract-
ing small roads. In the third, fourth, and fifth rows, U-Net
and D-LinkNet extracted roads are discontinuous due to
the obstruction of tree shadows on both sides of the road,
while the results of AGF-Net extraction are more continu-
ous. Therefore, the model based on global feature fusion and
directional adaptation in this article can obtain richer con-
textual information and spatial relationships of roads on the
input image, making it an effective road extraction model.

Table2 shows the results of AGF-Net compared to other
models. The data in the table demonstrate that our model out-
performs other models across various metrics. The proposed
AGF-Net performs much better in terms of recall, F1-
score and IoU. Specifically, compared to Unet, our method
improved the IoU and F1-score by 7.1% and 16.5%, respec-
tively. The proposed model outperforms the best-performing
model by 3.5% and 2.5%. The roads in the Massachusetts
dataset are mostly rural roads, and the roads in the image
are obscured by the shadows of vegetation. Despite this, our
AGF-Net still achieves good results.
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Fig. 6 Visual experimental results on the Massachusetts test set. a
Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DDU-Net and g
Ours. The yellow highlights the easily missed small-size roads duo to

large scale differences in roads. The red highlights the discontinuous
parts caused by obstructing tree shadows

Experiment using theDeepGlobeRoadsdatasetAs shown
in Fig. 7, some visual experimental results in the first, sec-
ond and third rows, where yellow frames highlight the
easily missed parts due to their small size. The extraction
results of other methods exhibit varying degrees of absence,
while AGF-Net demonstrates better performance in extract-
ing small roads. In the fourth, fifth, and sixth rows, the roads
in the images are obscured by dense trees. Other methods
fail to identify roads obscured by tree shadows, resulting in
discontinuous road extraction. In contrast, AGF-Net ensures
the continuity of extraction roads. In this case, AGF-Net
addresses the problem of result discontinuity and lager scale
differences in roads, and achieved better results by obtaining
sufficient long-range context information and fusing multi-
scale information.

The quantitative results on the DeepGlobe dataset are pre-
sented in Table3, and our AGF-Net improves the extraction
accuracy when compared to the other methods, with IoU and
F1 of 67.3% and 80.9%, respectively. Compared to DDU-

Net, the IoU and F1 of the proposed AGF-Net are improved
by 1.2% and 1.3%. Compared to the DeepGlobe dataset, the
CHN6-CUG dataset contains more types of roads, including
urban and rural roads.

Experiment using theCHN6-CUGRoaddataset For com-
parison with related methods, Fig. 8 shows the test results for
some images in the CHN6-CUG Road dataset. The accuracy
of AGF-Net in extracting small-sized roads is depicted in
the first and second rows. The third, fourth, and fifth rows
show the discontinuity of the road extraction results caused
by the occlusion of building shadows, while AGF-Net pro-
duces more continuous extraction results. The visualization
results show the superiority ofAGF-Net in the road extraction
process, but the boundary of the obtained road is not smooth
enough. The quantification results are shown in Table4. Our
method outperforms othermethods on the CHN6-CUGRoad
test dataset, achieving the best results across all metrics.
Experiment using the BJRoad dataset Figure9 presents
the test results on the BJRoad dataset. The roads in the
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Fig. 7 Visual experimental results on the DeepGlobe test set. a Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DDU-Net and g ours. The
yellow highlights the easily missed small-size roads duo to large-scale differences in roads. The red highlights the discontinuous parts caused by
obstructing tree shadows

BJRoad dataset mainly consist of urban roads, and there
are significant occlusions from trees and buildings along
the roads. The visualizations demonstrate that AGF-Net
performs better in extracting small roads and ensuring the
continuity of road extraction. The quantitative results are
shown in Table5, where AGF-Net achieves the best perfor-
mance in terms of IoU and F1 compared to other methods.

The test metrics and visualization results demonstrate
that AGF-Net outperforms other comparison models in road
extraction tasks, in complex environments where multi-scale
roads coexist and roads are easily missed due to surrounding
vegetation or building shadows. Since AGF-Net is capable
of establishing long-distance dependencies and preserving

more detailed information, it ensures better continuity of
roads andmore efficient extraction of small-size roads. Com-
pared to mainstream road extraction models, AGF-Net has a
lower false positive rate and a higher recall rate.

Analysis of the AGF-Net road extraction results
in different environments

To validate the superiority of AGF-Net, we conducted a com-
parative analysis of road extraction in different environments
using the Massachusetts dataset, comparing it with other
methods. All methods were trained and tested on the same
dataset. As shown in Fig. 10, the roads are located in forest
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Fig. 8 Visual experimental results on the CHN6-CUG test set. a Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DDU-Net and g ours. The
yellow highlights the easily missed small-size roads duo to large-scale differences in roads. The red highlights the discontinuous parts caused by
obstructing tree shadows

areas. Road segmentation is primarily influenced by vege-
tation and tree shadows, which often leads to fragmented
road instances. To evaluate the effectiveness of AGF-Net in
such environments, we compared it with several commonly
used methods. D-Linknet and DDU-Net can successfully
extract a significant portion of obstructed roads. However,
they struggle to accurately delineate heavily occluded areas.
Considering that local information is easily lost when roads
are obstructed by vegetation, shadows, and other factors,
the proposed AGF-Net addresses this issue by employing
dilated convolutions with different receptive fields to estab-
lish global contextual dependencies. In addition, the strip
attention module (SAM) is utilized to enhance the relation-
ships between road pixels. As a result, AGF-Net excels in
extracting occluded roads while striving to maintain road
continuity to the greatest extent possible.

As shown in Fig. 11, the roads belong to the suburbs, char-
acterized by significant variations in road sizes within the
images. This poses a challenge in accurately detecting small

roads, often resulting in missed detections. The highlighted
areas in red circles in the figure exhibit substantial differ-
ences compared to the main roads. If the details during the
road extraction process are not preserved, there is a high risk
of overlooking these differences. As depicted by U-Net and
LinkNet, these networks demonstrate missed detections for
small roads. Although DDU-Net shows some improvement
in performance, the delineation results remain incomplete.
In contrast, AGF-Net effectively integrates features from dif-
ferent levels while preserving precise details. Consequently,
AGF-Net excels in extracting small roads and mitigates the
issue of missed detections.

As shown in Fig. 12, the roads belong to urban areas.
The presence of vehicles, vegetation, and urban structures
on highways can interfere with road extraction. The seg-
mentation maps indicate that U-Net and LinkNet are more
susceptible to noise, resulting in poorer performance in urban
road segmentation. These methods fail to accurately delin-
eate urban roads under occlusion conditions. In contrast,
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Fig. 9 Visual experimental results on the BJRoad test set. a Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DICN and g ours. The yellow
highlights the easily missed small-size roads duo to large-scale differences in roads. The red highlights the discontinuous parts caused by obstructing
tree shadows

Fig. 10 Comparison of classification results of roads in forest areas. a Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DDU-Net and g ours

AGF-Net addresses this issue by focusing on global informa-
tion in the images, enabling the extraction ofmore continuous
roads in urban environments.

Ablation results

The proposed method incorporates the dilated convolution
strip attention module and global feature fusion module.
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Fig. 11 Comparison of classification results of roads in suburbs. a Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DDU-Net and g ours

Fig. 12 Comparison of classification results of roads in urban areas. a Images, b Labels, c U-Net, d LinkNet, e D-Linknet, f DDU-Net and g ours

To demonstrate the effectiveness of these modules, we con-
ducted ablation experiments on theMassachusetts dataset. In
the following experiments, we employed the same configu-
ration for consistency.

To discuss the effect of the number of feature maps gener-
ated by the encoder on themodel, we conduct experiments on
the Massachusetts dataset. E1–E5 represent feature maps of
different scales generated by AGF-Net encoders. The fusion
of E2–E4 is denoted as GFFM-3, the fusion of E1–E5 is
denoted as GFFM-5, the fusion of E1–E4 is denoted as
GFFM-4-1, and the fusion of E2–E5 is denoted as GFFM-4-
2.GFFM-0 represents the fusion of shallow and deep features
using simple skip connections. As shown in Table6, the
results are correlated with the number of feature maps gener-
ated by feature extraction. Compared to GFFM-0, GFFM-3
improves the IoU and mIoU by 2.7% and 2.1%. In addition,
we verified the influence of MSCM on feature fusion. As
shown in Table7, when we performed experiments based on
GFFM-3, the IoU of network without MSCM in the Mas-
sachusetts dataset decreases by 1.7%. Therefore, MSCM has
an important impact on feature fusion.

Table 6 Ablation study for the proposed GFFM with fuse different
numbers of feature maps

GFFM Precision Recall F1-score IoU mIoU

GFFM-0 0.792 0.775 0.783 0.634 0.796

GFFM-3 0.810 0.757 0.783 0.661 0.817

GFFM-4-1 0.821 0.756 0.788 0.650 0.810

GFFM-4-2 0.841 0.733 0.783 0.645 0.808

GFFM-5 0.821 0.759 0.789 0.652 0.811

Table 7 Ablation study for the proposed GFFM with and without
MSCM

Precision Recall F1-score IoU mIoU

With MSCM 0.810 0.757 0.783 0.661 0.817

Without MSCM 0.829 0.742 0.783 0.644 0.807

To verify the effect of strip attentionmodule on themodel,
we performed ablation experiments on DCSAwith and with-
out SAM, using D-Linknet as the baseline model. As shown
in Table8, the IoU of network without SAM in the Mas-
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Table 8 Ablation study for the proposed DCSAwith and without SAM

Precision Recall F1-score IoU mIoU

With SAM 0.824 0.772 0.790 0.651 0.818

Without SAM 0.786 0.777 0.781 0.641 0.812

sachusetts datasets decreases by 1.0%. This indicates that
SAM has an important impact on model accuracy.

Our method introduces the dilated convolutional strip
attention (DCSA) module to establish long-distance depen-
dence. In addition, the Global Feature Fusion module
(GFFM) is utilized for skip connection to fuse features from
multiple stages. Through ablation experiments conducted on
the Massachusetts dataset, we demonstrate the effectiveness
of the proposed DCSA and GFFM. As shown in Table9,
the experimental results indicate that the introduction of
DCSA and GFFM significantly improves the accuracy of
road extraction. This paper shows that the full utilization
of shallow features and the establishment of long-distance
dependence improve the F1-score and IoU performance of
the road extraction model.

Efficiency comparison

We conducted extensive experiments on publicly available
datasets in three different environments, comparingAGF-Net
with other methods, and achieved significant improvements.
As shown in Table10, we discuss the trainable param-
eters and Floating-point Operations (FLOPs) of various
methods on the Massachusetts Road dataset. These indica-
tors represent the number of parameters and computational
requirements of the model, and measure the complexity of
the model. The Params and FLOPs of AGF-Net are 37.22
(M) and 50.32 (G), respectively. Compared to several other
state-of-the-art methods, AGF-Net demonstrates outstand-
ing performance in terms of IoU. However, the Params and
FLOPs of our model are relatively large. In future work, we
need to reduce the complexity of the model while ensuring
accuracy.

Table 10 The accuracy and efficiency of the related researches

Models Params(M) FLOPs(G) F1-score IoU

U-Net 39.50 8.74 0.644 0.608

LinkNet 21.64 27.38 0.783 0.634

D-LinkNet 31.09 33.58 0.780 0.641

DDU-Net 33.76 40.61 0.784 0.644

Ours 37.22 50.32 0.809 0.679

Discussion

AGF-Net is an improvement upon the U-shaped encoder–
decoder architecture, and its core lies in the utilization of
the Dilated Convolution Strip Attention (DCSA) Module
and Global Feature Fusion Module (GFFM) to extract more
comprehensive road information. The Dilated Convolution
AttentionModule establishes long-range dependencieswhile
reducing non-road information interference. TheGlobal Fea-
ture Fusion Module fully utilizes the feature information
generated during the encoding process. Compared to clas-
sical encoder–decoder models such as U-Net and LinkNet,
AGF-Net leverages the GFFM to better utilize fine-grained
details from shallow features. Compared to D-LinkNet, our
proposed DCSA avoids introducing irrelevant information
with large dilation rateswhilemaintaining long-range depen-
dencies. The analysis of IoU,F1-score, and prediction results
indicates that AGF-Net achieves excellent performance in
road extraction continuity and fine road extraction, attributed
to the contributions of the Dilated Convolutional Strip Atten-
tion (DCSA) module and the Global Feature Fusion Module
(GFFM).

The proposed AGF-Net exhibits strong performance
in semantic segmentation of road information, effectively
avoiding interference from non-road elements such as build-
ings and vegetation. In future work, we aim to explore the
application of AGF-Net in road extraction by incorporating
multi-source data fusion, including remote-sensing imagery
from various data sources, to further enhance the accuracy
of road extraction. Integrating the model into real-world sce-
narios would provide further validation of its practicality and
feasibility. Furthermore, integrating themodel with other rel-
evant tasks or systems, such as traffic monitoring systems,
navigation systems, or urban planning tools, can be consid-

Table 9 Ablation results Models Precision Recall F1-score IoU mIoU

Baseline 0.792 0.775 0.783 0.634 0.796

Baseline + DCSA 0.824 0.772 0.790 0.651 0.818

Baseline + GFFM 0.810 0.757 0.783 0.661 0.817

Baseline + DCSA + GFFM 0.837 0.783 0.809 0.679 0.827

123



Complex & Intelligent Systems

ered. By combining the model with real-world applications,
we can assess its performance in practical scenarios and
evaluate its adaptability to factors such as complex back-
grounds, occlusions, and lighting variations. Applying the
road extraction model to real-world scenarios enables accu-
rate road extraction and provides valuable data and support
for fields such as urban planning, navigation services, and
traffic monitoring.

Conclusion

In this paper, we propose AGF-Net for road extraction from
remote-sensing images to tackle the challenges of road occlu-
sion caused by tree shadows and the issue of small road
detection. The model utilizes an encoder–decoder architec-
ture to learn road features. Considering the characteristics
of roads, we design the Dilated Convolutional Strip Atten-
tion (DCSA) module to establish long-range dependencies
along the road direction. The Global Feature Fusion module
(GFFM) is implemented based on themulti-scale strip convo-
lution modules. This module can fuse features from different
levels to obtainmulti-scale road features. Tomore effectively
integrate information from different scales, we designed the
multi-scale strip convolution module to bridge the semantic
gap of features at different scales. We conducted experi-
ments on four public datasets (Massachusetts Road dataset,
DeepGlobe Road dataset, CHN6-CUG dataset, and BJRoad
dataset.), and the results showed that our AGF-Net outper-
formed the other models. In addition, we conducted ablation
experiments under various conditions demonstrated that the
modules we designed effectively enhance the accuracy of
road extraction. The proposed AGF-Net has demonstrated
significant advancements in enhancing the accuracy of road
segmentation. However, it is noteworthy that the method
exhibits a higher computational demand and slower training
speed. In future work, there is a pressing need for further
investigations to expedite the segmentation process while
preserving the precision of road extraction.
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