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Abstract
Pedestrian re-identification (re-ID) has gained considerable attention as a challenging research area in smart cities. Its appli-
cations span diverse domains, including intelligent transportation, public security, new retail, and the integration of face re-ID
technology. The rapid progress in deep learning techniques, coupled with the availability of large-scale pedestrian datasets,
has led to remarkable advancements in pedestrian re-ID. In this paper, we begin the study by summarising the key datasets
and standard evaluation methodologies for pedestrian re-ID. Second, we look into pedestrian re-ID methods that are based on
object re-ID, loss functions, research directions, weakly supervised classification, and various application scenarios. More-
over, we assess and display different re-ID approaches from deep learning perspectives. Finally, several challenges and future
directions for pedestrian re-ID development are discussed. By providing a holistic perspective on this topic, this research
serves as a valuable resource for researchers and practitioners, enabling further advancements in pedestrian re-IDwithin smart
city environments.
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Introduction

The topic of pedestrian re-ID is commonly regarded as a
sub-problem of image retrieval. Unfortunately, due to dif-
ferences in the environment and camera view, good quality
or high-resolution (HR) photographs of faces are frequently
unavailable in surveillance footage. When face re-ID fails,
re-ID becomes an important alternative technology. Re-ID
is an approach that utilizes computer vision technology to
identify a specific pedestrian in an image or video using non-
overlapping cameras [1]. It is an ability to identify the same
target pedestrians in different scenes based on characteris-
tics, such as clothing, body type, hairstyle, etc., and is also a
technique used for cross-border tracking.

The pedestrian re-ID problem can be divided into two
parts: pedestrian re-ID and cross-camera tracking. Given a
surveillance video with pedestrian images, obtain images of
one pedestrian from different cameras. When matched and
found using the appropriate procedures, the queried pedes-
trian can be described through photos [2, 3], video images,
and sequences [4, 5], aswell as textual descriptions [6]. Addi-
tional description and application methods are also used in
many complex circumstances, such as re-ID between depth
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Fig. 1 Pedestrian re-ID system

and RGB images [7, 8], text-to-image re-ID [9, 10], visible
low-resolution (LR) re-ID [11], cross-resolution re-ID [12],
and so on.

Re-ID reduces the tediousness and inefficiency of pedes-
trian retrieval work, decreases the restrictions of current
camera perspective change, and can be coupled with smart
city pedestrian identification and tracking technology. Other
fields, such as intelligent security, intelligent pedestrian-
finding systems, and unmanned supermarkets of smart super
and intelligent robots, offer a wide range of applications with
high application and development potential as well as prac-
tical usefulness.

The pedestrian re-ID system is depicted in Fig. 1. The
algorithm flow of the system is as follows: (1) the original
data set is fed into the backbone network to filter pedestrians.
(2) The screened pedestrians and the images of pedestri-
ans to be queried are fed into the pre-trained network to
extract features. (3) The matching degree is calculated, and
the pedestrians with the highest similarity are chosen based
on the similarity ranking.

Although current re-ID technology offers more benefits
than standard video surveillance, there are certain technical
issues and challenges. Because there are variations in differ-
ent camera views [13], differences between devices as well
as interference from noisy background environments [14] are
influenced by various movements and reactions of pedestri-
ans in different situations [15, 16] and are prone to many
problems: blurred and LR [12], variations in lighting in the
environment [17]. Early re-ID research mainly focused on
multi-camera tracking, manual feature creation around body
shape and structure [18–20], and distance metric learning.

With the continuous development of deep learning, re-
ID techniques have made significant progress in detection
precision and experimental feasibility [2, 21, 22]. Several
re-ID methods proposed by researchers in recent years have
improved the accuracy of matching pedestrian in networks
and models, with significantly better results than previous
re-IDmethods. Figure 2 depicts the numerous circumstances
that could arise during the re-ID task.

Between 1997 and 2019, re-ID technology underwent sig-
nificant development. The progression of re-ID technology
can be divided into two stages based on time: the stage of
manual feature extraction methods before 2014 and the stage
of deep learning-based approaches after 2014. The continu-
ous advancement in computer vision has been instrumental in
the evolution of re-ID technology. It has shifted frommanual
feature acquisition to the utilization of deep learning meth-
ods, leading to numerous milestone breakthroughs. Figure 3
illustrates key stages in the technological development pro-
cess.

Compared with previous work [23–27], the differences of
this review are as follows: first, we provided a comprehen-
sive overview of key datasets and evaluation methods, laying
a solid foundation for pedestrian re-ID research. Second, we
focused on studying deep learning-based methods for pedes-
trian re-ID and their potential applications in smart cities,
highlighting their performance advantages. Additionally, we
conducted detailed investigations into the performance of rel-
evant models on different datasets and made improvements
to the classificationmethods. Finally, we delved into the chal-
lenges and future directions in the field of pedestrian re-ID,
offering valuable guidance for researchers and practitioners.
In summary, this paper stands out for its comprehensiveness,
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 2 The challenge of re-ID dataset samples. Each column demon-
strates a sample from a unique identification. Columns a and b show
changes in posture, c and d showexamples of occlusion, e and f describe

background clutter, and g and h show view changes in samples. All
samples are from the Market1501 datasets

Fig. 3 Key technologies in the development of pedestrian re-ID

application of deep learning methods, and insightful discus-
sions on future development directions. The primary work
can be summarised as follows, as seen in Fig. 4:

• We present a comprehensive overview of deep learning-
based pedestrian re-ID tasks, covering problem defini-
tion, primary datasets, and standard evaluation methods,
providing a solid background for this paper.

• We classify pedestrian re-ID algorithms based on differ-
ent deep learning approaches and application scenarios.
Additionally, we conduct a detailed review of representa-
tive pedestrian re-ID systems, discussing their underlying
mechanisms, advantages, limitations, and application
scenarios. Furthermore, we introduce recent advance-
ments in pedestrian re-ID approaches and evaluate the
role and effectiveness of classical methods in practical
applications.

• Weanalyze the limitations and challenges of current deep
learning-based pedestrian re-ID algorithms from vari-
ous perspectives and provide suitable recommendations.
Finally, we outline future trends and potential develop-
ment paths in the field.

The rest of the paper is organized as follows. Sec-
tion“Datasets and evaluation” describes the most typical
datasets and evaluation metrics. Section“State-of-art meth-
ods for pedestrian re-identification” describes numerous
re-ID approaches based on various categorization crite-
ria used in deep learning, as well as a comparison and
summary of various methods. Section“Algorithm compar-
ison and visualization results” compares traditional algo-
rithms for pedestrian re-ID and the visualization results.
Section“inlinkFuture prospects and challengess5sps1” dis-
cusses the current obstacles and potential for pedestrian
re-ID. Finally, Section“Conclusion” concludes the paper.
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Fig. 4 Hierarchical structure of the pedestrian re-ID task

Datasets and evaluation

Datasets

This paper compiles a variety of benchmarkdatasets designed
for evaluating the robustness and accuracy of different
approaches and network models utilized in re-ID systems,
specifically focusing on image and video-based re-ID.

The most frequently used single-modal datasets as well
as summary cross-modal pedestrian re-ID datasets have
been compiled, and algorithm performance comparisons
are displayed in Table 6. Eleven commonly used single-
modal datasets are given in Tables 1 and 2, including
seven image datasets (VIPeR [19], iLIDS [28], PRID2011
[29], CUHK03 [22], Market-1501 [2], DukeMTMC-ReID
[21], and MSMT17 [30]) and four video datasets (PRID

-2011 [29], iLIDS-VID [31], MARS [32], DukeMTMC-
VideoReID [33]), enumerated cross-modal pedestrian re-ID
datasets, such as cross-resolution datasets, text datasets,
infrared pedestrian datasets, and depth image datasets.

(1) Infrared pedestrian dataset: TheSYSU-MM01dataset
[16], which includes two types of pedestrian images captured
by three infrared and four visible cameras, including 491
identities of LR and RGB photos from seven cameras, pro-
viding a total of 15,792 LR images and 28,762 RGB images.
RegDB dataset [34], 412 pedestrian were captured simul-
taneously using dual visible and infrared cameras, and the
ten images captured for each pedestrian differed in lighting
conditions, shooting distance, pose, and angle.

(2) Depth image dataset: The PAVIS dataset [35] con-
tains four different sets of data. The first “collaborative”
group records frontal views, extended arms, slow walking,
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Table 1 Common image
datasets for pedestrian re-ID

Dataset Pedestrian Cameras Pictures Methods Evaluation

VIPeR 632 2 1264 Manual CMC

iLIDS 119 2 476 Manual CMC

PRID2011 934 2 24,541 Manual CMC

CUHK03 1467 10 13,164 Manual and DPM CMC

Market-1501 1501 6 32,217 Manual and DPM CMC and mAP

DukeMTMC-ReID 1812 8 36,441 Manual CMC and mAP

MSMT17 4101 15 1,26,441 Faster RCNN CMC and mAP

Table 2 Common video datasets for pedestrian re-ID

Dataset Pedestrian Cameras Videos (Bounding Box) Methods Evaluation

PRID-2011 200 2 400 (4000) Manual CMC

iLIDS-VID 300 2 600 (44,000) Manual CMC

MARS 1261 6 20,715 (10,00,000) DPM and GMMCP CMC and mAP

DukeMTMC-VideoReID 1812 8 4832 (−) Manual CMC and mAP

and unobstructed views of 79 pedestrian. Group 2 (“Walk
1”) and group 3 (“Walk 2”) data consist of the same 79 indi-
viduals. Group 4 (“Rearview”) is a rear-view recording of
pedestrian leaving the studio. The BIWI RGBD-ID dataset
[36] collects motion video sequences of 50 different pedes-
trians at different locations and times.

(3) Text dataset: The CUHK-PEDES dataset [9] contains
40,206 pedestrian images of 13,003 identities. Each pedes-
trian image is described by two different texts, and a total
of 80,412 sentences are collected, consisting of 18,93,118
words and 9408 unique words. One of the most enor-
mous cross-modal retrieval datasets, Flickr30k [37], contains
31,783 images, each containing five textual descriptions.

(4) Cross-resolution dataset: MLR-VIPeR is constructed
from the VIPeR dataset. VIPeR consists of 632 individual
image pairs, all captured by two cameras. Each of these
images is a high resolution of 128 × 48 pixels.

Evaluation indicators

To examine the accuracy and performance of pedestrian re-
ID methods in related studies, the images of pedestrian in
the database are typically separated into a training set and
a test set, either arbitrarily or based on some criterion. The
data detected by the first camera are used as the finding set
during testing, while the personal data captured by the sec-
ond camera are used as the candidate set. This section will
introduce the common evaluation indicators utilized in re-ID
endeavors.

(1) Rank-n accuracy
Rank-n is a widely used evaluation metric in image

retrieval and classification. It is the probability of getting
the correct result for the top n (highest confidence) images

in the search results. An example of rank-n re-ID accuracy is
shown in Fig. 5. For example, rank-1 is the ratio of the per-
centage of labels with the highest prediction probability to
the percentage of correct labels, i.e., the percentage of correct
images for the first returned image.

(2) Mean average precision
In recent years, mean average precision (mAP) [38] as an

evaluation criterion can better compare the advantages and
disadvantages of various approaches. The average precision
is produced by charting the relationship between recall and
precision (P–R curve), and the area of the curve and the coor-
dinate axis. The calculating formula is as follows:

Percision = | { Image with the same ID } ⋂{ The query results } |
| { The query results } | .

(1)

To get the value of mAP, it is necessary to draw a PR
curve, and then calculate the area under the PR curve to get
the average accuracy AP. Therefore, the key is how to sample
the PR curve. The calculation details of AP measurement
were changed in 2010 [39], when there are 11 points, the
maximum precision value can be selected, and AP is the
average of 11 precisions. The formula is as follows:

AP = 1

11

∑

r∈{0,0.1,...,1}
pinter (r), (2)

where pinter (r) denotes precision interpolation, and the for-
mula is as follows:

pinter (r) = max p(r̃), (3)
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Fig. 5 The results are presented
in Rank-n accuracy. Columns a
represent query images, b
represent Rank-1, c represent
Rank-2, d represent Rank-3, e
represent Rank-4, and f
represent Rank-5. The picture
with a solid line frame is
successfully identified, while the
picture with a dotted line frame
is incorrectly identified

(a) (b) (c) (d) (e) (f)

and the precision value is taken as the maximum of all recall
> r . The range of r̃ is r̃ ≥ r . The max p(r̃) is the maximum
measurement accuracy of recall.

The average accuracymetric reflects themodel’s accuracy
and evaluates the ranking order given by the model results.

(3) Recall
The recall indicates howmany accurate samples have been

retrieved from all the retrieved sample targets, which can be
expressed as

Recall = TP

TP + FN
, (4)

where TP is a positive example (P) and the prediction is cor-
rect (T), while FN is a negative example (N) and the forecast
is incorrect (F). In general, it is the ratio of the number of cor-
rect samples recovered to the total number of samples, which
is only measured when the current category is retrieved.

(4) F-Score
The relationship between accuracy and recall is relative

and must be changed based on the circumstances at hand
to be effective. For instance, in certain circumstances, try to
raise the accuracy rate while endeavoring to keep the recall
rate the same. These two signs must be carefully considered
and evaluated in many different contexts. The F-Score can
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Table 3 Supervised learning performance in image datasets

Category Algorithm Backbone Conditions Venue mAP/Rank-1(%)

Market-1501 DukeMTMC-ReID CUHK-3

Global Wang etc. [40] CNN Tesla K40 CVPR16 –/– –/– –/52-17

SCAL [41] ResNet50 GTX 1080Ti ICCV19 89.30/95.80 79.60/89.00 72.30/74.80

Local PCB and RPP [42] ResNet50 Titan XP ECCV18 80.90/93.30 68.10/82.90 57.50/63.70

SONA [43] ResNet50 GTX 1080Ti ICCV19 88.83/95.58 78.18/89.55 79.23/81.85

HLGAT and RR [44] ResNet50 – CVPR21 97.50/98.00 94.40/94.70 89.90/90.60

Auxiliary PSE and ECN [45] ResNet50 – CVPR18 84-00/90.30 79.80/85.20 –/–

AANet-152 and RR [46] ResNet50 – CVPR19 92.38/95.10 86.87/90.36 –/–

VAreID and local and RR [47] ResNet152 – AAAI20 95.43/96.79 91.82/93.85 –/–

Backbone BraidNet-CS and SRL [48] SeResnext – CVPR18 69.48/83.70 59.49/76.44 –/88.18

help bring together precision and recall in the followingways:

F − Score =
(
1 + β2

) Precision Recall

β2 Precision + Recall
, (5)

when β = 1, it is called F1-Score. At this time, the recall rate
and accuracy rate have the same weight. If the accuracy rate
is considered more important in some cases, then the value
of β is adjusted to less than 1. If the recall rate is considered
more important, the value of β can be adjusted to be greater
than 1.

(5) mINP
In the multi-camera network, when the queried target

pedestrian appears at multiple time points in the gallery, the
ranking position that is the most difficult to match correctly
determines the workload of the model. To achieve accurate
tracking of the target to a greater extent, a measure with high
computational efficiency, namely negative penalty (NP), can
be used to measure the penalty to find the most difficult cor-
rect match

NPi = Rhard
i − |Gi |
Rhard
i

, (6)

where Rhard
i indicates the most difficult sort position to

match, and |Gi | represents a summary of the correct match-
ing of query i . In general, the smaller NP represents better
performance. Overall, so the average INP of the query is
expressed as

mINP = 1

n

∑

i

(1 − NPi ) = 1

n

∑

i

|Gi |
Rhard
i

. (7)

The calculation of mINP can be successfully integrated
into the CMC/mAP calculation procedure. However, the dif-
ference in mINP values will be much smaller than in smaller
galleries. It can, however, accurately indicate the success of

the re-ID model and can be used as a supplement to CMC
and mAP indicators.

Performance of the correlationmodel

For visual comparison, this paper presents the performance
comparison of deep learning-based pedestrian re-ID models,
according to the model algorithm and the way of extracting
datasets, including the performance of supervised learning
on image datasets (Table 3), supervised learning on video
datasets (Table 5), unsupervised learning on commonly used
datasets (Table 4), and cross-modal pedestrian re-IDmethods
on commonly used pedestrian datasets (Table 6).

As shown in Table 3, the supervised learning pedestrian
re-ID model has made significant progress on the image
datasets,withRank1 accuracy increasing from83.7% in2018
to 98.0% on the Market-1501 datasets improving by 14.3
percentage points. Rank1 accuracy increased from The accu-
racy of Rank1 on the DukeMTMC-Reid datasets increased
by 18.26 percentage points from 76.44% to 94.7% in 2018.

The comparison concludes that the local feature model
performs better on the datasets.However, the results achieved
by different models on different datasets are also inconsis-
tent, and researchers still need to pay further attention to the
performance of the models.

As shown in Table 5, with the development of deep learn-
ing techniques, the performance of the supervised learning
pedestrian re-ID model on the video datasets is improv-
ing. Specifically, on the PRID-2011 datasets, rank1 accuracy
improved from 70% in 2016 to 96.2% in 2021.

On the iLIDS-VID datasets, rank1 accuracy improved
from 58% to 90.4%. On the MARS datasets, accuracy
improved from 44% to 91.0% in 2017.

As shown in Table 4, unsupervised pedestrian re-ID has
received increasing attention, as evidenced by the number of
top publications. The performance of unsupervised pedes-
trian re-IDmodels has increased significantly in recent years.
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Table 4 The performance of unsupervised learning

Algorithm Venue Backbone Conditions mAP/Rank-1

Merket-1501 DukeMTMC-ReID MSMT17

HHL [49] ECCV2018 ResNet50 – 31.40/62.20 27.20/46.90 –/–

SSG [49] ICCV2019 ResNet50 TiTAN X 58.30/80.80 53.40/73.00 –/–

SpCL [50] NeurIPS2020 ResNet50 – 76.70/90.30 68.80/82.90 –/–

IICS [51] CVPR2021 ResNet50 – 72.90/89.50 64.40/80.00 26.90/56.40

JVTC+ [52] CVPR2021 ResNet50 TiTAN RTX 75.40/90.50 67.60/81.90 29.70/54.40

GLT [53] CVPR2021 ResNet50 – 79.50/92.20 69.20/82.00 27.70/59.50

Table 5 Supervised learning performance in video datasets

Algorithm Backbone Conditions Venue mAP/Rank-1(%)

PRID-2011 iLIDS-VID MARS

McLaughli etc. [54] Siamese GTX 980 CVPR16 –/70.00 –/58.00 –/–

ASTPN [55] LSTM, Siamese GTX 1080 ICCV17 –/77.00 –/62.00 –/44-00

Chen etc. [56] ResNet50, LSTM – ECCV18 94.50/93.00 87.80/85.40 76.10/86.30

GRL [57] ResNet50 Intel i4790 GTX 2080Ti CVPR21 –/96.20 –/90.40 84.80/91.00

On the Market-1501 datasets, rank1 accuracy increased
from 62.2% to 92.2% in 4 years. Performance on the
DukeMTMC-Reid datasets increased from 46.9% to 82.0%.
The gap between the upper bound of supervised and unsu-
pervised learning is significantly narrowed, which proves the
success of unsupervised pedestrian re-ID.

As shown in Table 6, most of the cross-modal pedestrian
re-ID models in recent years are based on metric learning
methods and specific feature-basedmodels. Cross-resolution
pedestrian re-ID is mainly based on unified modal meth-
ods, which are more challenging to implement for text-based
pedestrian re-ID tasks. In contrast, suitable modal methods
have yet to be thoroughly studied and applied.

State-of-art methods for pedestrian
re-identification

Object types for re-ID

Image-based pedestrian re-ID

During the early stages, the image method was employed
to build pedestrian re-ID technology. The key lies in uti-
lizing shallow, mid-level, and deep-level visual features to
explain individual appearance traits. By analyzing and com-
paring these features, accurate identification andmatching of
individuals can be achieved across different images. The inte-
gration of these visual features enhances system robustness

and accuracy, enabling reliable pedestrian re-ID and tracking
in various complex scenarios.

(1) Shallow visual features
Shallow features contain more detailed pixel information

and have higher resolution.When the external network [69] is
used to extract the shallow visual features in the image, finer-
grained feature information of pedestrians in the image can
be obtained from the network. At this time, the overlapping
area of the perceived image field corresponding to each pixel
in the feature mapping is still very small, ensuring that the
network can obtain more detailed features, thus improving
re-ID accuracy.

(2) Mid-level visual features (semantic attributes)
Mid-level visual features include information such as

whether or not the pedestrians in the image are carrying
objects, the colour of their shoes, and the length of their
hair. It has less noise and more meaningful information than
shallow visual features. Zhu et al. [70] used identity label
alignment to re-identify personal objects and bodyparts at the
pixel level, generating distinctive and robust representations
that solved the re-ID challenge caused by pedestrian pos-
ture changes and misaligned pedestrian images. To deal with
body part dislocation, Yang et al. [71] developed a semantic-
guided alignment model based on image semantic attribute
information to extract the more visible aspects of pedestrians
in the image from occlusion noise.

(3) Deep visual features
Deep visual features are having less noise influence, a

bigger receptive field, and stronger semantic information
than shallow and medium visual features. Karanam et al.

123



Complex & Intelligent Systems (2024) 10:1733–1768 1741

Table 6 Performance comparison of cross modal pedestrian re-ID algorithms

Datasets Algorithm Backbone Conditions Venue Rank-1/5/10 (%)

Infrared SYSU-MM01 Wu etc. [16] ResNet – ICCV2017 24.43/−75.86

D-HSME [58] AlexNet – AAAI2019 20.68/–/62.74

Hi-CMD [59] ResNet50 TiTAN Xp CVPR2020 34.94/–/77,58

DDAG [60] ResNet50 – ECCV2020 61.02/–/94.06

NFS [61] ResNet50 2080Ti CVPR2021 70.03/–/97.70

RegDB TONE [62] – – AAAI2018 16.87/–/34.03

D-HSME [58] – – AAAI2019 50.85/–/73.36

Hi-CMD [59] – – CVPR2021 70.93/–/86.39

NFS [61] – – CVPR2021 80.54/–/91.96

Deep image PAVIS 4DRAM [7] LSTM – CVPR2016 43.00/–/–

WU etc. [63] – – IEEE2017 71.74/88.46/–

Karianakis etc. [8] LSTM – ECCV2018 52.40/–/–

BIWI RGBBD-ID 4DRAM [7] LETM – CVPR2016 45.30/–/–

Karianakis etc. [8] – – ECCV2018 50.00/–/–

Text CUHK-PEDES GNA-RNN [9] VGG16, LSTM – CVPR2017 19.05/–/53.64

Chen etc. [10] ResNet50, LSTM – ECCV2018 43.58/66.93/76.26

CMPM-CMPC [64] ResNet152, LSTM GTX 1080 ECCV2018 49.37/–/79.27

A-GAN [65] LSTM TiTAN XP ACMMM2019 53.14/74.03/81.95

Flickr30k CMPM-CMPC [64] – – ECCV2018 37.30/65.70/75.50

A-GANet [65] – – ACMMM2019 39.53/69.91/80.91

Cross-resolution MLR-VIPER CSR-GAN [66] ResNet50 – IJCAI2018 37.20/62.30/71.60

CAD-Net [67] ResNet50 GTX 1080 ICCV2019 43.10/68.20/77.50

MRJL [68] RRN – IJCAI2021 58.70/84.10/–

MLR-Market-1501 MRJL [68] – – IJCAI2021 90.10/95.60/–

[13] encoded the attributes of different pedestrians in images
sparsely and compute color histograms and textures of differ-
ent stripes in the images. This method effectively addresses
the challenges posed by the uniqueness and viewpoint vari-
ations in re-identification tasks. By introducing dependency
aggregation module and adaptive attention mechanism, Si
et al. [72] enhanced the model’s understanding of spatial
dependencies between images and within images, and then
improved the learning ability of re-IDmodel. Yang et al. [73]
proposed a feature mining approach that integrates pose and
appearance features to enhance the discriminative capability
of fused features in the re-ID model. McLaughlin et al. [54]
used CNN to extract depth visual features from video. This
method can capture the valuable movement and appearance
information of pedestrians in the video, and improves the
performance of the pedestrian re-ID system.

Image-based re-IDalgorithms explore different visual fea-
tures in their research. For example, Girshick et al. [69]
described and classified pedestrians using locally detailed
features. Zhu et al. [70] employed various semantic attribute
information to describe the appearance of pedestrians.Mean-
while, McLaughlin et al. [54] extracted feature representa-
tions of pedestrian images using deep CNNs. These three

algorithms differ in terms of feature selection and extraction
methods. Therefore, if high-quality images and fine-grained
re-ID results are required, shallow feature algorithms can be
chosen. In complex scenarios, mid-level feature algorithms
may have an advantage. For large-scale datasets and scenar-
ioswith high-accuracy requirements, deep feature algorithms
can provide more powerful semantic representations. Addi-
tionally, incorporating methods such as feature fusion and
attention mechanisms can further enhance the performance
of pedestrian re-ID systems.

Video-based pedestrian re-ID

Considering the development ofCNN’s application in image-
based re-ID, some researchers have extended it to video
processing. The video-based pedestrian re-ID technology
has advanced significantly in recent years, with its research
concentrating mainly on constructing strong feature repre-
sentations [19].

(1) Traditional methods
Traditional methods for video-based pedestrian re-ID can

be categorized into manual feature-based approaches [74]
and learning the method of reliable distance metrics [75].
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For instance, Wang et al. [74] addressed the uncertainty
and visual ambiguity in re-ID by selecting the most dis-
tinctive video clips from incomplete or noisy pedestrian
image sequences. You et al. [76] proposed a pushing distance
learning model that utilizes pushing constraints to match
pedestrian characteristics in videos. The model also selects
distinguishing features to differentiate individuals, address-
ing the issue of fuzzy inter-class differences in re-ID tasks.

(2) Deep learning methods
A typical video-based re-ID system in deep learning

approaches consists of three components: an image-level
feature extractor, a temporal modeling approach for aggre-
gating temporal information, and a loss function [54]. For
example, McLaughlin et al. [54] used a convolutional neu-
ral network (CNN) to extract pedestrian features from each
frame of the video, and then integrated all of the informa-
tion from each frame from the time pool to generate the
overall appearance features of pedestrian targets. Hou et
al. [77] used distinct attention modules to detect different
body sections of pedestrians in continuous frames, obtain-
ing the entire features of identifying the target body and
significantly reducing the calculation amount of the re-ID
model. Aich et al. [78] proposed a decomposition method for
spatio-temporal representation, which learns separate repre-
sentations for the temporal and spatial aspects, leading to
improved performance of the re-ID baseline architecture. Bai
et al. [79] proposed the integration and distribution module
(IDM), which aims to broaden the attention region and inte-
grate features in the feature space. The method can provide a
more comprehensive feature description and help to enhance
the discriminative ability of pedestrian re-ID systems. Yao
et al. [80] modeled the semantic relationship between local
blocks of pedestrians in video frames using complementary
information and weighted sparse graphs, which significantly
enhances re-ID performance. Chen et al. [81] used the spatial
relationmodule to detect the salient regions at the video frame
level, avoiding information redundancy across frames and
capturing critical information, increasing re-ID robustness.
Lu et al. [82] employed the time series of bone information to
describe the high-order correlation between different areas of
the body, improving the robust representation of re-ID based
on temporal and spatial characteristics.

In conclusion, traditional methods in video-based pedes-
trian re-ID primarily focus on feature extraction and distance
metrics. For example, You et al. [76] utilized pushing dis-
tance to learn discriminative features by matching pedestrian
feature in videos. On the other hand, deep learning meth-
ods extract feature representations from videos through
end-to-end learning. For instance, Yao et al. [80] modeled
semantic relationships in video frames usingweighted sparse
graphs and complementary information, which enhances re-
ID performance. As a result, deep learning methods have
an advantage in modeling and exploiting temporal informa-

tion and usually achieve better performance in most cases.
However, traditional methods still have certain advantages
in specific scenarios, particularly when dealing with smaller
scale datasets or lower quality data. Therefore, the selec-
tion of an appropriate algorithm should be comprehensively
considered based on the specific application scenario and
requirements.

Classification of research directions

In recent years, re-ID technology based on deep learning has
advanced significantly, yielding a plethora of technological
techniques and directions for a wide range of application sce-
narios. This section focuses on several essential technologies,
such as feature areas, attention mechanisms, pedestrian’s
postures, and building countermeasure networks, according
to various study directions.

Feature region-based pedestrian re-ID method

The feature region-based re-ID method divides the input
pedestrian image into horizontal stripes or several homo-
geneous parts. This allows for efficient observation of the
different values of each partitioned feature after segmenta-
tion and accurate localization of each part by optimizing the
content consistency of the segmented region. This approach
has demonstrated robustness in handling partially occluded
pedestrian images and pedestrian images with small-scale
changes in pose in the previous studies [19, 20, 83–85].

However, the aforementionedmethods have limitations as
they do not adequately consider global and partial occlusion
of a pedestrian, as well as pose misalignment. Consequently,
they are sub-optimal when it comes to re-ID matching in
arbitrarily aligned pedestrian image selections. This suggests
that there may be challenges posed by large pedestrian pose
variations and unconstrained automatic detection errors.

The feature region-based re-ID approaches are addressed
in three scenarios based on the aforementioned concerns and
challenges: horizontal stripe partitioning, local feature, and
local–global feature collaboration.

(1) Horizontal stripe partitioning
In early re-ID techniques, learning local features is per-

formed and computed by algorithms that manually produce
partitioned features. For example, Gray et al. [19] utilized
image segmentation to extract texture and implemented color
features in re-ID tasks. This approach helps capture fine-
grained texture details and color characteristics, enhancing
the accuracyof re-ID. Similar partitioningmethods havebeen
used in many studies [20]. Fu et al. [86] employed the pyra-
mid pool method to acquire feature stripes at various scales, a
crucial aspect in enhancing feature robustness for re-ID tasks.
This approach accurately segments pedestrian body features
andmitigates the issue ofmisalignment. Zhu et al. [87] solved
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inaccurate detection in re-ID by employing adaptive fringe
and foreground thinning for robust pixel-level partial align-
ment.

Researchers have made significant efforts in terms of
strategic methods and partitioning algorithms in the deep
learning-based approach to horizontal stripe partitioning.
These methods are largely summarised below.

(1) Automatic localization-based approach: Li et al. [88]
used multi-scale convolution to obtain local background
information of pedestrians. The method combines the global
and local body part representation learning process into a
unified framework, which solves the re-ID problems such as
background confusion. Sun et al. [43] enhanced the uniform
segmentation in the part-based convolutional baseline (PCB)
network. By accurately positioning the pedestrian body parts
in the image, this method improved the performance of the
re-ID task.

(2) An attention-based approach: The attention mech-
anism to construct aligned [89–91] feature regions are
achieved by suppressing background noise and enhancing
the feature representation of discrimination regions. How-
ever, these methods cannot play their full role in explicitly
locating semantic parts. Therefore, both Liu et al. [92] and
Zhao et al. [93] implemented the model to decide the focus
location by itself through an attention mechanism embedded
in the network, which enriched the final feature representa-
tion of pedestrian images. In addition, efforts have beenmade
to improve re-IDaccuracyby local blockmatching [94].Ning
et al. [95] obtained the distinctive features of diversity and
discrimination in the image through the difference of atten-
tion to improve the performance of the re-ID model.

(3) Additional semantic-based approaches: Many stud-
ies employ additional semantic methods to accurately locate
body parts based on positions or postures [15, 96, 97]. Their
aim is to achieve pixel-level alignment, allowing for the
depiction of characteristic areas in re-ID tasks. Inspired by
the twin neural network, Yi et al. [98] introduced the depth
measurement learning method, which utilized a double CNN
to divide the target pedestrian’s image into three parts. This
method enhances the accuracy of the re-ID model by evalu-
ating the similarity between two images. Kalayeh et al. [99]
proposed a pedestrian analysismodel that integrates semantic
analysis of individuals into the re-ID task, thereby improving
the performance of re-ID.

Each of these three approaches has a specific purpose in
overcoming the challenges in pedestrian re-ID. The auto-
matic localization-based algorithms addresses the problems
associated with background confusion, while the attention-
based algorithms emphasizes the discriminative power of
discriminative regions. In addition, the semantic-based algo-
rithms focus on precise localization and feature representa-
tion of body parts to make re-ID more accurate.

(2) Local features
Local features are similar to horizontal stripes, which

extract features from a certain area in the image and finally
fuse multiple local features as the final feature. Some deep
convolutional neural network (DCNN) models [98] use rigid
body parts to obtain local features of pedestrians, thus
improving the robustness of re-ID. From another point of
view, local features can also be obtained by other methods.
For example, Wang et al. [100] combined global features
with local features and used local features to focus the global
information in the original image. By capturing more fine-
grained pedestrian features in the global information, the
model can improve the accuracy of the re-ID task. Zhang et al.
[101] coded the local parts of pedestrians and added a feature
refinement layer, improving the re-IDmodel’s discrimination
ability. Xie et al. [102] employed a convolutional product to
capture local similarity features in body and face images.
This approach refined these features to calculate the final
similarity, successfully incorporating facial clues into re-ID
tasks. On the other hand,Xi et al. [103] introduced a powerful
global feature called comprehensive global embedding. This
approach enhances the differentiation of local areas within
the global feature map, enabling the re-ID model to extract
more fine-grained local features.

Local maximum occurrence features can obtain the hor-
izontal occurrences of local features [20] to analyze and
maximize their occurrences to represent the re-identified
images. As shown in Fig. 6, local features refer to feature
extraction of an image’s area. Finally, multiple local features
are fused to obtain the final features.

Generally speaking, these algorithms show different
strategies for using local features, such as combining global
and local information, refining local features, merging key
clues, or using powerful global representation. Each method
plays a vital role in enhancing the distinguishing ability and
accuracy of the re-ID model.

(3) Local global feature collaboration
A lot of researchwork focuses on learning the global char-

acteristics of re-ID [46, 104, 105]. Some recent studies study
global features by designing loss functions. For example,
Zheng et al. [104] enhanced the performance of the re-ID
model by jointly training verification loss and classification
loss during model training. This approach effectively uti-
lized re-ID annotations to improve model performance. To
obtain global image features, Hermans et al. [105] introduced
a complex negativemining strategywith triple selection. This
method can help to learn a more robust image representa-
tion and improve the accuracy of the re-ID task. Yang et al.
[106] proposed a two-branch CNN architecture to capture
both global and local features of pedestrians. By combin-
ing these features with the triple loss function, this method
improves the learning efficiency of re-ID tasks.
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Fig. 6 Common methods of
local feature division: a stands
for horizontal pooling. The
process is to divide feature maps
horizontally and then pool to
obtain local features of blocks; b
Represents grid feature. The
process is to take the
C-dimension feature of each
pixel in the feature maps of
H×W×C as a grid feature.
Finally, there are H×W grid
feature vectors; the dimension
of each vector is the number of
channels C

(a)

(b)

Su et al. [107] developed a pose-driven deep convolutional
model that enhances robust feature representation from local
and global images using cues from pedestrian body parts.
Themodel provides amore reliable solution for re-ID tasks in
complex scenes. At the same time, Li et al. [88] improved the
performance of the re-ID task by superimposing multi-scale
convolution and background-aware mechanisms to extract
robust pedestrian global and local features.

In summary, different algorithms in feature region-based
pedestrian re-ID methods have adopted their unique strate-
gies to enhance performance. For instance, Zheng et al. [104]
and Yang et al. [106] both focused on jointly training the loss
functions to improve re-ID performance. However, Zheng et
al. [104] emphasized the joint training of verification and
classification losses, utilizing the labeled information in re-
ID. In contrast, Yang et al. [106] introduced a dual-branch
CNN architecture to capture global and local features of
pedestrians and train the model using a triplet loss function.
This approach leverages the combination of global and local
features to enhance learning efficiency.

Generally speaking, the strategies of jointly training loss
functions, introducing complex negative mining strategies,
extracting multi-scale features, and utilizing pedestrian body
part cues have all contributed to the performance improve-
ment in pedestrian re-ID. Selecting the appropriate algorithm
based on specific application requirements and scenarios can
enhance the accuracy and robustness of pedestrian re-ID.

Pedestrian re-ID method based on attention mechanism

Recent research has shown that the application of attention
learning in re-ID tasks can enhance re-ID features, suppress
irrelevant features, and improve the robustness of re-ID tasks.
By focusing on important local features, attention mecha-
nisms can overcome issues such as occlusion and LR [89,
108–110] in pedestrian re-ID, thereby improving accuracy
and efficiency.

This section classifies attention-based re-ID methods
into structured attention and multiple attention mechanisms.
Also, it divides attention mechanisms into temporal and spa-
tial attention mechanisms according to the different attention
focuses.

(1) Structured attention
Some studies have found that developing well-structured

patterns in the global network environment can be challeng-
ing. This is because one of the characteristics of the attention
mechanism is to learn by convolution with a limited number
of acceptance domains.

One approach to tackle this issue is to utilize a large-scale
filter [111] in the convolution layer. This enables the filter to
correspond to distinct body parts of pedestrians, thus offering
valuable information on the structure of the pedestrian body
for the re-IDmodel. Another solution involves increasing the
network size to enhance the re-IDmodel’s performance. This
can be accomplished by stacking deep layers [112], thereby
enabling the model to learn more intricate and discrimina-
tive features. Wang et al. [112] improved the re-ID model by
adding convolution layers to the attentionmodule, enabling it
to capturemore background information and enhance robust-
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ness against noise labels. At the same time, Li et al. [113]
enhanced the diversity and distinguishability of parts in re-
ID by incorporating an attention module into the end-to-end
coding and decoding structure.

(2) Multi-headed attention mechanism
To improve the comparability and stability of attention

learning in the network model, multi-head attention tech-
nology is often used. For example, Ye et al. [60] used
multi-headed attention to enhance the characterization of
contextual relationships between visible and infrared pedes-
trian re-ID channels. This method improves the robustness
and re-identification ability of the re-ID model for noisy
images by learning different local features. Li et al. [114]
proposed the harmonious attention CNN model to optimize
pedestrian feature representation in images. By combining
soft pixel attention and hard region attention, this model
improved re-ID performance for individuals in misaligned
images. He et al. [115] used a multi-headed attention mech-
anism to address long-distance dependence. It is able to
capture more key feature information in pedestrian images
and improve the accuracy and robustness of the re-ID task.

(3) Temporal attention and spatial attention mecha-
nisms

Regarding the re-ID problem, attention mechanisms can
be classified into two types based on their attention focus on
features in the model: temporal attention mechanisms and
spatial attention mechanisms. The binary mask is consid-
ered a type of spatial attention that can assist the model in
extracting the region of interest. Song et al. [14] improved
the performance and robustness of the re-IDmodel by focus-
ing on pedestrian regional features and modeling the video
sequences in time. In video-based re-ID problems, apply-
ing the temporal attention mechanism is more suitable. Li
et al. [110] proposed a spatio-temporal attention model that
effectively tackles the challenge of unaligned and occluded
pedestrian regions in re-ID video sequences by fusing image
features and temporal attention mechanisms. As shown in
Fig. 7, Yan et al. [116] generated a multi-attention network
by spatial division of features and dynamic weight distribu-
tion, which improved the distinguishing ability, robustness
and representation ability of re-ID method.

Based on the attention mechanism, we can obtain the
following summaries for pedestrian re-ID algorithms: (1)
Structured attention-based algorithms primarily aim to cap-
ture well-structured patterns in the global network context
by employing large-scale filters and increasing the network
size. (2) Multi-head attention techniques, through the use
of multiple attention heads, help improve attention learning
and feature representation. (3) Temporal and spatial attention
mechanisms address challenges related to temporal dynam-
ics and spatial localization, respectively.

Fig. 7 Feature attention network based on re-ID for generating different
levels of features in [116]

Pedestrian re-ID method based on pedestrian pose

Based on local features and attention mechanisms are
two important components of re-ID technology. However,
extracting features and matching pedestrian from pedes-
trian’s images are more difficult because of various pose
changes and different shooting angles in the data set.

The pose-based method effectively learns feature repre-
sentations by combining the overall structure of the global
image with various local parts. It helps overcome the chal-
lenge of pedestrian feature deformation caused by pose
changes. In the context of re-ID research, this section focuses
on the pose-based classificationmethod,which addresses two
main aspects: the misalignment problem and the pose varia-
tion problem.

(1) Misalignment problem
The solvable approaches proposed bymost of the research

work for problems in positional misalignment can be broadly
classified into two categories: matching [94, 117] and posi-
tional attention mechanisms [70].

(1) Matching:Matching strategy and classification can be
considered the critical points of matching-based approaches.
Different definitions of matching components and corre-
sponding matching strategies have been proposed to solve
the location misalignment problem. These methods can be
summarized as reconstruction-based matching [94, 117] and
set-based matching [118].

Matching based on reconstruction involves generating and
reconstructing a local featuremap from thewhole imagewith
the same pedestrian identity. For example, He et al. [117]
proposed a method that utilizes FCN to reconstruct a cor-
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responding size local feature map, improving the similarity
and accuracy in re-ID tasks.

The matching method based on set does not need the
explicit alignment operation of feature space, and it regards
the occluded re-ID as an integrated matching task. Jia et al.
[118] calculated the similarity between pedestrian image pat-
tern sets by introducing the Jaccard similarity coefficient as
a measure, improving the re-ID task’s robustness in chaotic
scenes.

He et al. [117] and Jia et al. [118] addressed the misalign-
ment problem in re-ID using different methods. The former
focuses on reconstructing local feature maps, while the latter
utilizes set similarity to address related issues. The choice
of strategy may depend on the specific feature of the dataset
and the nature of misalignment.

(2) Location attention mechanism: By learning relevant
attention, the method based on the attention mechanism
tackles the problem of location mismatch. The strategies
for dealing with positional misalignment based on attention
mechanisms can be described as clustering-based [70] and
self-supervised [119] techniques, according to the important
points in learning attention.

The primary way cluster-based approaches supervise
attention learning is by generating pseudo-labels through
clustering. Specifically, Zhu et al. [70] tackled the problem
of location mismatch in re-ID by introducing cascaded clus-
tering. It generates pedestrian site pixel-level pseudo-labels
step by step and uses them to guide site attention learning.
This approach effectively resolves the issue of pedestrian
positionmismatch in re-ID. Sun et al. [119] defined rectangu-
lar regions on the global image and extracts random patches
within these regions. By assigning region labels to each pixel
within the patches, it captures fine-grained information and
improves re-ID accuracy.

The above two algorithms provided different strategies
for handling the misalignment problem. The former tack-
les misaligned pedestrian locations by introducing cascaded
clustering. The latter improves re-ID accuracy by capturing
fine-grained information within random blocks of the global
image. The choice of method may depend on the availability
of annotated data and the desired level of supervision.

(2) Pose problem
Due to the restricted accuracy of the posture estimation

algorithm and the effects of elements, such as occlusion,
lighting changes, and complicated backgrounds, the pose
estimation technique may need to be improved. Su et al.
[107] proposed an enhanced end-to-end feature extraction
and matching model, which can represent and match pedes-
trian imagesmore accurately and improve the performance of
re-ID tasks. Gu et al. [120] generated adversarial networks
by feature extraction to learn pose-independent pedestrian
feature representations. This approach is able to reduce
the computational cost and improve the similarity match-

ing accuracy of the same pedestrian in the re-ID model.
Also, Qian et al. [121] improved the robustness and re-
identification performance of the re-IDmodel using synthetic
images to learn depth features that are not affected by changes
in pedestrian pose. The network model is shown in Fig. 8.

Pose-based methods aim to create more distinguishable
pedestrian pose features by considering pose variations,
thereby enhancing the robustness of the re-ID model in
complex conditions. For example, Su et al. [107] captured
discriminative cues of pedestrian parts in images by extract-
ing enhanced features. Gu et al. [120] utilized a feature
extraction generative adversarial network to learn pose-
independent representations. Both algorithms attempt to
improve feature representation by incorporating pose infor-
mation or learning pose-invariant representations. The choice
of method may depend on the balance between accuracy and
computational efficiency.

Generative adversarial network-based pedestrian re-ID
method

Using the re-ID method based on deep learning mentioned
in the previous part of this paper, can solve the problems
of occlusion and dislocation in re-ID. However, the per-
formance of the same method on different data sets is
inconsistent. Most of these problems can be enhanced by
improving GAN correlation method, thus reducing the prob-
lem of model over-fitting caused by domain gap.

One major challenge in current GANs’ research is
the quality of sample generation, with or without semi-
supervised learning. Researchers are actively working on
improving the network or model [122] to enhance the out-
put quality of generated samples. For this reason, Zheng et
al. [21] proposed a simple semi-supervised method. This
approach used the original training set and enhanced the
discriminative power of the re-ID model by combining the
generated unlabeled data with the labeled training data.

Second, data annotation in the context of re-ID is both
expensive and tedious, as it requires assigning identity labels
to each pedestrian bounding box in the input images. Two
factors have contributed to recent advances in this area: (1)
the availability of datasets for large-scale re-ID efforts [22].
(2) Pedestrian embedding learned using CNNs [123]. Nev-
ertheless, the number of images per identity is still limited.
Therefore, it is essential to use additional data to avoidmodel
over-fitting. To mitigate the risk of over-fitting, Zheng et al.
[21] suggested employing GANs for generating unlabeled
data and incorporating label smoothing regularization in the
unlabeled dataset. This approach effectively reduced the bur-
den and costs associated with data annotation in re-ID tasks.

In addition, Zhao et al. [124] added training data to the
generated image samples by jointly training GAN and re-ID
models, which solved the problem of insufficient re-ID data.
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Fig. 8 Schematic of PN-GAN
model [121]. Generator: given
an input pedestrian image and a
target pedestrian image
containing pedestrian with the
same ID but different poses, the
generator will learn the pose
information in the target pose
and generate the pose
information. Discriminator:
designed to learn whether an
input image is real or fake (i.e.,
binary classification task)

Zhang et al. [125] proposed a comparison learning frame-
work that utilizes the camera center of mass as a clustering
agent, which reduces the correlation between the camera
and the features, thus improving the accuracy and robust-
ness of the re-ID task. There are similarities and differences
between these approaches. First, both methods offered effec-
tive solutions to key challenges, but with different focuses.
The former emphasized addressing the issue of insufficient
data, while the latter focused on achieving unsupervised re-
ID and reducing correlation. The choice of which method
to use in addressing the problem may depend on specific
application requirements and data conditions.

Consequently, GAN-based algorithms in pedestrian re-
ID show great promise in overcoming the challenges related
to data scarcity, domain gap, and over-fitting. By generat-
ing synthetic data and incorporating advanced regularization
techniques, these algorithms provide a means to effectively
utilize data and reduce the reliance on extensivemanual anno-
tation, thereby contributing to improved re-ID performance.

Weakly supervised learning classification

Supervised models are able to achieve high accuracy using
training data with labeled identity information for model
training. In contrast, weakly supervised models use train-
ing data with weakly supervised signals for training, such
as bounding boxes or image-level labels, for feature learn-
ing and matching. In this subsection, we categorize weakly
supervised learning into two subcategories: unsupervised
learning and semi-supervised learning.

Unsupervised learningmethod

While, early unsupervised re-IDmainly learns invariant com-
ponents, i.e., dictionaries [126], metrics [127], etc. Deep

unsupervised re-ID can be summarized into the following
two categories.

The first category is unsupervised domain adaptation. It
uses transfer learning to improve unsupervised re-ID [49,
53, 128], i.e., learning re-ID models from labeled source and
unlabeled target domains. Zheng et al. [129] suppressed the
appearance of noisy samples by clustering the confidence of
the pseudo-label assigned to each sample obtained, thus mit-
igating the effect of noisy labels during the re-ID training
process. Zhong et al. [49] obtained association information
between the source and target domains by sampling train-
ing pairs using camera invariance and domain connectivity.
The method improves the accuracy and generalization abil-
ity of the re-ID model in the target domain. Zheng et al. [53]
proposed the group-aware label transfer (GLT) algorithm. It
supports online interaction and mutual promotion of pseudo-
label prediction and representation learning. This approach
effectively narrows the gap between unsupervised and super-
vised re-ID performance. Dai et al. [130] used a hybrid
mechanism based on voting, which made the source domain
network maintain the distinguishability of each domain fea-
ture and improved the correlation between the source domain
and the target domain of the re-ID data set. He et al.
[131] introduced a pseudo-label refinement method aimed
at improving the consistency of the re-ID model and elimi-
nating the influence of noise. Zheng et al. [132] dynamically
generated pseudo-labels of online samples through hierarchi-
cal clustering, which accurately reflected the true semantics
of unlabeled samples and achieved better pseudo-labels and
re-ID accuracy. Dai et al. [133] proposed a self-paced con-
trastive learning framework. At its core is the continuous and
effective supervision provided by the hybrid memory model
under dynamically changing categories. Themodel improves
the performance and adaptability of re-ID through effective
supervision and adaptive training. The model is shown in
Fig. 9.
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Fig. 9 The self-paced
contrastive learning framework
proposed in [133]

The second category is pure unsupervised learning [134–
136]. Fan et al. [134] proposed a progressive unsupervised
learning (PUL)method that transferred pre-trained depth rep-
resentation to the invisible domain, improving the accuracy
of re-ID through enhanced distinguishing features. Yang et
al. [135] proposed a weighted linear coding method as an
unsupervised method to learn multilevel descriptors from
the original pixel data, which made the re-ID task have
good robustness and uniqueness. Lin et al. [136] treated
each sample as a cluster and employed a gradual group-
ing process to generate pseudo-labels by grouping similar
samples together. This approach reduced the computational
cost of the re-ID task and enhanced its accuracy. Li et al.
[137] proposed an asymmetric comparative learning method
guided by clustering. It improved the clustering results of
unsupervised re-ID by learning discriminant features based
on the clustering outcomes. Chen et al. [138] proposed to
replace traditional data augmentation methods with gen-
erative adversarial networks, which generated augmented
views for contrastive learning with improved performance
on id-sensitive re-ID tasks. Si et al. [139] addressed the
re-ID task by considering unsupervised instance-level and
clustering-level feature relationships. This method generated
pseudo-labels for heterogeneous images using clustering and
improved feature relationships by reducing inter-modal dif-
ferences with instance-level constraints. Chen et al. [140]
proposed a data expansion and label assignment strategy that
enhances the specificity of each semantic feature domain,
leading to more reliable pseudo-labels in re-ID.

Semi-supervised learningmethod

Several research works on semi-supervised studies on re-ID
[134, 141–143]. Yang et al. [141] explored the comple-
mentary information shared by multiple cores to effectively
combine the multi-core embedding technology into the
semi-supervised framework, greatly enhancing the re-ID
performance. Huang et al. [142] used pseudo-regularized

labels in a semi-supervisedmanner to enhance the correlation
between the generated data classes in re-ID and the real data
classes. This not only improves the robustness of the gen-
erated data, but also improves the performance of the re-ID
model. Xin et al. [143] proposed a semi-supervised feature
representation framework by introducing more unlabeled
data for semi-supervised learning. This method can improve
the robustness and generalization of pedestrian feature rep-
resentation, resulting in more accurate re-ID cross-camera
matching under different environmental conditions.

In summary, in the aforementioned unsupervised domain
adaptation algorithms, some methods improve accuracy and
alleviate the issue of noisy labels through clustering and
pseudo-labeling.Othermethods achieve high-accuracy re-ID
results by selecting training samples based on camera invari-
ance and domain connectivity to bridge the gap between the
source and target domains. Pure unsupervised learning algo-
rithms enhance clustering results and feature relationships
through progressive grouping, clustering-guided contrastive
learning, and instance-level constraints. They may also uti-
lize generative adversarial networks to generate reliable
pseudo-labels and enhance the generalization capability of
re-ID models. Semi-supervised approaches further leverage
limited labeled data and a large amount of unlabeled data to
improve re-ID performance. Future studies can explore fur-
ther integration and cross-pollination of these algorithms to
achievemore accurate and scalable pedestrian re-ID systems.

Differences in loss functions

The approaches described above can solve the re-ID problem
in a variety of instances. However, the algorithm’s advance-
ment is mostly apparent in the design of the loss function,
which serves as a guide in the overall network optimization.
According to the distinct loss functions, this section is sep-
arated into representation-based and metric-based learning
approaches.
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Representation-based learning method

Representation learning (RL)-based approaches are com-
monly used for re-ID [20, 83]. Although re-ID aims to make
the network model learn the similarity between pairs of
images, the representation learning-based approach does not
directly consider the similarity between images when train-
ing the network model. Still, it treats the re-ID task as a
classification problem or a validation problem.

(1) Classification of losses
Multi-classification problem networks generally use the

softmax function as the last layer of the neural network and
then calculate the cross-entropy loss or identity loss.

Cross-entropy loss: Crossover entropy loss is generally
present in both binary and multi-classification problems. It
captures the difference between the predicted probabilities of
the network models, which in turn can measure the effective-
ness and performance of different classifiers. Typically, we
use yi j to indicate whether the i th sample belongs to class j .
yi j has only two values: 0 or 1. If the output is 1, it belongs,
and vice versa, if it is 0, it does not. Moreover, pi j denotes
the probability value that the i th sample is predicted to be the
j th class, and takes the value range [0, 1]. The expression
of cross-entropy loss is

Loss = 1

N

N∑

i=1

yi j log
(
pi j

)
, j = 1, 2, 3, . . . ,C, (8)

where N denotes the number of samples and C represents
the total number of categories. In [84], images are fed into
a classifier consisting of a fully connected (FC) layer and a
softmax function in a PCB network and performed classifica-
tion prediction. ThePCBnetwork is optimizedbyperforming
the sum of cross-entropy losses of ID prediction. Wu et al.
[144] proposed a multicenter softmax loss to correct for head
camera bias, improved the performance of the re-ID model
by improving the discrimination of camera samples using a
center mining strategy.

Identity loss: Identity loss treats re-ID as a classification
task. Given an input image xi labeled yi , the predicted proba-
bility of xi being identified as class yi is encoded by a softmax
function, denoted by pi, j . The expression for identity loss is

Lid = −1

n

n∑

i=1

log (p (yi | xi )) , (9)

where n denotes the total number of training samples in each
batch, and identity loss has been widely used in existing
methods [43, 92].

In [19], the network is jointly trained using identity loss
and verification loss, allowing the network to learn a fused
feature representation that combines both the pedestrian’s

identity information and visual features. This network can
automatically extract features suitable for re-ID tasks and
can be used to perform re-ID on new images during the test-
ing phase. Wei et al. [85] combined an identity loss function
and an online complex mining triplet loss function as a base-
line learning objective. This learning objective is applied to
dual-stream network for learning re-ID features and aims to
improve the identifiability of the re-ID baseline.

(2) Verification loss
Verification Loss (VL) optimizes the pairwise relationship

between images, i.e., input a pair of pedestrian images and
let the network learn whether these two images belong to the
samepedestrian, equivalent to a binary classification problem
(yes or no).

We use p(δi j | fi j ) to denote the probability that the input
pair (xi , x j ) is identified as δi j (0 or 1). The verification loss
of cross-entropy is

Lveri (i, j) = −δi j log
(
p

(
δi j | fi j

))

− (
1 − δi j

)
log

(
1 − p

(
δi j | fi j

))
.

(10)

Verification loss is frequently paired with the identity loss
function to improve the performance of a model or network
[89, 93].

Huang et al. [17] used classification/identification loss
and verification loss to train the network, whose network
schematic is shown in Fig. 10. The network input comprises
several pedestrian images, including the classification and
verification subnet.

The classification subnet predicts the IDs of the images
and calculates the classification error loss based on the pre-
dicted IDs. The verification subnet fuses the features of two
images to determine whether the two images belong to the
same pedestrian, essentially equal to a binary classification
network.After trainingwith enough data, a test image is input
again, and the network will automatically extract a feature
used for the re-ID task.

Today, there is still a large amount of work based on repre-
sentational learning methods, and representational learning
has become an essential baseline in the field of re-ID. Rep-
resentational learning methods are more robust, and the
training process is more stable.

Metric-based learningmethod

Many metric learning methods have also been applied to the
re-ID problem in deep learning [145]. For example, the out-
put feature vectors from the same pedestrian in the network
are closer than those from different pedestrian. These met-
ric learningmethods mainly include local fisher discriminant
analysis [145] and marginal fisher analysis [104].

Different from representation learning, metric learning
aims to learn the similarity between two images through neu-
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Fig. 10 Deep re-ID network
framework [17]

ral networks. Define a mapping

f (x) : RF → R
D, (11)

where RF is the image space, RD is the feature space, and
f (x) is the network model we want to learn.
The images are mapped from the original domain to the

feature domain, after which a distance metric function is
defined as follows:

D(x, y) : RD × R
D → R. (12)

This distance metric function calculates the distance
between two feature vectors.

European distance:

dI1,I2 = ‖ f I1 − f I2‖2 . (13)

Cosine distance:

dI1,I2 = 1 − f I1 · f I2
‖ f I1‖2 ‖ f I2‖2

. (14)

Because the distance function is continuous, training an
end-to-endnetworkmodel is possible. There are several types
of learning loss functions, the most common of which are
contrast loss, ternary loss, improved ternary loss, and quadru-
ple loss.

(1) Contrastive loss
It improves the pairwise relationship of images or data.

The relative two-by-two distance comparison with the
expression is improved by contrastive loss

Lc = yd2I a,I b + (1 − y)
(
α − dIa,I b

)2
+ , (15)

where dI1,I2 ‖ f I1 − f I2‖2 is the Euclidean distance and
(Z)+ denotes max(z, 0).

Several variants of the form such as the softmax-based
form of the contrastive loss function called InfoNCE used

in [146] to describe the similarity of the dot product met-
ric. The contrastive loss function can also be based on other
forms [147, 148], such as marginal-based loss and variants
of NCELoss, which effectively improve the performance of
re-ID algorithm. Zhao et al. [149] proposed a two-layer con-
trastive learning framework, which increased the robustness
of the re-ID model by mining inter- and intra-instance simi-
larities to reduce repulsion due to differences in the instances.

(2) Triplet loss
The triplet loss function is a loss function that is more

widely used in current re-ID networks and is commonly used
in face re-ID tasks. The advantage of the ternary loss is detail
differentiation, i.e., when two input images are extremely
similar, the ternary loss can model them based on the details
of the images. The triplet loss with boundary parameters is
represented as

Ltri (i, j, k) = max
(
ρ + di j − dik, 0

)
, (16)

where d() means the Euclidean distance between two sam-
ples. To solve the optimization problem of the triplet loss
function, some methods [12, 105] obtain various informa-
tion utilizing ternary mining, and the basic idea is to select
informative triplet losses [105]. In particular, to reduce the
triple loss of no information [12]. As a result, the ultimate
fusing of the loss functions of each level in each step acceler-
ates the training of the re-IDmodel. Liu et al. [150] improved
the accuracy and robustness of the re-IDmodel by combining
triple loss with sampling training in the metric feature space.
Hermans et al. [105] moderated positive mining with weight
constraints is introduced to train the robustness of CNNs for
re-ID, giving the re-ID model better generalization ability.

To learn more distinguishing features, Cheng et al. [123]
proposed an improved triple-state loss function that balances
inter- and intra-class constraints and L2 parameter distances
by addingweights. This allows the re-IDmodel to learn richer
feature information. Zhu et al. [151] proposed combining the
new supervision signals with the original softmax loss for
pedestrian re-ID. As shown in Fig. 11, there are two stages
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Fig. 11 CNN training model
based on the combination of
softmax and Center loss [151].
K adjusts the weight of the
center loss, K ∈ [0, 1]. If
K = 0, only the softmax loss is
used to train the CNN model,
while larger values of K
emphasize the compactness of
feature vectors

for [151]: (1) During the training process Fig. 11a, pedes-
trian images are processed through aCNN to generate feature
maps. Then, these feature maps are fed into fully connected
layers (FC7 and FC8) to generate feature vectors represent-
ing pedestrian identities. Finally, the hybrid loss function
(combining softmax loss and center loss) is used to train the
CNNmodel with enhanced discriminative power. During the
back propagation process, the weights are updated to further
enhance the feature extraction capability of FC7. This pro-
cess aims to optimize the network model by adjusting the
weights and improving the prediction accuracy. (2) During
the testing process Fig. 11b, image feature maps are used as
input to the CNN and propagated forward to FC7. The pur-
pose of FC7 is to extract better feature representations for
accurate prediction.

(3) Quadruple loss
To further enrich the triplet supervision, Chen et al. [152]

proposed a quadruplet depth network, each containing one
anchor sample a, one positive sample p, and two mined
negative samples n1, n2. Where n1 and n2 are the IDs of
two different pedestrian images. The quadruple loss is rep-
resented as

Lq = (
da,p − da,n1 + α

) + (
da,p − dn1,n2 + β

)
+ , (17)

where α and β are the normal numbers set manually and usu-
ally set β less than α. The former term is called a strong push,
and the latter is called aweak push. Quadruple depth network
mainly produces a strong push between positive samples and
negative samples, because it can make the intra-class vari-
ance smaller and the inter-class variance larger.

Comparison of characterization of learning andmetric
learningmethod

Representational learning andmetric learning have their own
characteristics. Ye et al. [60] combined the different roles
of representation learning and metric learning in the train-
ing and testing phases to continuously optimize the network.
The advantage is that the network can learn both the distance
metric of the feature space and the knowledge of identity
classification in the training phase, thus improving the per-
formance of re-ID. In the testing phase, identity classification
can be performed by extracting features and using the trained
classifier.

Differences in application scenarios

The future application scenarios of re-ID in smart cities will
encounter various challenges. The above methods proposed
in this paper can effectively solve the problems encountered
in multiple scenarios. According to the application of dif-
ferent scenes, this section is divided into occlusion scene,
cross-resolution, cross-modal scene, and dressing change
scene.

Occlusion scenarios

In real-world re-ID applications, pedestrians often get par-
tially or completely occluded while passing through surveil-
lance cameras. This occlusion hinders the capture of com-
plete pedestrian information by the surveillance devices.
Consequently, handling such noisy information has become
a significant challenge in the field of re-ID. The strategies for
processing noisy information are classified as noise-assisted
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models [15, 153, 154] and noisy attention mechanism [119,
155, 156].

(1) Noise-assisted models
Auxiliary model-based strategies are focusing on iden-

tifying associated noise and suppressing noise creation.
These methods can be further categorized into pose-based
[15, 154] methods and resolution-based [6, 153] methods
based on the type of supplementary model used. The pose-
based approach utilizes an external pose estimation model
to predict pose information, effectively separating valuable
information from occlusion noise. In particular, the tech-
nique described in [153] improves the matching rate in re-ID
by selectively matching unobstructed pedestrian body parts
using attitude estimation data.

Similarly, ACSAP [154] used the confidence of attitude
estimation to determine the visibility of the horizontal seg-
mentation part of the image, which improves the stability of
the re-IDmodel.Wang et al. [157] proposed a feature erasure
and diffusion network to enhance re-ID model robustness by
generating accurate occlusion masks and diffusing visible
features. Zhang et al. [158] introduced an attitude change
perception method using learned attitude transfer images
and models for identity re-ID, addressing pedestrian atti-
tude variations. Shi et al. [159] utilized advanced semantic
information to alleviate occlusion issues in re-ID by mining
non-occluded areas through attribute feature unwrapping.

The resolution-based methods [153] to suppress noise
occlusion are achieved by employing a parsing mask esti-
mated by an artificial parsing model. Specifically, TSA [6]
utilized the external analysis output from dense pose estima-
tion [160] to guide the learning of visible regions, thereby
suppressing pedestrian-blocked areas in images and generat-
ing a visible signal. It improved the performance of the re-ID
task by improving the accuracy and robustness of the model
for pedestrian identity in the presence of occlusion. Lin et al.
[153] used an analytic mask as a query in the self-attention
mechanism to reduce the occluded noise in the image. The
method improves the robustness and overall performance of
the re-ID model for occlusion situations.

In the mentioned algorithms, both ACSAP [154] and TSA
[6]methods utilized the results of an external pose estimation
model to guide the learning of visible regions and suppress
occlusion noise.On the other hand, Zhang et al. [158] focused
on enhancing the model’s perception of pose variations by
learning pose-transformed images. These methods aim to
address noise issues in re-ID and improve the robustness
and accuracy of the models. However, there are some dif-
ferences among these methods. ACSAP [154] emphasized
the use of confidence from pose estimation to determine vis-
ibility, while TSA [6] suppressed occlusion noise through
parsing masks. On the other hand, Zhang et al. [158] focused
on learning pose-transformed images to improve re-ID accu-
racy under pose variations. The choice of which method to

use may depend on specific application requirements, data
conditions, and the importance placed on pose variations and
occlusion noise.

(2) Noisy attention mechanism
The attentionmechanism-based approach does not require

additional information. According to the key points andmain
ideas of the attention learning process, the solutions to the
noise problem based on the attention mechanism can be
broadly summarized as data enhancement [119, 155, 156]
and relationship-based methods [161].

(1) Data enhancement: To achieve the goal of exclud-
ing noisy occlusions, data enhancement methods [7, 155,
156] can be used to train the network and the model. This
allows the network and the model to focus on the unoccluded
pedestrian body parts in the images. Zhuo et al. [156] con-
structed an occlusion simulator, which used random blocks
(patches) in the background of the source image as occlu-
sion to solve the partial occlusion problem in the re-ID.
VPM [119] extracted regional features from input images
and assigns corresponding regional labels, improving the
discrimination ability of the identification task. Hou et al.
[162] proposed a spatio-temporal complementary network
(STCnet) to recover the appearance of the occluded parts and
accurately used spatio-temporal information to improve the
performance of video-based re-ID. Xu et al. [163] proposed
the visibility graph for computing the similarity of visible
regions in two images. This method used the feature set of K
nearest neighbors to recover complete features, addressing
the loss of pedestrian information caused by noise interfer-
ence and occlusion during feature matching.

(2) Relationship-based approach: The relationship-based
method reduces occlusion interference by mining relation-
ships between regions, refining extracted features. Specif-
ically, OCNet [161] leveraged grouped convolutions and
attention mechanisms to extract region features and uti-
lized relational weights to refine these features, suppressing
occluded or irrelevant information in the images. This
approach contributed to enhancing the performance and
robustness of re-ID models. Somers et al. [164] used target
body part-based features and attention maps to obtain fine-
grained information about pedestrians, making the masked
re-ID task more efficient.

In summary, when dealing with occlusion scenarios, aux-
iliary noise-related algorithms can leverage additional infor-
mation or models to improve re-ID performance, but they
may require more complex computations and information
integration. On the other hand, noise attention mechanism
algorithms are more flexible and simple, as they do not
require additional information, but their effectiveness may
be limited in complex noise scenarios. Therefore, selecting
the appropriate method based on specific application scenar-
ios and requirements is important.
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Cross-resolution scenarios

Recent research shows that some methods can alleviate the
influence of pedestrian posture change, background noise,
and partial occlusion on feature extraction and matching to
a certain extent. However, due to the camera performance
and the difference between the camera and the interested
pedestrian, the captured pedestrian image usually has differ-
ent solutions.

Many pioneering methods have been proposed [165] to
explore and develop the common feature representation
space of HR and LR images. Later, several research works
were designed [166, 167], and super-resolution (SR) technol-
ogy was introduced into the cross-resolution reconstruction
problem.

For example, Jiao et al. [166] combined SRCNN and re-
ID networks into a frame as a resolution restoration module,
significantly improving the quality of LR images in re-ID.
Ledig et al. [167] and Cheng et al. [123] improved the re-ID
framework by incorporating an SR recoverymodule based on
SR-GAN, optimizing the system for enhanced performance.

Some approaches employ GANs to refine the frame-
work further. Specifically, Wang et al. [66] improved the
image quality using SR-GAN in a cascaded structure. This
method enhanced the performance of identity re-ID and
improved the accuracy and stability of re-ID. Li et al.
[67] developed a GANs’ network that addressed cross-
resolution reconstruction in re-ID. This approach utilized
improved adversarial learning to recover lost information
from LR images, improving re-ID performance. Recently,
Cheng et al. [168] optimized the joint SR re-ID framework,

improving compatibility between sub-networks by leverag-
ing the knowledge of the image SR and re-ID association.
This improved the image quality and the accuracy of fea-
ture extraction, further enhancing the performance of re-ID.
Zhang et al. [169] improved re-ID efficiency by introducing
an attention mechanism that restored the resolution of LR
images, reducing the feature distribution gap between LR
and HR images.

In summary, the utilization of SR techniques and GANs
has shown promising results in mitigating the challenges of
cross-resolution re-ID. These algorithms effectively enhance
the quality of LR images and bridge the gap between LR and
HR feature representations. By integrating SR-GAN mod-
ules or attention mechanisms, the generated HR images or
restored LR images provide more discriminative informa-
tion for accurate re-ID. Therefore, the integration of SR and
GAN-based algorithms enhances the discriminative power
of LR images and reduces the gap in feature distributions.
However, further research is needed to address challenges
posed by pose variations, occlusions, and camera differences
to achieve more robust and accurate re-ID results in real-
world scenarios.

Cross-modal scenarios

Unlike occlusion and multi-resolution situations, cross-
modal re-ID task refers to the matching problem of different
types of personal data, so cross-modal re-ID is more chal-
lenging and practical than general re-ID work. The main
cross-modal scenarios are shown in Fig. 12.

Fig. 12 Illustration of re-ID using mutli-modal and LR pedestrian data
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(1) Visible-IR pedestrian re-ID
In the application of real-life scenes, an urgent problem

to be solved is the re-ID problem captured across visual and
infrared modes.

Early research mainly focused on two methods:
representation-based learning and metric-based learning.

(1)Representation-based learningapproach: Thismethod
emphasizes the development of a practical network model
framework capable of capturing shared features between
two distinct modal images and comparing their similarities.
To solve the two problems of inter-modal and intra-modal
changes across modes, Li et al. [9] solved the problem of
re-ID changes under different modes by embedding mode-
specific information into a shared public space using an
independent CNN.

Previously, Karianakis et al. [8] minimized the cross-
modal differences by exploiting the sample similarity in
each modality. This method allowed better integration and
understanding of information from different modalities, thus
improving the overall performance and accuracy of multi-
modal re-ID systems. In addition, Ye et al. [62] transformed
two different modes into the same space by measuring
specific modes, improving the discrimination and modal
invariance of the re-ID method in complex scenes. Sun et al.
[43] extracted robust pedestrian features by considering the
intrinsic relationship between RGB images and IR images.
This method improved the feature consistency and robust-
ness in cross-modal cases, thus enhancing the accuracy and
performance of re-ID. Gong et al. [170] tackled color trans-
formation over-fitting in re-ID by fusing contour and color
features using a local transformation attack method.

(2) Metric-based learning approach: This method aims
to learn the similarity between two input images through a
depth network or model. Chen et al. [10] incorporated the
traditional cross-entropy loss and focused on samples that
span different modalities but belong to the same property,
improving the effectiveness and feature generalization of the
cross-modal re-ID task. Liu et al. [65] introduced a feature
learning framework for cross-modal re-ID that effectively
handles cross-modal and intra-modal changes. This approach
improved the accuracy of the cross-modal re-ID model by
incorporating identity loss into the framework.

(3) Inter-modal based approach: Compared with the
representation-based andmetric-based learningmethods, the
GAN network can solve the problem of the significant dif-
ference between modes. For example, to effectively reduce
the differences between modes, Wang et al. [171] solved
the remarkable modal differences between RGB and IR
images by distinguishing mode-specific features frommode-
invariant features. Similarly, Dai et al. [172] improved the
performance and robustness measurement of re-ID methods
by combining features from different modalities and lever-
aging the advantages of each modality, enabling it to better

adapt and identify targets in different environments and con-
ditions. Hao et al. [173] minimized inter-modal differences
and maximize cross-modal instance similarity for improved
cross-modal re-ID discriminability. Liu et al. [174] proposed
a memory-enhanced one-way metric learning method that
enhances cross-modal correlation andmitigatesmodal differ-
ences, addressing the cross-modal re-ID problem. Alehdaghi
et al. [175] bridged RGB and IR modalities using interme-
diate virtual domains to provide additional information for
deep re-ID models.

In summary, future research can explore the combination
and integration of these algorithms to improve the accuracy
and robustness of visible-IR re-ID. For example, the com-
bination of representation-based learning and metric-based
learning methods can be explored to capture shared features
and learn inter-modal similarities effectively. Additionally,
addressing challenges such as pose variations, occlusions,
and modal differences caused by different cameras remains
crucial to achieve accurate and robust visible-IR re-ID results
in real-world scenarios.

(2) Pedestrian re-ID based on depth image
In the task of cross-modal re-ID, pedestrian skeleton infor-

mation and body shape characteristics are captured by depth
images, which provides the possibility for re-ID in poor
light, changing clothes and blurred scenes. Haque et al. [7]
enhanced the robustness of re-ID models to variations in
viewpoint, lighting, and pose by leveraging the motion fea-
tures and shape contours of individuals in images, along
with the combination of CNN and recurrent neural networks
(RNN). Some methods [176, 177] are dedicated to combin-
ing RGB images and depth image information. For example,
Yang et al. [176] combined the appearance features of RGB-
based images with the estimated depth features, which can
more effectively reduce the number of features caused by
complex background noise in the images.Karianakis et al. [8]
effectively solved the problems of small scale and poor train-
ing efficiency of deep re-ID data set using the shallow shared
parameters of re-IDmodel between two different modes.Wu
et al. [178] employed an end-to-end RGB-D identification
module to reduce the difficulty of re-ID in different modes,
effectively narrowing the gap between two heterogeneous
images.

These algorithms all pay attention to the pedestrian skele-
ton information and body shape characteristics in the depth
image in cross-modal re-ID to solve the problems of insuffi-
cient illumination, changing clothes and blurring the scene.
However, there are some similarities and differences between
these methods. For example, Haque et al. [7] combined CNN
and RNN to deal with different visual angles, illumination,
and posture changes, while Yang et al. [176] reduced the
influence of complex background noise by combining RGB
appearance features and depth features. Karianakis et al. [8]
dealt with the re-ID problem in different modes by shar-

123



Complex & Intelligent Systems (2024) 10:1733–1768 1755

ing parameters, while Wu et al. [178] used the end-to-end
RGBD re-ID module to narrow the gap between heteroge-
neous images. The choice of these methods may depend on
the specific application requirements, data conditions, and
the degree of attention to different issues.

(3) Text-image pedestrian re-ID
The matching problem between RGB images and text

descriptions canbe addressedby re-ID textwithin the images.
By utilizing the Gated Neural Attention model (GNA-RNN)
of an RNN, shared feature learning between pedestrian pic-
tures and text descriptions can be achieved [9]. The principle
of this approach is to enable end-to-end training for text-
to-pedestrian image retrieval. It achieves this by leveraging
the feedback of varying weights based on the correlation
between text and image, along with a similarity retrieval tar-
get method. To enhance the semantic correlation between
language and local visual features, Chen et al. [10] improved
re-ID efficiency through global and local image-language
associations, learning global visual features in images. Shao
et al. [179] improved re-ID performance by employing
a multi-modal shared dictionary approach. This approach
reconstructed visual and text features and extracted distinct
and semantically consistent features for bothmodes, enhanc-
ing re-ID accuracy.

In future research, it would be beneficial to further explore
the fusion and integration of multi-modal information. For
instance, jointly modeling depth images, RGB images, and
textual information to capture comprehensive pedestrian fea-
tures and semantic information. Additionally, addressing the
challenges arising from modal differences, such as light-
ing variations, pose variations, and occlusions, is crucial
to improve matching and cross-modal re-ID performance.
Furthermore, investigating more efficient and robust model
training and optimization methods to handle large-scale
datasets and challenges in real-world scenarios would be
valuable.

Cloth-changing scenes

In the above scenario, most assumptions are based on the fact
that pedestrian will keep their dress [43, 120] in the short
term. However, if we want to re-ID a pedestrian for a long
time, the problem of changing clothes is inevitable. Because
of the critical role of dress re-ID in intelligent monitoring
systems [176, 180], it has attracted more and more attention
in recent years.

Extracting clothing-independent features is the key to
solving the core problem of dressing-based re-ID. There-
fore, Barbosa et al. [35] separate pedestrians’ appearance
and structure information from RGB images and regard the
structure information as a feature unrelated to clothing, bring-
ing a new research direction for the re-ID method. Fan et
al. [180] used radio frequency signals to extract more per-

sistent pedestrian features. The algorithm captured unique
features associated with pedestrian identity and was capable
of coping with long-term surveillance or re-ID needs across
time periods. Jin et al. [181] integrated gait re-ID technol-
ogy as an auxiliary task in combination with the image re-ID
stream. This approach facilitated the learning of representa-
tions that are independent of wearing, enhancing the overall
performance of image re-ID. Gu et al. [182] proposed an
adversarial loss based on clothes to help change clothes re-
ID by obtaining features and information from the original
image unrelated to clothes. Hong et al. [183] supplemented
the knowledge of clothes-independent shapes and improved
re-ID performance. Lu et al. [184] obtained the movement
information of pedestrians by fusing gait and appearance fea-
tures, generated robust and discriminating features for better
identity re-ID. Wu et al. [185] used a clothing-independent
spatial attentionmodule to eliminate the interferenceof cloth-
ing appearance, by obtaining information features from the
body resolution module, effectively reducing the compu-
tational cost in the re-ID task. Zhang et al. [186] used a
validation network to calculate the similarity scores between
images. This approach improved the efficiency of the clothes-
changing re-ID task.

However, multi-modal methods need additional models
or equipment to extract multi-modal information. Compared
with the above technology, gait information has stronger con-
sistency and reliability. To keep more time and space data,
Chao et al. [187] regarded gait as a set of independent frames
and used CNN to learn identity information from it, which
was robust to pedestrian re-ID from different perspectives.
Fan et al. [188] proposed a time-based partial gait re-ID
framework, which makes use of the fine-grained local infor-
mation of pedestrians, to improve the re-identification ability
of re-ID. Yu et al. [189] enhanced the accuracy and robust-
ness of re-ID by combining identity loss and triplet loss to
comprehensively capture the biological features of pedestri-
ans.

Many research directions have turned to image-based
clothing re-ID methods based on the above problems. To
enhance the feature learning process, Jia et al. [190] through
the input image’s positive and negative data enhancement,
the feature learning is seamlessly enhanced without addi-
tional information, and the robustness to pedestrian clothing
changes is improved. Cai et al. [191] proposed a multi-
scale mask-guided attention network that can better capture
the details and crucial features of pedestrians, enabling
accurate re-identification of pedestrians under different envi-
ronments and pose variations. Yu et al. [192] provided a
semi-supervised clothing-invariant feature learning frame-
work to generate images of clothing changes. This method
implemented through discriminative embedding learning of
clothing-simulating generative response networks, reducing
the reliance of the re-ID model on pedestrian clothing.
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In summary, some algorithms attempt to extract clothing-
independent features fromRGBimages by separating appear-
ance and structural information and using the structure
information as features unrelated to clothing for re-ID. On
the other hand, some algorithms leverage other modalities or
techniques, such as radio frequency signals and gait re-ID
to extract more persistent and clothing-independent pedes-
trian features. Additionally, there are algorithms that enhance
the robustness to clothing changes by enhancing the feature
learning process or utilizing global and local attention mech-
anisms.

Comparative analysis of different types of
pedestrian re-IDmethods

To extract features, the global feature approach involves feed-
ing a pair of images into a convolution network or model.
This method is practical, straightforward, and efficient. Still,
it is easily impacted by noisy samples and background noise.
Therefore, the global feature technique is now almost exclu-
sively employed with other methods and is practically only
utilized with others.

The local feature approach aims to extract critical infor-
mation about the pedestrian in the image and fine-grained
information about the image. However, it is incapable of
involving the global semantic details of the image com-
prehensively. Currently, researchers process the image with
horizontal chunking and horizontal partitioning, then align
the pedestrian’s various parts locally, and combine themwith
global features.

The image feature-based method employs diverse seman-
tic information from the image, aswell as visual features from
the bottom, middle, and deep levels, to efficiently distinguish
distinct pedestrians without being impacted by changes in
illumination and perspective.

Video feature-based approaches, on the other hand, can
extract rich pedestrian spatial dimension information, optical
flow information, and time information fromvideo sequences
or through the use of models such as CNNs. Nevertheless,
it takes time and consumes a large amount of hardware
resources during the training stage.

Theperformanceof supervised re-IDmethods is approach-
ing saturation. Researchers’ attention has shifted to weakly
supervised re-ID approaches, particularly unsupervised re-
IDmethods based on unclassified data, which lessen reliance
on labeled data and make them more relevant and practical.
Unfortunately, the influence of cheap background noise sam-
ples and the low performance of related algorithms led to the
model’s poor performance.

In general, cross-resolution re-ID methods involve intro-
ducing images with varying resolutions into the network for
matching. More specifically, low-resolution images are con-
verted into high-resolution images using either supervised or

adversarial learning techniques. This method results in the
introduction of additional noise information. Nonetheless, it
improves the quality of the appearance data that the images
contain.

The cross-modal re-ID approach is a popular topic in cur-
rent research, primarily addressing the issue of cross-modal
pedestrian feature matching. However, the model’s perfor-
mance needs to be improved, because features with mode
discrimination properties are difficult to extract and are often
influenced by unknown factors such as noisy samples.

The attention mechanism is commonly used in re-ID
tasks, and its primary goal is to strengthen distinguishing
traits while suppressing irrelevant ones. In re-ID tasks, RNN
models are typically integrated with attention mechanisms,
and attention mechanisms are employed to process specific
regions with high resolution. The aim is to process certain
image areas and retrieve critical information for associated
regions while ignoring irrelevant information.

The GAN network can handle image complementation
problems, which provides an image complementation solu-
tion to the partially occluded re-ID challenge. GAN can also
help with sample generation, and its adversarial training dis-
crimination model eliminates the difficulties of loss function
design,making it useful in unsupervised and semi-supervised
learning domains. The GAN network, on the other hand, is
difficult to train and prone to model collapse and gradient
disappearance.

In Table 7, we present nine classical forms of pedestrian
re-ID methods, and characterise their relevant mechanisms,
advantages, limits, and applicable scenarios, based on the
preceding analysis description.

Algorithm comparison and visualization
results

Algorithm comparison

To provide a more visual overview of the re-ID algorithm
models discussed in Section“State-of-art methods for pedes-
trian re-identification” , in Table 8, we show their usage on
various datasets, including Market-1501 [2], MSMT17 [30],
CUHK03 [22], PRID [29], MARS [32], and DukeMTMC-
reId [21]. Table 8 also includes performance resultsmeasured
by metrics, such as mAP and Rank-1. The comparison and
analysis of the typical algorithms in Sect. 3 are as follows:

(1) As a first remark: both PPLR [193], and PLCC [194]
are unsupervised learning-based re-ID algorithms that gen-
erate pseudo-labels utilizing clustering, but the methods
applied in improving pseudo-labels are different. First, when
calculating the similarity between pseudo-labels or features,
PPLR uses a k-nearest neighbor search method to generate a
similarity ranking between global and local features by con-
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sidering the complementary relationship between global and
local features. PLCC evaluates the similarity between t − 1
generation and t-generation pseudo-labels by a clustering
consensus approach.

Furthermore, the PLRR uses a cross-protocol score-based
system to remove noise from pseudo-labels. PLCC uses tem-
poral propagation and contained pseudo-labels to refine the
pseudo-labels but ignores the essential fine-grained infor-
mation in the images. Because the PLRRmethod utilizes the
fine-grained critical details in the pictures, PPLRoutperforms
PLCC on the datasets Market-1501 and MSMT17.

(2) As a second remark: BothMGCAM [14], and DLPAR
[93] are local representation-based pedestrian re-ID algo-
rithms. MGCAM is the first to use a binary mask approach
to make features more robust and to augment the CNN,
while DLPAR learns features by re-ranking on the ResNet-
50 model, MGCAM’s mAP and Rank- on dataset CUHK03
1 accuracy scores on dataset CUHK03 are at least 10% bet-
ter than DLPAR. On dataset Market-150 MGCAM learns
features from body and background regions separately using
RGB-M as input and a mask-guided contrastive attention
mechanism, while DLPAR only partitions body parts, so
MGCAM’smAP andRank-1 accuracy scoreswere improved
by at least 3% over DLPAR.

(3) As a third remark: SPGAM [196] migrates the source
domain data to the target domain in an unsupervised manner.
Still, the training and test sets have overlapping categories,
ignoring the discriminative label information mining in the
unlabeled target domain.

MAR [195] proposed a softmulti-label learningmethod to
guide the unpaired label learning discriminatory information
in the graph library and mines the unlabeled target data in
the discriminative information. Hence, MAR performsmuch
better than SPGAM onMarket-1501 andMSMT17 datasets.

(4) As a fourth remark: Both AdaptiveGraph [198] and
MGH [197] algorithms are video-based pedestrian re-ID
methods, differing in that AdaptiveGraph requires additional
pedestrian pose information to construct the adaptive graph
and ignores long-term temporal dependencies by only con-
sidering correlations between adjacent frames in the video.

The main improvement of the MGH framework is the
hypergraph learning mechanism, which captures the depen-
dency of spatio-temporal cues and learns more critical
information by adding an attention module and mutual infor-
mation loss. Therefore, MGH outperforms AdaptiveGraph
on the datasets PRID and MARS.

(5) As a fifth remark: Both LSP [70], and P2-Net [96] are
improved algorithms for fine-grained information of pedes-
trians in images. LSP generates pseudo-labels of pedestrian
parts by clustering, while P2-Net captures potential local
features by extracting binary pedestrian part masks and self-
attentive mechanisms.

Because the error-prone semantics extracted by the pre-
trained model on the Market-1501 and CUHK03 datasets
can significantly degrade the performance of the differ-
ent semantics-based approaches, LSP performs well on this
dataset, demonstrating that the learned semantic part outper-
forms the external semantic part in terms of robustness.

Visualization results

We selected five classical unsupervised re-ID algorithms in
Sect. 3, and trained them on the unlabeled Market-1501 data
set. The training data results of these algorithms are shown in
Fig. 13. The experimental result shows that after 30 epochs,
the training accuracy tends to be flat.

In general, the longer the training period, the higher the
re-ID effect and accuracy. However, this does not imply that
lengthening the training period will increase model perfor-
mance. It is also affected by elements such as learning rate,
model network, parameters, and other variables.

In addition,we shown the visualization results of the above
algorithm or model or method on the Market-1501 data set
from Figs. 14, 15, 16, 17, and 18.

Future prospects and challenges

Although re-ID work has flourished as a result of deep learn-
ing, there are still numerous hurdles to overcome and various
research goals that must be addressed in the future.

Challenges

(1) Semi-supervised, unsupervised modeling studies
Thewide applicationof unsupervised and semi-supervised

learning reduces the dependence on dataset labeling and
facilitates the expansion of datasets. The future research
directionof semi-supervised learning should focus on extract-
ing discrimination pedestrian features using less annotated
and more unannotated datasets. GAN technology can be
combined with unsupervised learning to reduce the cost of
labeling. When some unlabeled data are used, the effective
featuremapping space of target can be found by unsupervised
learning. The transformation problem of different scenes can
be overcome by joint transfer learning, which makes the re-
ID problem more efficient.

(2) A cross-modal pedestrian re-identification study
The variation between different modalities not only com-

plicates the acquisition of images in datasets, but also
presents a significant challenge for the application of re-ID
tasks in real-world scenarios, which must be able to auto-
matically process data and images with varying resolutions,
modalities, environments, and domains. As a result, it ismore
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Fig. 13 Performance of
different models on the
Market-1501 dataset

(a) Query (b) Ture (c) Ture (d) Ture (e) Ture (f) Ture

Fig. 14 Visualization results of PPLR [193]

(a) Query (b) Ture (c) Ture (d) Ture (e) Ture (f) Ture

Fig. 15 Visualization results of PLCC [194]

vital to create a network and model that can withstand and
adapt to various cross-domain circumstances.

(3) A study on changing clothes for pedestrian re-
identification

At present, the critical points of the re-ID task to iden-
tify pedestrians are mainly focused on features, such as the
face, body part information, posture, and clothes. However,
in practical scenarios, it is likely to include the same pedes-
trian wearing different clothes, and current research on this
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(a) Query (b) Ture (c) Ture (d) Ture (e) Ture (f) Ture

Fig. 16 Visualization results of STS [199]

(a) Query (b) Ture (c) Ture (d) Ture (e) False (f) Ture

Fig. 17 Visualization results of O2CAP [200]

(a) Query (b) Ture (c) Ture (d) Ture (e) False (f) False

Fig. 18 Visualization results of PLI [201]

situation still relies heavily on the face, gait, and spatial polar
coordinate transformations as well as physical appearance to
solve this problem, which may be unstable in practical appli-
cations.

Further research on re-ID techniques for individuals who
alter their clothing may address this issue through additional
discriminatory indicators (e.g., 3D models, etc.).

(4) Characteristic expression improvement
Extracting more critical feature expressions is the key to

solving the character-heavy re-ID task. In addition, additional
semantic information such as chronological order also facil-
itates more detailed feature representation, and models can
be trained using better quality and larger datasets, which can
help themodel extract more valuable feature representations.
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(5) Pedestrian detection combined with pedestrian re-
identification

Existing re-ID tasks build datasets by cutting and labelling
video segments from surveillance recordings to acquire
pedestrian images, which requires extensive preparation.
A distinct re-ID model is insufficient for the application’s
demands in actual and complex settings. Integrating pedes-
trian detection and re-ID has significant scientific value as
well as practical implications for actual application scenar-
ios.

Outlook and applications

In the future application of smart cities, various fields, and
scenarios can employ pedestrian re-ID technology to address
problems and increase the convenience of pedestrian’s lives.

(1) In the scenes of crowded areas such as airports,metro, and
train stations, where the flow of pedestrian is large, there
are many external factors such as pose, object occlusion,
and resolution difference between the images of pedes-
trians taken by cameras. These factors make it difficult
for the extracted pedestrian features to be discriminat-
ing and robust. On the other hand, re-ID accuracy can
be increased by designing a convolution neural network
that incorporates crucial personal information, so that
re-ID can be implemented. This will allow us to use re-
ID technology to efficiently find lost children and older
pedestrian, prevent mishaps involving public safety, and
create a safe environment.

(2) In the realm of cross-modal scene re-ID techniques, the
reliability of color as a factor determining appearance
is questionable. Additionally, the extraction of supple-
mentary information, such as body shape, can impede
the accuracy of pedestrian re-ID. As a result, it becomes
crucial to devise intelligent model constraints or pro-
pose innovative neural network architectures that can
effectively capture and utilize body shape information,
thus enhancing the cross-modal re-ID rate. This aspect
also holds significance in the domain of public security,
enabling the rapid screening of suspicious individuals
and facilitating precise actions against criminal activities
through the application of re-ID technology.

(3) Inmany scenes, it is possible to realize statistics of pedes-
trian flow by strengthening the combination of re-ID
technology and pedestrian detection technology. Fur-
thermore, it is also possible to learn the restoration of
pedestrian flow trajectory, and personnel comparison for
the whole scene, which facilitates real-time manage-
ment and deployment of various terminal resources and
helps relevant departments to deploypedestrian resources
better, improve office efficiency and optimize service
experience.

With the development of intelligent cities and smart
places, the convenience of pedestrian’s lives increases. The
widespread use of re-ID technology in numerous industries
can also contribute to improving city development.

Conclusion

This paper provides an in-depth survey of the most recent
research on deep learning-based approaches for pedestrian
re-ID techniques. It also discusses current methodology
and tools, such as standard datasets, assessment metrics,
advanced pedestrian re-ID techniques, application scenario
analysis, and comparison of various types of pedestrian re-
ID methods. In addition, we point out potential research
directions, such as integrating weakly supervised learning
with neural network strategies, combining pedestrian detec-
tion with re-ID, and including additional crucial cues with
discriminative features such as 3D models. The implemen-
tation of re-ID technology in real-world environments, such
as smart cities, has the potential to facilitate not just the
improvement of technology but also of pedestrian’s quality
of life. To conclude, this paper aims to assist researchers
in gaining a better understanding of deep learning, re-ID
technology, and its applications in some practical scenarios,
hence promoting its progress and development.
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