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Abstract
Driver emotion classification is an important topic that can raise awareness of driving habits because many drivers are
overconfident and unaware of their bad driving habits. Drivers will acquire insight into their poor driving behaviors and be
better able to avoid future accidents if their behavior is automatically identified. In this paper, we use different models such
as convolutional neural networks, recurrent neural networks, and multi-layer perceptron classification models to construct
an ensemble convolutional neural network-based enhanced driver facial expression recognition model. First, the faces of
the drivers are discovered using the faster region-based convolutional neural network (R-CNN) model, which can recognize
faces in real-time and offline video reliably and effectively. The feature-fusing technique is utilized to integrate the features
extracted from three CNN models, and the fused features are then used to train the suggested ensemble classification model.
To increase the accuracy and efficiency of face detection, a new convolutional neural network block (InceptionV3) replaces
the improved Faster R-CNN feature-learning block. To evaluate the proposed face detection and driver facial expression
recognition (DFER) datasets, we achieved an accuracy of 98.01%, 99.53%, 99.27%, 96.81%, and 99.90% on the JAFFE,
CK+, FER-2013, AffectNet, and custom-developed datasets, respectively. The custom-developed dataset has been recorded
as the best among all under the simulation environment.

Keywords Driver facial expression recognition (DFER) · Custom developed datasets (CDD) · Computer vision · Attention
mechanism and DenseNet · FE
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Introduction

In computer vision and artificial intelligence, the facial
expression is a significant and promising field of research
and one of the primary processing methods for intentions
expressed through nonverbal means. When interacting with
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other people, it is impossible to avoid experiencing emo-
tions [1]. They may or may not be visible to the naked eye.
Therefore, trained professionals can detect and recognize any
indication [2] before or after it is expressed if they have
the appropriate tools at their disposal, regardless of when
it occurs [3]. R-CNN and deep learning classifier techniques
are used for emotion recognition. Only a few of the topics
covered in this study are medical [4, 5], human–machine
interfaces [6], urban sound perception [7], and animation
[8]. Several fields, including the diagnosis of autism spec-
trum disorder in children [9] and security [10, 11], are seeing
an increase in emotion recognition technology. To recognize
emotions, various features such as EEG [9], facial expres-
sions (FE) [5, 12, 13], text [14], and speech [15, 16] are
used.

Moreover, due to various factors, including their ease of
recognition, FE features are one of the most well-known
methods of human recognition. The following are some
advantages: (1) they are noticeable and visible; (2) they allow
for the quick and easy collection of large face datasets using
facial expression features; and (3) they contain a large num-
ber of features for emotion recognition [17, 18]. Through
deep learning, specifically CNN-based learnable image fea-
tures [15], it is also possible to compute, learn, and extract
good facial expressions [19, 20]. Experts predict that FE
will become increasingly significant due to advancements
in artificial intelligence technology and the rising demand
for applications in the era of big data. To be effective in
complex environments, such as those characterized by occlu-
sion, multiple views, and multiple objectives, facial emotion
recognition (FER) solutions must be proposed in novel and
innovative ways. The most relevant data collected under
the most favorable conditions at the time of collection is
highly desirablewhen attempting to accurately classify facial
expressions to train a FE classifier [21]. The “golden rule” is
a term used to describe this. Traditionally, a DFER system
will first preprocess the image that will be used as an input
to accomplish this. Face detection is a preprocessing step
included in most peer-reviewed papers and is described in
detail here. The nose and mouth are the most frequently used
facial expression cues, even though numerous human face
regions can be used to cue facial expressions. The cheeks,
forehead, and eyes are just a few other parts of the face that
can cue different types [22] of FE. According to a recent
study, a small amount of data is collected from the ears and
hairs when detecting FE [23].

Accordingly, since the mouth and eyes can detect more
FE than the rest, the computer vision deep learning model
should place the most significant emphasis on these parts of
the face and ignore the others. A CNN framework for DFER
is proposed in this manuscript [24], which is based on the
findings of this study and incorporates some of the obser-
vations made above. Attentional mechanisms, in particular,

are employed to [25] draw attention to the essential features
of the face. Attentional convolutional networks can achieve
extremely high accuracy rates even when using only a few
layers (i.e., no more than 50).

Numerous techniques for extracting features have been
utilized in the literature for recognizing emotions in drivers,
but these techniques restrict the recognition and extraction of
emotions. In addition,most emotion recognition systems rely
on handcrafted features (such as grayscale statistics, RGB
histogram, RGB statistical, and geometrical features) and
traditional machine learning classifiers (e.g., SVM, K-NN,
andNaiveBayes). Themajority ofwork on feature extraction
in recognition systems employs standard methods such as
LPB, HOG, and GLCM. However, handcrafted features are
considered less robust due to their non-invariant nature, and
they extract too many features, which can negatively affect
model training and validation. Some invariant features, such
as SURF, SIFT, and ORB, operate on low-level features such
as edges and corners. Nevertheless, due to the vast number of
images in a dataset, these descriptors may not achieve high
accuracy. Image data have various forms of noise, blurriness,
oversharpening, and unbalanced contrast, which may impair
model training, resulting in low accuracy.

This paper develops a deep learning model based on the
improved Faster R-CNN and deep ensemble classifier for
emotion recognition, along with the ability to observe the
driver’s emotions while driving a vehicle. The Faster R-
CNN model has been improved for detecting the driver’s
face region, and the learning block of the Faster R-CNN has
been replaced with an improved CNN block (InceptionV3),
which improves the accuracy and efficiency of face detection.
The proposed approach canwork in environments where out-
dated and other approaches are deficient with full potential.
The main contributions of this paper are as follows:

• Adetailed systematic study is carried out on driver emotion
recognition in videos and images.

• A custom driver emotion recognition dataset is developed,
where the emotions of 30 drivers were recorded in chal-
lenging environments (illumination and obstacles).

• Face detection was performed using Improved Faster R-
CNN.

• Transfer learning was performed using state-of-the-art
updated CNN models such as DenseNet (201 layers).

• The proposed models were validated using various driver
emotion benchmark datasets, including JAFFE, CK+,
FER-2013, AffectNet, and the custom-developed dataset
(CDD). To improve the accuracy of the model, data aug-
mentation was used to expand the datasets.

The paper is organized as follows: the first section elabo-
rates and explains the introduction of the entire manuscript.
Thenext section explains andhighlights the relatedworkwith
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Fig. 1 Facial appearance and texture feature-based robust DFER frame-
work for sentiment knowledge discovery

regard to current works from different authors’ perspectives.
The third section introduces the methodology and the pro-
posed framework of the research. The fourth section explains
and illustrates the experimental results of the overall research.
Finally, the fifth section concludes the manuscript.

Related work

The six primary emotions: the emotions of pleasure, fear,
hate, sorrow, disgust, and surprise (except neutral) are iden-
tified in [26]. Ekman utilized this concept to create the
facial action coding system (FACS) [27], which became the
gold standard for emotion recognition research. Neutral was
later added to most human recognition datasets as a seventh
fundamental emotion. Figure 1 shows sample pictures of var-
ious emotions from the four benchmark datasets (FER-2013,
JAFFE,CK+, andAffectNet datasets). The primary emotions
are the happy face, angry face, disgusted face, fearful face,
sad face, surprised face, and contemptuous face.

A two-step machine learning methodology was employed
in initial studies on emotion recognition. In the first step, the
image’s attributes are extracted, whereas, in the second step,
classifiers are used for emotion detection. Gabor wavelets
[28],Haar features [29], Texture features linear binary pattern
(LBP) [30], and Edge Histogram Descriptors [31, 32] are
some of the most frequently exploited manual features for
the detection of FE. The classifier then identifies the image
with the most appropriate sentiment. These techniques seem
to be effective onmore specialized datasets. However, posing
significant limitations when applied to challenging datasets
(with greater intra-class variation). To help the reader better
understand some of the problems that images can provide,
Fig. 1 of the first row included an image that only showed
the reader’s eyes or the covered hand or portions of the face.

Numerous firms have made significant advancements in
neural networks, deep learning, picture categorization, and
vision challenges. In [33], Khorrami demonstrated that CNN
could achieve a better accuracy level for emotion recognition.

Moreover, zero-bias CNN’s Toronto Face Datasets (TFD)
and Cohn–Kanade dataset (CK+) for attaining state-of-the-
art results when applied to model human facial expressions.
To construct a model for FE of stylized animation characters,
the authors in [34] trained a network using deep learning and
translated human images to animated faces. A FER neural
network A network with a top layer of pooling, two convo-
lution layers, and four initial layers or subnetworks has been
proposed by Mollahosseini [35]. The authors in [36] inte-
grate the removal and classification of features using a single
recurrent network, highlighting the importance of input from
both components. To achieve cutting-edge CK+ and JAFFE
accuracy, the BDBN Network was utilized.

The authors in [37] implemented a deep CNN on noisy
labeling of authentic images acquired through crowdsourc-
ing. They deployed ten taggers to re-enact each image to
acquire the required precision, with ten tags in their dataset
and numerous costing functions for their Deep Convolu-
tional neural network (DCNN). To improve the spontaneous
recognition of facial experiences, authors in [38] used more
discriminative neurons that outperformed IncrementalBoost-
ing CNN (IB-CNN). The authors of [39] An identity-aware
CNN (IA-CNN) created that uses identity- and expression-
sensitive contrast loss to reduce variation of expression-
related information during identity learning. Similarly, they
have developed a network architecture with a focal model
called end-to-end network architecture [40]. To minimize
uncertainty and avoid unclear face images (caused by label-
ing noise) from overfitting the deeper network, the authors
in [41] devised a quick and efficient self-repair technique
(SCN). SCN reduces uncertainty in two dimensions and
ways: (1) using a self-attention mechanism to weight each
sample ofworkouts in small batcheswith rank regularization;
and (2) by carefully changing these samples in the lowest rank
set. It was identified using an algorithm. In the real world, it is
employed for occlusion changes and posture resistance [42].
They created a new network dubbed the regional attention
network to adequately represent the significance of position
variant FER and face areas in occlusion (RAN). Deep learn-
ing attention networks for the recognition of facial emotions
[43], multi-attention networks for the recognition of facial
expressions [44], and a new review on emotion recognition
using facial appearance [45] are some of the relatedworks for
the recognition of FE. All the works mentioned [46] above
have improved emotion recognition significantly over pre-
vious work. Still, none of these works contains a simple
method for identifying essential face regions to detect emo-
tions. This study [47] suggests a new framework based on a
further attentiveness-coevolutionary neural network to focus
on critical facial areas [48, 49].

The authors of [50] proposed ENCASE to combine expert
features and DNN (Deep Neural Networks) for electro-
cardiogram (ECG) classification. They investigated specific
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Table 1 Performance of deep learning multi-layer feature-fusion methods

Author name Year Methods/algorithms details Dataset Accuracy
(%)

Bolioli [20] 2022 Inter-layer and intra-layer feature-fusion using InceptionV3 and VGG16
CNN architecture

UCM and
NWPU

97.7% and
94.7%

Malakar [57] 2020 Multi-level convolutional neural network (MLCNN) approach by an
ensemble of feature maps from different layers

FER-2013 73.03%

Bacanin [58] 2021 Hybrid multimodal (audio + Video feature data fusion) AFEW 61.87%

Karras [25] 2022 Multi-feature fusion with an ensemble of CNN subnets approach FER-2013 85.19%

Marzouk [38] 2022 Multi-region ensemble CNN (MRE-CNN) approach with feature fusion AFEW and
RAF-DB

47.43% and
76.7%

Dimitrios [42] 2019 Multi-feature fusion of temporal appearance features and temporal
geometry features fusion of local and global

CK + 97.25%

Bhattacharya
[46]

2022 Features with directional local binary pattern (DLBP) and discrete
cosine transform (DCT) methods

CK 97%

applications and applied them to statistics, signal processing,
andmedicine. Then, they developedDNN for automatic deep
feature extraction [51]. They also proposed a new algorithm
to find the most representative wave (called the central wave)
in long ECG recordings and extract the features of the central
wave. Finally, they combined these features and subjected
them to ensemble classification. The authors of [52, 53] pro-
posed a new remote sensing scene classification approach
using a set of robust and independently trained Deep Rule-
Based (DRB) classifiers with different spatial information
levels. Each DRB classifier is a comprehensive parallel set of
transparent and human-interpretable zero-order fuzzy rules
with a prototypical nature. The DRB classifier can be orga-
nized “from scratch” and built upon its structure. Using
pre-trained neural networks as feature descriptors, the pro-
posed DRB ensemble can show human-level performance
through a parallel and transparent training process [54, 55].
Numerical examples on reference datasets show that the
proposed method is more accurate when DRB classifica-
tion creates fuzzy rules for human understanding [56–58].
According to the aforementioned literature review, numer-
ous researchers are working to improve the performance
of current CNN models on real-time facial expression and
DFE datasets, which contain both real-world and lab-trained
images. As a result, a powerful model with deep learning
fusion techniques is required to accurately classify driver
emotions and extract key image features. As a result, in our
research, the author recommends the CNN-based DenseNet
model. Themost recent performance analysis based on recent
research on multi-feature fusion-based methods using deep
learning techniques is shown in Table 1.

The proposedmethodology

The proposed ensemble learning framework involves several
levels of merging different classifiers trained on different
feature sets. Figure 2 illustrates the entire process of the
proposed framework. Specifically, as shown in the feature
preparation layer in Fig. 2, various feature sets are prepared
using various feature extraction techniques. Furthermore, the
feature set obtained by applying a specific method is further
processed by applying various feature selection methods to
obtain various feature subsets. Three state-of-the-art CNN
models, DenseNet, InceptionV3, and Resnet-50 are used to
extract high-dimensional features from the train and valida-
tion set images. The extracted fused features are concatenated
to create a fused features vector. An ensemble classifier is
developed using three state-of-the-art deep learning clas-
sifiers, CNN, gate recurrent unit (GRU), and multi-layer
perception (MLP). The final output is selected by a voting
scheme and assigned a class label predicted by most of the
classifiers. In a real-world scenario, ensemble learning can
be implemented in a more flexible configuration than that
described in Fig. 2. For example, multiple base classifiers
trained on the same feature set can be combined into a pri-
mary integration, then combined with the remaining base
classifiers to form a quadratic integration. In this case, a
secondary integration can be created from each feature set,
and then some, all, or a secondary integration can be com-
bined to create a top-level or even a final integration. The
proposed framework can be viewed as a philosophical strat-
egy for structural thinking and can also be used to solve the
problem of driver emotion recognition. For example, mul-
tiple base classifiers trained on the same feature set can be
combined into a primary integration, then combined with the
remaining base classifiers to form a quadratic integration. In
this case, a secondary integration can be created from each
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Fig. 2 Proposed ensemble classification model for driver emotions recognition

feature set, and then some, all, or a secondary integration can
be combined to create a top-level or even a final integration.
Granular computing can be viewed as a philosophical strat-
egy for structural thinking, but it can also be used to solve the
problem of driver emotion recognition. Each integration can
be conceptualized as a single model in an ensemble learning
framework because it contains multiple classifiers. Images
can be of different sizes, which led to the development of
the concept of particle size. Image size assists in improving
the proposed model performance as it changes the propor-
tion corresponding to the model size. The length and width
of the images and models can vary considerably. Each level
of classifier fusion can be interpreted as a different level of
granularity in the proposed input learning framework.

Threemodels are used in this stage:GRU,MLP, andCNN.
MLP is frequently used to solve problems requiring super-
vised learning and research into computational neuroscience
and parallel distributed processing. The GRU is a type of
RNN that uses lessmemory than long short-termmemory and
considersmore efficient. However, using datasetswith longer
sequences improves the accuracy of LSTM. GRU occasion-
ally has advantages overLSTMthat are greater. Thesemodels
ran on the data from the task of feature fusion and feature
concatenation. Every model also has a distinct architecture
where various tasks are carried out. The next step is to pre-
dict the data in tabular form so that a confusion matrix can be
effectively generated after these models have been fully pro-
cessed. The final stage will involve performing cure graphs
in a simulation environment based on the confusion matrix.

In this stage, three models are used: Gate Recurrent
Unit, Multi-Layer Perception (MLP), and CNN. MLP is
commonly used to solve problems that require supervised
learning and research in computational neuroscience and
parallel distributed processing. The GRU is a type of RNN
that uses less memory than LSTM and is considered more
efficient. However, using datasets with longer sequences
improves the accuracy of LSTM. GRU occasionally has
advantages over LSTM that are greater. These models ran
on the data from the task of feature fusion and feature con-
catenation. Each model also has a distinct architecture where
various tasks are carried out. The next step is to predict the
data in tabular form so that a confusion matrix can be effec-
tively generated after thesemodels have been fully processed.
The final stage will involve performing cure graphs in a sim-
ulation environment based on the confusion matrix.

Several benchmark datasets, including AffectNet, CK+,
FER-2013, JAFFE, and custom-developed datasets, are used
to train the proposed ensemble CNN classifier. It should be
noted that we trained a separate model for each dataset used
in this study. A separate validation and test set are used for
model parameter tuning and performance evaluation. A con-
fusion matrix is an important metric consisting of various
measures such as true positive, false positive, false negative,
and true negative. These measures are used for validating
model performance using the accuracy, precision, recall, and
f1-score metrics.
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Fig. 3 DFER and emotion
detection using an improved
faster R-CNN model

Fig. 4 Driver emotions recognition system CNN architecture

Face detection system

The face detection system allows images to pass through a
specific process of facial recognition and be detected using
the existing dataset. It combines R-CNN and deep learning
methods for images with rectangular regions and schemes
that utilize CNN features. The Faster R-CNN model can
detect objects in two steps. The first step identifies a sub-
set of regions on the target image where an object is present,
while the second step is used to classify those objects in all
regions, as shown in Fig. 3.

The proposed face detector is named “Improved Faster
R-CNN,”which uses the two-step scheme for emotion recog-
nition. In the first step, fully connected layers are applied to
the image in the detector with multiple layers up to the actual
image and the segmented image. The image is placed in the
system, where the dataset checks the image with the corre-
sponding regions and other feature extractions. The position
and expression of the image are matched with the dataset,
and then the detector processes it further for analysis and
recognition. In the second module, the improved Faster R-
CNN is applied to the proposed areas of the images. Figure 3
shows a clear example of the face detection system where
the two images show the actual image named as a test image

Fig. 5 Difference between classification, localization, and segmentation

and the other as a segmented image, the output image. A cus-
tomCNNblock (Inception-V3) replaces the Improved Faster
R-CNN feature-learning block to improve the accuracy and
efficiency of face detection as shown in Fig. 4.

Regional convolutional neural network (R-CNN)

In the image processing stage, the improved faster R-CNN
algorithm uses edge boxes to generate regions of interest.
The proposed scheme then resizes and crops the image to
the appropriate size. The resized region is then processed by
a CNN, which uses features trained by SVM to identify the
size and shape of the image, as shown in Fig. 5.
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Fig. 6 Image augmentation using various image processing techniques

Data augmentation

In computer vision, data augmentation is used with different
approaches, to increase the images in the given dataset by
organizing and analyzing the existing dataset. Using image
processing techniques, a single image is replicated to increase
the quantity of image data that will be effective in com-
puter vision and deep learning-based models for situations
where the original dataset size is small. There are many ways
to improve data, such as by changing the red, green blue
(RGB) colors, using affine transformation, translating, rotat-
ing, adjusting the contrast, adding noise, taking noise away,
changing the blueness, sharpening, flipping, cropping, and
scaling, shown in Fig. 6.

Transfer learning-based on driver emotion
recognition (DER)

Deep learning models are utilized to acquire transfer learn-
ing techniques to improve their performance when applying
these methods to one-to-many challenges. This method has
been used almost solely for object recognition in applications
such as image speech recognition and image recognition in
computer vision [49]. Other applications that have made use
of this technology include. Thismethod has been proposed to
analyze and evaluate the vibrant images placed in the detec-
tor for later evaluation. This approach has been applied to
the training of the benchmark dataset to use a strategy of test
data and augmented data. When the entire dataset is about
to be fully trained, the novel model must be used, whereas
transfer learning does not require the model to be trained for
many epochs. This approach can decrease the computation
burden.

Transfer learning

Transfer learning is the most commonly used for the fol-
lowing processes and steps. Figure 7 depicts the preceding
approach and steps of transfer learning, with each step elab-
orated differently.

The data are loaded into the pre-trained network at the
initial step for further analysis. For the new task, the weight
will be contingent upon the existence of data. After that, the
final layers have to be loaded and replaced with the final
layers in which fewer lanes are used to learn faster. Then
comes the new layer with the train network phases in which
the 100 s of images with 7 s of classes take place. Then,
it proceeds to the next level, in which the prediction and

Fig. 7 Transfer learning workflow
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Fig. 8 Structure of the ResNet block

evaluation of the network for accuracy take place. In the last
stage, the results have to be deployed in which the outputs
are generated accordingly.

Transfer learning in pre-train CNNs

DenseNet

The ResNet structure is given in Fig. 8. In this scenario, the
convolution layers are used by the CNN to be trained and
[48] delivered to the next CNN stage with the increase of the
values in Xi and Hi. In traditional CNN, all the layers are
connected as given in the formula (1), which can go deep
and make the network hard. In this terminology, it may come
across as a gradient vanishing or exploding. After that, by
skipping at least two layers, the ResNet offers an idea to be
employed in some shortcut connections. With some transi-
tions and conditions in which the input is whereas the output
of the convolution layer is which is added with the shortcuts
for the input layers, Therefore, the summative of the output
is what is illustrated in Eq. 2.

After that, DenseNet can revise the model with the
concatenation of the whole feature map accordingly. The
expressions are given in Eq. 3, in which the feature maps
from the past layers are instead of a summation of the out-
put:

xi = Hi (xi−1) (1)

xi = Hi (xi−1)+ xi−1 (2)

xi = Hi
([
x0, x1, x2, . . . , xi−1

])
(3)

where i stands for the index of layer,H denotes the operation
of non-linear, and Xi expresses the features of the lth layer.

The block diagramof theDenseNet is given in Fig. 9.With
the focus on Eq. 3, the DenseNet can offer the concatenation
of the previous maps to the previous layers. This terminol-
ogy states that the maps of features are gathered and directed

Fig. 9 Configuration of the DenseBlock

to one newly generated feature map. The DenseNet, which
is newly designed, can propose advantages such as gradient
vanishing to decrease the problem with the exploding man-
ner, reuse, Etc. However, for the structure of the DenseNet to
become feasible, some of the following changes need to be
made. In which the downsampling is used to create a possi-
ble concatenation. The total given steps are given in Fig. 9,
in which, from left to right, it precedes and increases with
the S + 1. S is the actual module and the other values added
with the module, such as S + 2, S + 2, and S + 4, are the
concatenation maps.

Each layer is linked with another as it makes a total com-
bination of 10 transitions. Figure 10 shows that each map for
generating the S features is included with one of the oper-
ations of H1. The total of 5 layers in which the Sth values
are introduced with each layer from the highest of S0 +
4S, in which the term So denotes the number of features
mapped with the layer of the previous one. In this study, 32
has been kept as the default value of S. Nevertheless, there is
a massive number of inputs to the networks, in which a layer
named “bottleneck” was also introduced for the DenseNet.
The convolution layer designated that layer before the layer
of convolution. That layer has helped decrease the number of
image features with the solution of the cost of computation.
After that, considering the model’s accuracy, a layer named
“transition” is used to reduce the feature maps in the given
procedure. The supposition is given if the S feature maps
are to be generated with the Dense Block with the assump-
tion of the value of the compression factor. Therefore, the
maps of features will have to be minimized. If the value is
so, the number of features on the maps will have to be the
same. Figure 10 shows the relation between Dense Blocks
and Transition Layer.

The overall structure and procedure of the DenseNet have
been illustrated in Fig. 10, in which the input layers, GAP
layers, Dense Blocks, and transition layers have been given
with transitions from one layer to another. With the normal-
ized batch layer, the transition layers consist of these with the
value of convolution layers and the middle layers of pooling
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Fig. 10 Dense Blocks with
relation to the Transition Layer

in which the two are kept in stride. In particular, the value
of GAP is identical to the traditional pooling methods, but
the term GAP has to undergo more powerful features in the
aspect of reduction, which can reduce themap features by the
value. It denotes that the term GAP layers are being reduced
to a single digit as a whole slice.

Features weights optimization

For optimization of the detailed model to train our dataset for
fine-tuning and to pre-train CNNs, we have separately eval-
uated each one. From the result, we have used the DenseNet
pre-train CNNs. The study we propose has the uniqueness to
augment the image. Furthermore, the additional dataset for
the training has been generated with the usage of the tech-
nique of augmentation. To mitigate the overfitting problem,
the data augmentation can be trained during the training with
the collaboration of CNNs models. We have applied some
randomized vertical and horizontal shifts with the extent of
the 10% to the originality dimension in the study. By doing
so, further, the rotation of randomized was fit to 20% which
was applied for the images to train with having a small zoom
of random.

In addition, we rotate the images horizontally to enhance
dataset size. We eliminated all fully connected layers to opti-
mize each network and utilized only the convolutional part
of each model’s architecture. At the final stage of the convo-
lutional layer, we add a global mean polarity layer, followed
by a classification layer with SoftMax nonlinearity. Using
a learning rate of 0.0001 and a speed of 0.90, 50 iterations
of stochastic gradient descent (SGD) optimization are used
to refine the network. In all circumstances, the loss function
is equal to the cross-entropy squared. It is used to alter the
validation set’s hyperparameters. To clarify, each network’s

Table 2 Specification of GPU used for model training

Manufacturer Nvidia

Model model RT X2080T i

Memory 4GBGDDR − 4

Cores 4352

TMUS 272

ROPS 88

Buswidth 352bits

input has a distinct shape. The initial stage in data prepa-
ration entails resizing all photos based on the model input
and saving them in many files of various formats. The same
initialization and learning rate rules are used to train both
models.

Results and discussion

To proposed driver facial expression recognition (DFER)
method has been effectively tested and proven on various
standard datasets for the development of this section. In this
study, we compared the current FER method with the state-
of-the-artmethod, and the data collected as also encompassed
the result of the qualitative and quantitative evaluation. The
proposed systemused two reference datasets. Every dataset is
divided into two sections such as training, and validation sets
randomly. The training sets will be 70% of the datasets and
30% will be for validation sets of each dataset. All simula-
tions are performed under the simulation environment using
the MATLAB R2021a platform contained in the proposal.
All of this is done on a workstation shown in Table 2.
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Fig. 11 Some random images from the FER-2013 dataset

Fig. 12 Seven images from the CK+ dataset [45]

Datasets

Due to funding constraints, workload constraints, time con-
straints, and algorithmperformance evaluation requirements,
most FER researchers rely on benchmark datasets. The
most commonly used normative datasets range from sen-
timent inquiry to evaluation. The benchmark datasets are

the extended Cohn–Kanade (CK+), Japanese Female Facial
Expressions (JAFFE), and FER-2013. In this work, we
used the FER-2013 facial expression dataset [5], CK+ [49],
AffectNet [49], JAFFE [14], and a custom-developed dataset
for DFER, which are among the benchmark datasets used for
DFER. This section will briefly overview the benchmark and
custom datasets used in this work. After that, it will provide
the performance of our models on benchmark datasets along
with a custom-developed dataset and compare the results
with some of the current sound work.

FER-2013 dataset

The ICML-2013 was the first dataset used to represent the
data for emotion recognition based on the existing dataset
[5]. The FER-2013 dataset consists of different images used
to analyze and evaluate the proposed work. A total of 35,887
images were included in this dataset. In which the 48/48 res-
olution was set. The majority of the images were taken in
the real-life scenario field. There are a total of 28,709 images
these images are for the training set, and the 3589 images
are for the test set. With the Google Application Program-
ming Interface (API), the automatically captured datasets
can be retrieved from the Google Image Search. The essen-
tial aspects of facial expression recognition are the sixth or
neutral expressions to be applied to the faces. The dataset
namedFER-2013 is a common aspect of face recognition that
shows low contrast, and facial occlusion ismade in additional
datasets. From this dataset, some pictures are given in Fig. 11.

Fig. 13 JAFFE dataset [46]

Fig. 14 Images from the AffectNet dataset [47]

Fig. 15 Images from the
custom-developed dataset [48]

123



Complex & Intelligent Systems

Fig. 16 DenseNet CNN models based on training and validation, a accuracy and b loss plot for JAFFE original datasets

Table 3 Detailed test accuracy by
class of JAFFE original dataset Class Accuracy Precision Recall F-measure

Happy 100 100 100 100

Anger 100 100 100 100

Fear 95 75 100 84

Disgust 100 100 100 100

Sad 68 59 39 64

Surprise 79 100 44 45

Neutral 100 100 100 100

Average 91.71 90.57 83.28 91.28

Fig. 17 DenseNet CNN model based on training and validation, a accuracy and b loss plot for JAFFE-augmented dataset

CK+ dataset

The dataset named CK+, which is Cohn–Kanade, is a dataset
for facial expression images [45]. It is a publicly available
dataset for recognizing the driver’s facial expressions as an

active unit. It has non-posed and posed expressions in which
the analysis can bemadewith ease. In this dataset, the overall
number of imageswas 593 in an aspect of sequence across the
number of 123 subjects. This sequence’s last framewas taken
from the existing works used for the FER image base. For a
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Table 4 Detailed test accuracy
by class of augmented JAFFE
dataset

Class Accuracy Precision Recall F-measure

Happy 98.99 96.98 98.15 96.97

Anger 97.96 97.99 96.96 97.19

Fear 98.48 96.45 99.92 97.18

Disgust 99.45 98.95 98.93 98.44

Sad 97.78 97.12 97.01 97.10

Surprise 98.49 99.97 98.11 94.17

Neutral 99.49 98.98 98.02 98.90

Average 98.66 98.06 98.15 97.13

Fig. 18 Confusion matrix of JAFFE a original and b augmented dataset

total of seven images, samples are given from this dataset in
Fig. 12.

JAFFE dataset

The JAFFE dataset [59] expresses basic FE in Japanese mod-
els (female). This dataset contains two hundred and thirteen
(213) images of seven different FE. With the addition of the
contempt class in CK+, each dataset has to use seven basic
FE, which are most commonly used. To rate each image,
60 Japanese subjects were rated using 7 FE [46]. Figure 13
shows seven images from the dataset.

AffectNet dataset

AffectNet is one of the largest freely available datasets in the
FER work [47]. AffectNet is a new real-life FE dataset con-
sisting of FE and annotations. AffectNet is an FE dataset of
over 1million facial images collected from the internet. There
are over 1250 emotions from 6 different countries, people
with 3 main search engines—the presence of seven different
EFs (deterministic model) restored images (440,000, dimen-
sional model). AffectNet is the most publicly available EF,
valence, and pacing dataset, enabling investigators to conduct
investigations automatically. FER in two distinct emotional
models. There are two main lines in the hierarchical model.
A deep neural network is used to classify the images and
predict the symmetry and intensity of the simulation. Accu-
racy is based on seven categories (happy, surprised, sad, fear,
disgust, anger, contempt, and neutral) in Fig. 14.

Custom developed dataset (CDD)

In custom datasets, the own mind datasets are created and
used for analysis and evaluation in which the proposed and
the existing datasets are combined for the FE recognition of
the driver [48] in Fig. 15. The deep learning approach filters
and extracts the features from the given custom and state-of-
the-art datasets. In the moving of a vehicle with a duration of
exceeding time, these images have used the expressions of
the driver with the real-time scenario to enhance and cap-
ture the right moment. Each image with the subject will
be tested against the extracted features. Multiple images are
taken from moving vehicles such as the Toyota Land cruiser,
Honda Civic, and Toyota Prius. From these scenarios, every
subject’s data are recorded for up to 10 min each. Every sub-
ject in this study is a driver male with age 25 to 40 in which
some of them have a beard or no beard, and wear a cap or no
cap. As well as the videos were also recorded and evaluated
for recognition in real time in which the obstacles come in a
way, and the light changes as the vehicle moves forwards for
the emotion recognition system. For the analysis and eval-
uation of the DFER, the proposed dataset and benchmarks
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Fig. 19 DenseNet CNN model based on training and validation, a accuracy and b loss plot for CK+ original dataset

Table 5 Detailed test accuracy
by class of CK+ original dataset Class Accuracy Precision Recall F-measure

Happy 98.45 98.55 99 96.29

Anger 99.85 96.15 98 96.77

Fear 98.24 100 98.99 89.33

Disgust 98.07 96.18 99 95.42

Sad 99.99 89 99 96

Surprise 98.7 99.25 99.01 98.15

Neutral 99.89 97.95 96.96 89

Average 99.02 96.72 98.56 94.42

Fig. 20 DenseNet CNN model based on training and validation, a accuracy and b loss plot for CK + augmented dataset

have been trained under the deep learning models with the
custom-made dataset.

Results

TheDFERmethoddescribed abovewas tested and founduse-
ful on several standard datasets used in the development of
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Table 6 Detailed test accuracy by
class of augmented CK+ dataset Class Accuracy Precision Recall F-measure

Happy 99.84 99.56 98.99 99.28

Anger 99.24 99.13 98.92 99.02

Fear 99.85 98.48 98.48 98.48

Disgust 99.92 99.66 99.66 99.66

Sad 99.6 96.64 94.18 95.39

Surprise 99.81 99.51 93 99.27

Neutral 99.84 94 99.84 99.84

Average 99.72 98.14 97.58 98.7

this section. This study also includes a quantitative and qual-
itative evaluation of valid measures of outcomes obtained
from data collection and a comparison of the proposed tech-
niquewith current FER techniques.Amore concrete example
is that the proposed system uses five reference datasets. Each
dataset in the proposed system is randomly split into training
sets and test sets, and the training set is much larger than the
test set.

Experiments on the JAFFE dataset

Experiments on the JAFFE dataset are conducted using a
random hold-out splitting strategy, which yields the most
accurate results. In the first part, 189 images (70%) are
used for training and 24 images (30%) are used for valida-
tion. In the second stage, 6237 training images are added
to the JAFFE-augmented dataset and used to support the
model. 792 images were also used during model validation.
Figure 16a shows an accuracy of 89.2% using the original
JAFFE dataset, while Fig. 16b shows the DenseNet CNN
model validation and training loss plots for the JAFFEdataset
original. The confusion matrices of the original JAFFE
dataset and the augmented dataset are shown in Fig. 18a
and b, while the detailed classification test accuracy of the
original JAFFE dataset is shown in Table 3.

Using the JAFFE-augmented dataset, the accuracy using
the DenseNet CNN model is 98.01%, as shown in Fig. 17a,
while Fig. 17b illustrates the training and model valida-
tion loss graphs DenseNet CNN for the JAFFE-augmented
dataset. Figure 17a and b illustrates the comparative accuracy
and loss of the proposed DenseNet CNN model for the aug-
mented dataset is proportional to the number of epochs,while
the detailed accuracy of the category test for the JAFFE-
augmented dataset is shown in Table 4 (Fig. 18).

Experiments on the CK+ dataset

Figure 19a and b shows the accuracy and loss of the training
and validation of the original CK+ datasets. These studies
were carried out using the random hold-out splitting method.

Fig. 21 Confusion matrix of CK+ a original and b augmented dataset

There are two phases, with the first phase using for original
CK+ dataset, 444 images 70% of the total for the training
sets, using 192 images 30% of the total, for the validation
sets. In the second phase, for the augmented CK+ dataset, a
total of 14,652 training images and 6,336 validation images
are taken. Figure 19a and b illustrates the model training
and validation loss plot based on the CK+ original dataset
to obtain an accuracy of 97.20%. The confusion matrix of
the CK+ original dataset and augmented dataset is shown in
Fig. 21a and b while detailed test accuracy by class of CK+
Original dataset is shown in Table 5.
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Fig. 22 DenseNet CNN model based on training and validation, a accuracy and b loss plot for FER-2013 dataset

Table 7 Detailed test accuracy
by class of FER-2013 original
dataset

Class Accuracy Precision Recall F-measure

Happy 99 98.21 99.85 98.03

Anger 99.1 99 99.56 94.36

Fear 99.97 99.25 99.5 99.45

Disgust 99.78 99.97 99.25 96.25

Sad 99.98 98.99 99.48 99.15

Surprise 99.58 99.89 99.75 99.78

Neutral 99.9 99.58 99.49 96.99

Average 99.61 99.27 99.55 97.71

Fig. 23 DenseNet CNN model based on training and validation, a accuracy and b loss plot for FER-2013 augmented dataset

Figure 20a demonstrates that using the augmented CK+
dataset yields an accuracy of 98.53%, and Fig. 20b illustrates
the model training and validation loss plot for the augmented
CK+ dataset using the DenseNet CNN model while detailed
test accuracy by class of CK+ augmented dataset is shown
in Table 6 (Fig. 21).

Experiments on the FER-2013 dataset

Figure 22a and b shows the accuracy and loss of the orig-
inal FER-2013 datasets for training and validation. These
studies were conducted by randomizing hold-out split. There
are two phases. The first phase was used for the original
FER-2013 dataset, and the second phase was used for the
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Table 8 Detailed test accuracy
by class of augmented AffectNet
dataset

Class Accuracy Precision Recall F-measure

Happy 89.59 98.39 99.65 90.48

Anger 98.96 99.38 90.65 99.36

Fear 99.87 99.01 96.76 91.89

Disgust 98.72 94.99 89.05 91.2

Sad 99.99 98.34 98.25 98.23

Surprise 99.88 96.37 97.7 99.36

Neutral 99.35 99.38 99.32 96.6

Average 98.05 97.98 95.91 95.3

Fig. 24 Confusion matrix of FER-2013 a original and b augmented
dataset

augmented FER-2013 dataset. 23,569 images 70% of the
total, for the training sets, and 10,658 images 30% of the
total for the validation sets. In the second phase, for the aug-
mented FER-2013 dataset used 777,777 training images and
321,691 validation images were collected. Figure 22a and
b illustrates the model training and validation loss plot of
the original FER-2013 dataset by the DenseNet CNNmodel.
The overall accuracy of 99.01% was achieved by utilizing
the original FER-2013 dataset. The confusion matrix of the
FER-2013 original dataset and augmented dataset is shown
in Fig. 24a and b, while detailed test accuracy by class of the
FER-2013 original dataset is shown in Table 7.

99% accuracy is achieved using the FER-2013 augmented
dataset, as shown in Fig. 23a, while Fig. 23b shows the val-
idation loss plot of the augmented FER-2013 dataset using
the DenseNet CNN model while detailed test accuracy by
class of FER-2013 augmented dataset is shown in Table 8
(Fig. 24).

Experiments on the AffectNet dataset

Figure 25a and b illustrates the training and validation accu-
racy and loss of the original AffectNet dataset. These studies
were conducted by randomizing the hold-out split. The first
phase uses 187,807 images which are 70% of the total for the
training sets, while to use of 87,346 images which are 30%
of the total for the original AffectNet dataset, as validation
images. In the second phase, 2,817,105 training images and
1,310,190 validation images were used for the augmented
AffectNet dataset. Figure 25a demonstrates an accuracy of
87.37%, while Fig. 25b shows the training and validation
loss plot for the original AffectNet dataset by the DenseNet
CNN model. The confusion matrix of the AffectNet original
dataset and augmented dataset is shown in Fig. 27a and b
while detailed test accuracy by class of AffectNet original
dataset is shown in Table 9.

The accuracy achieved by the augmented AffectNet
dataset is 96.81% as shown in Fig. 26a and b show the train-
ing and validation loss plot by the DenseNet CNN model
while detailed test accuracy by class of AffectNet augmented
dataset is shown in Table 10 (Fig. 27).

Experiments on the custom-developed dataset (CDD)

These studieswere carried out using the randomized hold-out
splitting method. Furthermore, Fig. 28a and b illustrates the
accuracy and loss of the training and validation of the original
CDD, respectively. In the first phase, 763,880 images 70%
of the total for the training sets are used while the remaining
329,926 images representing 30% of the original CDD are
used as validation images. In the second phase, 5,347,160
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Fig. 25 DenseNet CNN model based on training and validation, a accuracy and b loss plot for AffectNet dataset

Table 9 Detailed test accuracy
by class of AffectNet original
dataset

Class Accuracy Precision Recall F-measure

Happy 86.78 82 80.56 90.48

Anger 90.65 72.56 89.42 80.75

Fear 96.76 89.87 74.94 64.26

Disgust 89.05 90.25 90.65 86.89

Sad 98.25 97.02 90.99 85.66

Surprise 97.7 92.71 80.38 72.89

Neutral 96.41 89.42 92.87 96.6

Average 93.65 87.69 85.68 82.5

Fig. 26 DenseNet CNN model based on training and validation, a accuracy and b loss plot for AffectNet augmented dataset

training images and 2,309,482 validation images were col-
lected for the augmented CDD. Figure 28a and b shows the
model training and validation accuracy and loss plot for the
CDDoriginal dataset, which obtained an accuracy of 98.61%
using theDenseNet CNNmodel. The confusionmatrix of the
CDD original and augmented dataset is shown in Fig. 30a

and b while detailed test accuracy by class of CDD original
is shown in Table 11.

The DenseNet CNN model achieves 99.90% accuracy on
the augmented CDD, as shown in Fig. 29a and b the training
and validation accuracy and loss plots while detailed test
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Table 10 Detailed test accuracy
by class of AffectNet original
dataset

Class Accuracy Precision Recall F-measure

Happy 86.78 82 80.56 90.48

Anger 90.65 72.56 89.42 80.75

Fear 96.76 89.87 74.94 64.26

Disgust 89.05 90.25 90.65 86.89

Sad 98.25 97.02 90.99 85.66

Surprise 97.7 92.71 80.38 72.89

Neutral 96.41 89.42 92.87 96.6

Average 93.65 87.69 85.68 82.5

Fig. 27 Confusion matrix of AffectNet a original and b augmented
dataset

accuracy by class of CDD augmented is shown in Table 12
(Fig. 30).

Statistical tests of the DenseNet model based
on the aforementioned datasets

Descriptive statistics are used to summarize a set of obser-
vations, in order to communicate the largest amount of
information as simply as possible. Statisticians commonly
try to describe the following observations.

1. a measure of location, such as the arithmetic mean.
2. a measure of statistical dispersion.

3. a measure of the shape of the distribution like skew-
ness or kurtosis

The ANOVA test of the DenseNet model is shown in
Fig. 31 while multiple comparison results are presented
in Tables 13 and 14. The DenseNet model using original
datasets is shown in Fig. 32 while augmented datasets are
shown in Fig. 33.

Each cell of the matrix is weighted by its proximity to
the cell in that row containing the strictly compatible item.
This function can calculate linear or square weights using the
original and augmented datasets of the DenseNet model as
shown in Tables 15 and 16.

Comparison of experimental analysis

This study used four datasets: JAFFE, CK+, AffectNet,
and the Custom dataset. The model has been tested and
trained with validation and loss in which the accuracy and
loss have been illustrated. On the datasets mentioned above
and validation with loss and accuracy, we show the perfor-
mance of our proposed DFER model. We briefly discuss our
training approach before we further the evaluation process.
We have tried to keep the architecture and hyperparame-
ters used for testing and training the datasets. To analyze
the weight of the network, we used the Gaussian Random
Integer variables, in which the weight was kept at 0.05
with zero convolution. Also utilized Adam’s optimizer with
the proper rate of 0.005 values. Apart from this, a diverse
optimizerwas also utilized, including theAdamand lowering
the stochastic gradients, which seemed to be more success-
fully obtained as the weight was decreased up to 0.001 value.
For version L2 augmentation, it was used for magnification
purposes. At the FER-2013, JAFFE, CK+, and AffectNet,
our proposed custom-made dataset and the model achieved
the best performance and took 15 days.

On the other hand, our custom dataset has taken only
4 days to accomplish. We have used minor distortions, small
rotations, and reversals to improve the data.We use oversam-
pling for model training on classes with fewer images in the
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Fig. 28 DenseNet CNN model based on training and validation, a accuracy and b loss plot for CDD

Table 11 Detailed test accuracy
by class of CDD original Class Accuracy Precision Recall F-measure

Happy 99.39 96.99 98.25 97.81

Anger 99.58 99.22 99.25 97.65

Fear 96.93 99.99 98.56 98.39

Disgust 99.3 98.37 98.12 98.24

Sad 99.1 98.36 97.01 97.88

Surprise 99.93 99.32 98.53 98.53

Neutral 99.91 99.56 99.37 97.56

Average 99.16 98.83 98.44 98

Fig. 29 DenseNet CNN model based on training and validation, a accuracy and b loss plot for augmented CDD

dataset, which solves the data imbalance problem and leads
to model generalization. Classes can have the same order to
train huge models.

With the use of FER-2013, the other recognition datasets
of DFER are more accessible. Apart from these, in the FER,
with the variation in the internal class of the datasets, the
additional research challenge is the unbalanced nature of

the diverse emotion classes. Emotions such as neutrality and
happiness have more examples as compared to others. The
proposed model was tested and trained using the 28,709
images as input for the set of training images, which were
verified with the validation images of 3500 and tested with
the images of 3589.
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Table 12 Detailed test accuracy
by class of augmented CDD Class Accuracy Precision Recall F-measure

Happy 99.99 99.93 99.98 99.89

Anger 99.93 99.98 99.98 99.91

Fear 99.98 99.96 99.99 99.86

Disgust 99.97 99.99 99.97 99.55

Sad 99.98 99.98 99.97 99.59

Surprise 99.99 99.98 99.88 99.36

Neutral 99.96 99.99 99.89 99.91

Average 99.97 99.97 99.95 99.72

Fig. 30 Confusion matrix of CDD original (a) and b augmented

Using the FER-2013 original dataset of the testing sets,
there has been an accuracy of 99.01% achieved. While
the FER-2013 augmented dataset, the DenseNet model’s
achieved average accuracy is 99.27% under the simulation
environment compared with the benchmark datasets. The
year 2013 was determined with the computation of the out-
comes for our proposed model, which is illustrated with the
current work in Fig. 34 on FER-2013 and the accuracy graph.

We have used 120 images for training the JAFFE dataset,
although 23 images were used for validation purposes for
the JAFFE dataset. We used 70 for JAFFE dataset testing.
The overall accuracy of the JAFFE original dataset is 89.2%.
Compared with benchmark datasets, the model for the aug-
mented JAFFE dataset achieves an accuracy of 98.01.01%,
as shown in Fig. 35.

Fig. 31 Anova test of DenseNet model

Figure 36 represents the proposed dataset with bench-
mark datasets, and all datasets trained by the simulator in
a simulated environment and compared with the benchmark
dataset are limited to 120 images. For validation, the CK+
dataset and other as used 23 and 70 images are used to test the
datasets under the simulation environment. The overall accu-
racy of the CK+ original dataset is 97.30% for an expanded
dataset, while the augmented CK+ dataset obtained 98.53%.
The proposedmodel obtained better accuracy comparedwith
state-of-the-art datasets under the simulation environment,
which are given in Fig. 36.

In this scenario, the validation for the AffectNet dataset
uses 23 images, and 70 images are used for training the
datasets under the simulation environment. The overall accu-
racy of the AffectNet original dataset is 87.37% for an
expanded dataset, while the augmented AffectNet dataset
obtained 98.81%. The proposed model obtained better accu-
racy compared with state-of-the-art datasets under the simu-
lation environment, which are shown in Fig. 37.

Conclusions

In this paper, a new framework based on CNN is pro-
posed to recognize the emotional state of the driver. We
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Table 13 Multiple comparison
results in a Table 36 × 6 table Group A Group B Lower limit A-B Upper limit p value

1 2 − 13.7765394 − 5.505714286 2.765110824 0.451446932

1 3 − 13.64082511 − 5.37 2.90082511 0.485644913

1 4 − 14.22939654 − 5.958571429 2.312253682 0.344571994

1 5 − 6.327967967 1.942857143 10.21368225 0.997513056

1 6 − 12.66511082 − 4.394285714 3.876539396 0.733911489

1 7 − 14.58511082 − 6.314285714 1.956539396 0.271133549

1 8 − 14.34225368 − 6.071428571 2.199396539 0.320155605

1 9 − 14.56511082 − 6.294285714 1.976539396 0.27498209

2 3 − 8.135110824 0.135714286 8.406539396 1

2 4 − 8.723682253 − 0.452857143 7.817967967 0.999999965

2 5 − 0.822253682 7.448571429 15.71939654 0.109112258

2 6 − 7.159396539 1.111428571 9.382253682 0.9999596

2 7 − 9.079396539 − 0.808571429 7.462253682 0.99999656

2 8 − 8.836539396 − 0.565714286 7.705110824 0.999999793

2 9 − 9.059396539 − 0.788571429 7.482253682 0.999997172

3 4 − 8.859396539 − 0.588571429 7.682253682 0.999999717

3 5 − 0.957967967 7.312857143 15.58368225 0.12298599

3 6 − 7.295110824 0.975714286 9.246539396 0.999985169

3 7 − 9.215110824 − 0.944285714 7.326539396 0.99998849

3 8 − 8.972253682 − 0.701428571 7.569396539 0.999998871

3 9 − 9.195110824 − 0.924285714 7.346539396 0.99999025

4 5 − 0.369396539 7.901428571 16.17225368 0.071797481

4 6 − 6.706539396 1.564285714 9.835110824 0.999474046

4 7 − 8.626539396 − 0.355714286 7.915110824 0.999999995

4 8 − 8.383682253 − 0.112857143 8.157967967 1

4 9 − 8.606539396 − 0.335714286 7.935110824 0.999999997

5 6 − 14.60796797 − 6.337142857 1.933682253 0.26677755

5 7 − 16.52796797 − 8.257142857 0.013682253 0.050690287

5 8 − 16.28511082 − 8.014285714 0.256539396 0.064404106

5 9 − 16.50796797 − 8.237142857 0.033682253 0.051714333

6 7 − 10.19082511 − 1.92 6.35082511 0.997710696

6 8 − 9.947967967 − 1.677142857 6.593682253 0.999126535

6 9 − 10.17082511 − 1.9 6.37082511 0.997872898

7 8 − 8.027967967 0.242857143 8.513682253 1

7 9 − 8.25082511 0.02 8.29082511 1

8 9 − 8.493682253 − 0.222857143 8.047967967 1

Table 14 Anova table of
DenseNet model Source SS Df MS F Prob > F

Columns 517.54 8 64.6925 2.82 0.0109

Error 1238.66 54 22.9383

Total 1756.2 62
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Fig. 32 DenseNet Model using original datasets

Fig. 33 DenseNet model using augmented datasets

believe that FE can be detected by focusing on specific facial
regions. We have also conducted experimental research,
utilizing four different expression datasets and a custom-
made dataset for DFER, which yielded promising results.
In addition, we employed a visualization technique to high-
light the most crucial areas of face images to recognize
various drivers’ facial emotions. The model identifies the
driver’s emotions using images of the driver’s face with
the help of a deep learning algorithm. According to the
proposed DFER model, a DFE state can be identified with-
out additional effort from the driver. A custom CNN block
replaces the Improved Faster R-CNN features learning block
to improve the accuracy and efficiency of face detection.
Transfer learning is implemented in DenseNet CNN’s model
by substituting custom driver emotion datasets for ImageNet
data. The CNN model consists of 201 layers and is used
to recognize facial expressions. The CDD contains seven
basic driver emotions, and the proposed face detection and
DFER models are evaluated using the benchmark dataset.
The effectiveness of the DenseNet model has been evalu-
ated by achieving high accuracy. Multiple facial expression
recognition datasets were utilized to evaluate the proposed
model, including JAFFE, CK+, FER-2013, AffectNet, and
custom-made datasets. The proposed model outperformed
several advanced facial expression recognition models using

Table 15 Unweighted Cohen’s Kappa for DenseNet using original
datasets

Cohen’s kappa 0.0004

Kappa CI (alpha = 0.0500) − 0.0220 0.0228

Kappa error 0.0114

Agreement due to true concordance (po-pe) 0.0003

k observed as a proportion of the maximum
possible

0.0005

Random agreement (pe) 0.1973

Maximum possible kappa, given the
observed marginal frequencies

0.7379

Residual not random agreement (1-pe) 0.8027

Observed agreement (po) 0.1977

Slight agreement

z (k/kappa error) 0.0354 p = 0.9718

Table 16 Unweighted Cohen’s kappa for DenseNet using augmented
datasets

Cohen’s kappa − 0.0003

Kappa error 0.0112

Random agreement (pe) 0.1996

Maximum possible kappa, given the observed
marginal frequencies

0.7483

Residual not random agreement (1-pe) 0.8004

Observed agreement (po) 0.1994

Agreement due to true concordance − 0.0002

(po-pe) Kappa CI (alpha = 0.0500) − 0.0223
0.0217

k observed as a proportion of the maximum
possible

− 0.0004

Poor agreement

z (k/kappa error) − 0.0273 p =
0.9782

a benchmark dataset. The DenseNet model is efficient and
precise and can be implemented by various hardware devices
to recognize the driver’s emotions and improve the perfor-
mance of automatic driver assistance systems.

Putting aside what we have successfully achieved, several
useful extensions can be addressed for further improvements.
Without considering the influence of head pose variations,
only the frontal faces of drivers are taken for training and
implementation purposes. Therefore, further faces from sev-
eral views can be considered from the images or videoswhich
may help to improve the recognition accuracy. The deep
learning techniques lack sufficient data to be the most effec-
tive they can. Therefore, it may be useful to pre-train a deep
CNN on many other datasets before applying a fine-tuning
process. A hybrid method can be developed in the future by
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combining geometric features and appearance-based features
to improve the performance of the DER.
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