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Abstract

Traffic volume propagating from upstream road link to downstream road link is the key parameter for designing intersection
signal timing scheme. Recent works successfully used graph convolutional network (GCN) and specific time-series model
to forecast traffic flow by capturing the spatial-temporal features. However, accurately predicting traffic propagation flow
(tpf) is challenging, since the classical GCN model only considers the influence of adjacent road link. In complex urban road
network, specific traffic propagation flow (pf) is affected by various spatial features, such as adjacent #pf, which influences
from tpf with same upstream link and #pf with same downstream link. Thus, we proposed a multi-graph learning-based model
named TPP-GCN (traffic propagation prediction-graph convolutional network) in this paper to predict the traffic propagation
flow in urban road network. The TPP-GCN model captures not only the temporal features but also multi-spatial features
based on multi-layer convolution. We validated the model using real-world traffic flow data derived from taxi GPS data in
Shenzhen, China. Finally, we compare and evaluate the proposed model with the existing models across several prediction
scales.
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Introduction

Traffic prediction is the crucial part of urban transportation
system. Over the years, researchers have proposed corre-
sponding prediction methods for different types of traffic
flows, such as link-level [10], region-level [25], and network-
level [9] traffic prediction. Most of the existing link-level
research has focused on accurately predicting traffic flow on
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specific link, which is quite different from this study. Traf-
fic propagation flow (¢pf), which represents the number of
vehicles that transfer from upstream road link downstream
road link, is the object to be studied in this paper. The tpf
reflects the dynamic changes of traffic flow in the road net-
work, with which the urban traffic management department
can carry out some traffic management and control strategies.
For instance, if the early forecast of traffic propagating vol-
ume far exceeds the capacity of downstream link, reducing
the green time of the corresponding phase is a good measure
to avoid congestion. Specially, traffic propagation volume is
the key parameter for designing intersection signal timing
scheme.

It is challenging to accurately predict the traffic propaga-
tion flow due to its complex temporal and spatial features.
Like other traffic flow, the tpf shows repeatability and period-
icity in the time dimension, so the most intuitive is to use the
time-series model to predict it, like Autoregressive Integrated
Moving Average (ARIMA) [17], Kalman filtering model
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[32], or deep learning models for prediction, like Recurrent
Neural Network (RNN) model [5], Long Short-Term Mem-
ory (LSTM) model [23], Gated Recurrent Unit (GRU) model
[18], etc. This kind of methods has been proved effective in
specific scenarios, like highway with no side roads.

However, for the intricate urban road network, the clas-
sical time-series model is not efficient to accurately predict
the 7pf. This is because the traffic propagating volume is also
affected by spatial dependencies determined by the topology
of the network, such as the sudden change of traffic flow in
upstream road link, the changes in capacity of downstream
road link, etc. Take the situation in Fig. 1 as an example, there
are totally four Traffic Propagation Transactions (7 P T's) that
is made up of the upstream link, the downstream link, and the
traffic propagation volumes between them. We assume that
vehicles travel from link a to link d through link c, and travel
from link b to link e through link c. The downstream link of
T PT1, which is link c, is the upstream link of 7 PT3, so
they are adjacent traffic propagation transaction. An increase
of traffic propagation volumes of 7 P T 1 has a high probabil-
ity of causing an increase of traffic propagation volumes of
T PT3. Therefore, the spatial dependencies should also been
considered to forecast the traffic propagation flow [26].

The Convolutional Neural Network (CNN) models can
be used to capture the spatial features of traffic flow in
intricate road network. Due to the invention of the Graph
Convolutional Network (GCN), spatial features can now be
retrieved from non-Euclidean distance data, such as road net-
work, social network, and other graph structure-based data
[1, 31]. However, most of the GCN models only consider the
influence between adjacent nodes. For instance, as shown
in Fig. 1, only the effects of TPT1 on TPT3 and T PT4,
and the effects of TPT2 on TPT3 and T PT4, are consid-
ered for traffic propagation prediction, which is not sufficient.
However, the #pf is affected by various spatial dependencies.
At least two additional spatial dependency features should
be considered: (1) the relationship between traffic propaga-
tion transactions involving the same upstream link. As shown
in Fig. 1, TPT3 and T PT4 have the same upstream link,
i.e., Link c. Since the capacity of Link c is limit, the traf-
fic propagation volumes from Link c to Link d and Link e
are also limit. Therefore, the traffic propagation volumes of
TPT3 and T PT4 are influenced and constrained by one
another, and (2) the relationship between traffic propaga-
tion transactions involving the same downstream link. As
shown in Fig. 1, TPT1 and T PT?2 have the same down-
stream link, i.e., Link c. Because the capacity of Link c is
limit, the traffic propagation volumes from Link a and Link
b to Link c are also limit. Therefore, the traffic propagation
volumes of T PT 1 and T P T2 are influenced and constrained
by one another. However, most existing GCN-based models
are only able to capture the relationships between adjacent
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nodes. Without considering the specific two spatial depen-
dency features, GCN-based traffic propagation prediction
model cannot achieve good prediction results.

Therefore, we propose a novel GCN-based traffic propa-
gation prediction model named Traffic Propagation Predic-
tion Graph Convolutional Network (TPP-GCN) to predict
the traffic propagation volumes in urban road network.

The main contributions of our paper are summarized as
follows:

e We propose a novel GCN and GRU-based model to predict
traffic propagation flow, which is a key parameter for traffic
signal control, traffic guidance, and other applications of
intelligent transportation. On the one hand, tpf’s spatial
characteristics are considered, including any affects from
nearby fpf. On the other hand, the temporal characteristics
of tpf, such as its periodicity and repetition in time, are
captured.

e We propose multi-graph convolutional network in the
GCN part of the TPP-GCN model. As a result, the model
may take into account the numerous factors affect the
traffic propagation flow: the influences of adjacent traffic
propagation transactions, the relationships between T PT's
with same upstream link and downstream link.

e We conduct extensive experiment on real-world dataset to
evaluate the TPP-GCN model. Experiment results show
that the TPP-GCN model outperforms benchmark models
of HA, ARIMA, GCN, GRU, and T-GCN on practically
all prediction scales.

e We explain the TPP-GCN model’s applicable conditions
in the discussion part to better implement the model in
practice.

The rest of the paper is organized as follows. Sect. "Related
work" covers the classical methods for urban traffic pre-
diction. In Sect. "Definitions and problem formulation",
we introduce the definitions and problem formulation. The
TPP-GCN model is introduced in Sect. "TPP-GCN model",
including overall framework of TPP-GCN, multi-graph con-
volutional network, and Gated Recurrent Unit. Sect. "Exper-
iment" carries out experiment based on real-world data and
shows the performances of the TPP-GCN model and other
benchmark methods. Finally, we introduce the conclusion in
Sect. "Conclusion".

Related work

Traffic flow prediction is a research hot topic of the urban
transportation management system. Accurately predicting
traffic flow can support various intelligent decision-making
applications, such as intersection signal control, congestion
mitigation, etc. Researchers have done a lot of work in this
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topic. In conclusion, traffic prediction methods can be divided
into two types: model-driven methods and data-driven ones.
The model-driven methods, such as cell transmission model
[6], queuing theory [7], car-following model [13], three-
phase traffic theory [16], etc. This type of methods is
generally relied on various assumptions and ideal conditions,
which make it difficult to achieve good prediction perfor-
mance in real scenarios. The data-driven traffic prediction
methods, in contrast, consider both feasibility and accuracy
in real-world applications. As a result, this kind of model has
drawn increasing attention in recent years.

The data-driven models use actual historical traffic data
to predict traffic flow, including two specific types: statistical
models and machine learning-based models. The statistical
method uses historical data to extract trends and periodic
characteristics of traffic flow that can be used to predict
future traffic flow. The classical ARIMA model, Kalman filter
model, and Bayesian model have been used in traffic predic-
tion studies since the 1970s [3, 14, 27]. In the years that
followed, variants of these models kept developing: Shahri-
ari et al. proposed an novel E-ARIMA to improve the traffic
prediction performance [17]. Trinh et al. developed an incre-
mental Unscented Kalman Filter (UKF) to predict traffic
flow and speed with incomplete traffic data [20]. Gu et al.
introduced an improved Bayesian model named IBCM-DL
for urban traffic prediction [4]. These methods are typi-
cally applied to small-scale traffic datasets and simple road
scenes. It is difficult to apply them to complex road net-
works and large-scale traffic datasets. The machine learning
methods, such as convolution neural network (CNN) [28],
recurrent neural network (RNN) [2], graph convolutional net-
work (GCN) [29], etc., effectively solve these problems.

Many machine learning-based studies were carried out to
capture temporal dependency features of urban traffic flow.
For example: Shu et al. introduced a GRU-based model called
Bi-GRU prediction model to predict urban short-term traffic
flow [18]. Wang et al. proposed a deep learning model based
on the long short-term memory (LSTM) model to predict
the long-term sequence traffic flow and verified that the pro-
posed model has better accuracy and stability [23]. These
methods have been proved to have good performance in
single-link scenarios. However, the prediction performance
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become worse when these methods are applied to complex
road network scenarios. It is so that traffic flow on a given
road link can be influenced not only by its own capacity but
also by those of other road links.

Therefore, some studies tried to capture the spatial depen-
dency features of traffic flow, such as the geographic informa-
tion of the given link, traffic volumes of adjacent road links,
etc. For instance, Zhang et al. introduced a Convolution Neu-
ral Network (CNN)-based deep learning method to predict
short-term traffic flow [28]. Sun et al. proposed a CNN-based
model called CNN-BDSTN to capture the spatial features of
traffic speed for traffic speed prediction in urban road net-
work [19]. The CNN-based model usually divides the urban
area into grids and converted traffic flow into Euclidean dis-
tance data. However, the road traffic flow is turned to be grid
traffic flow, which is usually used for visualization and cannot
support intelligent decision-making applications.

In recent years, numerous research have demonstrated
that the spatial dependency features of traffic flow in urban
complex road network can be captured using Graph Convo-
lutional Network (GCN) [8, 21]. A popular topic of research
in traffic prediction is the use of the GCN model to capture
spatial dependency features and time-series models to cap-
ture temporal dependency features. Zhao et al. proposed a
GCN and GRU-based traffic prediction model called tem-
poral graph convolutional network (T-GCN), in which not
only the spatial features of traffic flow in complex road net-
work can be captured, but also the temporal features can
be obtained [29]. Li et al. introduced a GCN and LSTM-
based deep learning model called graph and attention-based
long short-term memory network (GLA), with which the spa-
tial-temporal features of traffic flow cab be captured [11]. Li
et al. proposed the Dynamic Graph Convolutional Recurrent
Network (DGCRN) model for urban traffic flow prediction,
in which the dynamic spatial features ca be obtained [9].
Although most GCN-based studies considered the influences
of adjacent links on given link, many significant spatial
factors that influence traffic flow were disregarded. Traffic
prediction research still face challenges: (1) To the best of our
knowledge, no research has been done on predicting traffic
propagation, which is an important content in traffic predic-
tion. Existing methods cannot be directly applied to traffic
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Table 1 Notations

Notation Comments

G(V, E) A typical graph

Vv The set of vertex of the graph G

Uy The nth vertex of the graph G

E The set of edge of the graph

em The mth edge of the graph G

TPT Traffic propagation transaction, which can be
defined as a three-dimensional vector
(linky, linkg, Qu—a)

Link, The upstream link of the T PT

Linky The downstream link of the T PT

Qu—sd Traffic propagation volume from Link, to
Linky

G'(V', E') The traffic propagation transaction graph G’

G'1G'2G"3 Three different versions of graph G” with
different topologies

|4 The vertex set of the graph G’, which is the set
of the TPT

E' The set of edge of the graph G’, which
represents the relationships between all the
TPT

oNxT Traffic propagation volume matrix on graph G’

N The number of all TPT on G’

T The number of time intervals

ge(:) The graph convolution process

gru(-) The process of calculating temporal features

propagation prediction. (2) Most of the existing GCN-based
methods do not fully take the influence of complex spatial
dependency features of traffic propagation flow in urban road
network into account, as we mentioned in Sect. "Introduc-
tion".

From the discussion above, we propose a novel multi-
graph learning-based approach to predict urban traffic prop-
agation flow, called traffic propagation prediction graph
convolutional network (TPP-GCN), to capture the complex
spatial and temporal features of traffic propagation flow in
urban complex road network.

Definitions and problem formulation

Table 1 lists some notations used in this paper.

Most existed GCN-based traffic prediction model con-
ducted graph G(V, E) with the information of road link
and connectivity between links, i.e., each road link represent
a vertex v in V = {vy, vy, ..., v,} and each connec-
tion between two vertexes represent an edge e in E =
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{e1, €2, ...em}. In contrast, here we define the graph as fol-
lows:

Definition 1 Traffic propagation transaction, T PT, is
a three-dimensional vector (link,, linkg, Q,—4), Where
Link, and Link, are the upstream link and downstream link,
and Q.4 is the traffic propagation volume from Link, to
Linkg in specific time interval ¢ which can be 5 min, 10 min,
etc. As shown in Fig. 2, TPT1 and T PT2 can be obtained
from Link a, Link b, and Link c.

Definition 2 Traffic propagation transaction graph
G'(V', E'), the vertexes of graph G’ are represented
by all the traffic propagation transactions in road network.
Specifically, the edges of graph G’ depend on the rela-
tionships among all traffic propagation transactions, and
the most intuitive one is the connectivity. For instance, in
Fig. 2, traffic propagation transaction 7 PT2 and T PT'1 are
adjacent and along with the direction of traffic flow, so there
is an edge from T PT2 to T PT 1. Using more relationships
to conduct different graph topologies is a good way to
capture richer spatial features of traffic propagation flow,
which can promote prediction performance. In this paper,
several different topologies are defined, see Sect. "Multi-
-graph convolution part" for details, and these topologies
correspond to a variety of graphs, i.e., G'1, G'2, G’3, etc.

Given an urban road network, we can obtain its traffic
propagation transaction graph G’ = (V’, E’). The traffic
propagation volume matrix QV*7 can be obtained on graph
G’, where N represents the number of transactions and T
represents the number of time intervals. The goal of this paper
is to establish the function between historical volume matrix
and future volume matrix, which can be defined as follows:

I:Qt’ o, .. Qth’] gc(')Jr_g;“(‘)[Qt’ o'+ .“QI+T:|,
(D

where gc(-) represent the graph convolution process and
gru(-) represent the process of calculating temporal features.

TPP-GCN model
Overall framework

The overall framework of the TPP-GCN model is shown in
Fig. 3.

The left part is the multi-graph convolutional network
component. According to the topology of the urban road
network and the historical traffic data, all the traffic prop-
agation transactions can be obtained. With each T PT as a
vertex and the relationships between T P T's as edges, various
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Fig.3 The overall framework of proposed TPP-GCN

types of traffic propagating graph structures can be estab-
lished. Traffic propagation volume matrix Q> is input
into the network for sequential graph convolution operations
on different graphs. The new feature matrix is output, which
contains rich spatial feature information. The output is a new
feature matrix with extensive spatial feature information.

The right part is the Gated Recurrent Unit component. The
new feature matrix output from first part is vectorized and fed
into the GRU model. After proper training, all parameters in
GRU can be determined and the model will be fit. With the
fitted model, the future traffic propagating volumes can be
forecasted.

Multi-graph convolution part

The classical CNN model is generally used to extract spatial
features of Euclidean distance data, such as images, videos,
etc. However, it is difficult to apply it to non-Euclidean dis-
tance data like social network and road network [24]. To
tackle this problem, Graph Convolutional Networks can be
utilized, which complete the convolutional operations in the
Fourier domain. Convolutional filters are employed in the
GCN model to capture the spatial characteristics. Therefore,
the GCN model has been utilized extensively in studies, such

as product attributes prediction [30], urban traffic revitaliza-
tion index prediction [22], sentiment classification [33], etc.

Here, we present three convolution layers based on three
kinds of graph in the GCN part to capture the spatial features
in traffic propagation flow:

Graph I: The edge of the graph is determined by connectiv-
ity of traffic propagation transaction and direction of traffic
flow. If the downstream link of traffic propagation transaction
T PTi is the upstream link of 7 PTj, there is an edge from
TPTitoTPTj. In contrast, no edge exists from T PTj to
T PTi, since the traffic flow is not along with this direction.

Itis obvious that the upstream T P T'i positively affects the
downstream T PTj. The larger volume of upstream 7 PTi
leads to larger volume of upstream 7 PTj. Thus, the edges
of Graph I are generated from the relationships of upstream
and downstream traffic propagation transactions. The Graph
I’s structure of the road network in Fig. 1 is shown in Fig. 4a.
Besides, the edges’ weights in Graph I are all set to 1.

Thus, the first convolution layer is based on Graph I, and
the output of the first layer is determined by the input, which
can be defined as follows:

~_1 o ~_1
HY = a(D1 2AD, 2Q<’>e<’>), )
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Fig.4 Illustrate of a Graph I,
b Graph 11, and ¢ Graph I1I of
road network in Fig. 1

(a) Graph I

where H (! is the output of the first layer, o () is the activation
function, 51 is the degree matrix of this graph, Q) is the
input traffic propagation volume matrix, and 6") represents
all parameters of input layer. A is the sum of the identity
matrix and matrix A, which reflects the connectivity of traf-
fic propagation transaction and direction of traffic flow. Each
element allj in matrix Aj is calculated as follows:

ij _ ) 1 TPTi's downstream link is the upstream link of 7 PT j

ay = .
0 otherwise

3

Graph II: The edge of the graph is determined by the influ-
ences between traffic propagation transactions with same
upstream link. If the upstream link of traffic propagation
transaction 7' PTi is also the upstream link of 7 PTj, there
two edges between them. Thus, the Graph II’s structure of
the road network in Fig. 1 is shown in Fig. 4b.

In this case, it is hard to say whether the effect is positive
or negative, so we use the correlation coefficient of T PT'i
and T PTj to determine the edge’s weight. If the historical
volumes of TPTi and T PTj are uncorrelated, the weighs
of the two edges between them will set to a smaller value. On
the other hand, if the historical volumes of T PTi and T PTj
have positive or negative correlations, the weights will setto a
larger value. Here, we use correlation coefficients to quantify
the weight.

The second convolution layer is based on Graph 11, and
the output of the second layer is determined by output of first
layer, which can be defined as follows:

~—Ll o ~_1
H? = 0<D2 *A2D, ZH“)e(”), 4)

where H® is the output of the first layer, D5 is the degree
matrix of this graph, () represents all parameters of the first
layer, and A, is the sum of the identity matrix and matrix
Az, which reflects the influences of traffic propagation flow
with same upstream link. Each element a5’ in matrix A is
calculated as follows:

@ Springer

(b) Graph II (¢) Graph IIl

—1~288 —1~288
‘cor(Qi Q5
ij _ 2
a, =

+

>‘ TPTiand T PT;j have
same upstream link °

0 otherwise

&)

where |cor (all ~288, @}NZSS
of TPTiand TPTj,and @ll ~28 and @jw288 are the histori-
cal average traffic propagating volumes of T PTi and T PT}j.
The value of alzj ranges from 0.5 to 1.

) ‘ is the correlation coefficient

Graph I1I: The edge of the graph is determined by the influ-
ences between traffic propagation transactions with same
downstream link. If the downstream link of traffic propaga-
tion transaction 7 PT'i is also the downstream link of 7 P T j;
there are two edges between them. Thus, the Graph III’s
structure of the road network in Fig. 1 is shown in Fig. 4c.

Like Graph I1, we also use the correlation coefficient of
TPTiand T PTj todetermine the edge’s weight. The corre-
lation coefficients are used to quantify the weight in Graph
r.

The third convolution layer is based on Graph III, and
the output of the third layer is determined by output of the
second layer, which can be defined as follows:

~—Ll O ~_1
H® = a(D3 2 A3D; 2H<2>9<2>>, ©)

where H® is the output of the third layer, D3 is the degree
matrix of this graph, #® represents all parameters of the
second layer, and ;\\3 is the sum of the identity matrix and
matrix A3, whichreflects the influences of traffic propagation
flow with same downstream link. Each element a5’ in matrix
Aj is calculated as follows:

—1~288 —1~288
‘cor(Qi éQj )‘H TPTiand T PTj have

ij
- same downstream link °

0 otherwise

(N

where the value of aéj ranges from 0.5 to 1.
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Gated recurrent unit part

Urban traffic flow exhibits distinct trends and periodicity in
the time dimension, so researchers have employed classic
time-series models, such as ARIMA model, etc. Some deep
learning models have recently been used in studies on urban
traffic prediction. Recurrent neural network model (RNN)
has outperformed traditional time-series models in traffic pre-
diction tasks [12]. The gradient disappearance and explosion
problems will occur, because the RNN-based model has an
excess of parameters, which worsens the prediction perfor-
mance. The Gated Recurrent Unit (GRU) model with fewer
parameters successfully addresses this issue [15]. Therefore,
the GRU model is utilized in this paper.

In the previous studies, the GRU model is already
described in detail, and here, we have not modified it. Read-
ers may refer to some previous studies if they are interested
[25, 29]. It is necessary to note that the inputs of the GRU
model are defined as the outputs of the GCN part

06ky = g¢(As. ge(42. ge(A1. 01))). ®)

where gc(-) represents the graph convolution process, and
the right side is the result of three-step graph convolution
process based on Graph I, Graph I1, and Graph III. And
then, the training process based on GRU is present to figure
out the function between future traffic propagation volume
matrix and the historical matrix after the graph convolution

Table 2 The pseudocode for the TPP-GCN

I:Qt’ §l+l, - Q‘H—T:I :gru([Qt_l, 02, .., Qr—T’]), )

where T and T’ are the time interval numbers of future traffic
propagation volume matrix and the historical matrix, respec-
tively.

With appropriate training, all the parameters are deter-
mined, which means that a precise and complete TPP-GCN
model is obtained.

The pseudocode of TPP-GCN

The pseudocode for the TPP-GCN is shown below.

According to Table 2, the computation complexity of the
TPP-GCN model is O(N - T), in which N is the vertex num-
ber of the traffic propagation transaction graph G’ and T is
the number of hidden units in GRU. In addition, we also eval-
uate the training complexity of the TPP-GCN model. If the
dataset includes M time periods, and the number of hidden
layers is still 7', then we have a total of M — T + 1 samples for
training. In the training process, if the batch size and epoch
values are b and e, respectively, then a total of w -e
training will be performed. To achieve a better prediction
effect, we usually recommend that the value of M be much
larger than 7 in the actual training process. Therefore, we can
infer that the training complexity of the TPP-GCN model is
O(N . % : e).

Input: Road network, historical traffic flow data

Procedure:

1 Create the traffic propagation transaction graph G’ according to road network

2 Generate all the traffic propagation transactions 7 PT on G’ from the historical traffic flow data

3 Generate G'1, G'2 and G’3 by Eq. (3), Eq. (5) and Eq. (7)

4 Calculate the traffic propagation volume matrix Q7 on graph G’

5 fort=1to T do

6 Calculate QF,, QtG_,ll, o Q’G_/IT/ from Q', 0'~!, ..., 0'~7 by Eq. @) on G'1

7 Caleulate Q%) 600 Ol s Qi from O, Q%51 ., Q4T by Eq. (4) on G'2
t—1 =T’ t—1 =T’

8 Caleulate Q163> CLorioacs + Cornaes 1M Qo Qarigrs - Larigr bY Ea- (6) on G'3

9 Put 0%/ a3 Q[G_’IIG/ZGG’ s QtG_/lTG’ZG’3 into the right part of Eq. (9)

10 Fix the parameters in GRU model

11 end for

12 The model converged

Output: The well trained TPP-GCN model

@ Springer
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Fig.5 Illustration of study area and road network

Experiment
Data description
Graph data

We selected the road network in a square area of Huagiang-
bei commercial area in Futian District of Shenzhen to verify
the proposed model. As shown in Fig. 5, the road network
contains 15 intersections and 22 links, and the letters E, W,
S, and N stand for eastbound, westbound, southbound, and
northbound, respectively. The study area has a total area of
215,000 square meters and measures 500 m from East to
West and 430 m from North to South.

Traffic propagation flow data

We used the taxi GPS data in January 2019 as the flow data
source to measure the traffic propagation flow in the study
network. We performed a series of processing tasks on the
taxi GPS data: (1) The first 3 days of January 2019 are Chi-
nese New Year holidays, during which the changes in urban
traffic flow are very different from weekdays and weekends,
so we removed the data for those three days. As a result, a
total of 28 days of GPS data are utilized. (2) We filtered taxi
GPS points within the study area by latitude and longitude
coordinates. A total of 8,190,000 GPS point coordinates and
38,0000 vehicle trajectories were gathered. (3) The average
traffic propagation volumes of all traffic propagation trans-
actions, which represent traffic propagation features, were
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aggregated every 5 min. (4) A training dataset and a test
dataset were generated from the 28-day dataset. The test
dataset includes the data from January 25th to January 31st,
2019. And the remaining 21-day of data are used as training
dataset.

Benchmark model and evaluation measurement

Several benchmark models are applied for comparison and
evaluation with the TPP-GCN model in this paper:

(a) Historical average (HA), which uses the historical traffic
volume in the same time interval as the predicted value.

(b) Auto-Regressive Moving Average (ARIMA) [17],
which is a common parameter-based traffic prediction
model.

(¢c) Gated Recurrent Unit (GRU): see Sect. "Gated Recur-
rent Unit part" for detail.

(d) Graph Convolutional Network (GCN): see Sect. "Mul-
ti-graph convolution part" for detail, which only carried
out the graph convolution process on Graph 1.

(e) Temporal Graph Convolutional Network (T-GCN) [29],
which captures spatial-temporal dependency features of
traffic flow.

(f) TPP-GCN I: see Sect. "Multi-graph convolution part"
for detail, which carried out the graph convolution pro-
cess on Graph I and Graph I1.

(g) TPP-GCN II: see Sect. "Multi-graph convolution part"
for detail, which only carried out the graph convolution
process on Graph I and Graph I11.
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Table 3 Prediction performances of TPP-GCN and benchmark models

T Indicator Models
HA ARIMA GRU GCN T-GCN TPP-GCN I TPP-GCN 11 TPP-GCN
5 min MAE 5.7979 12.6984 0.7378 1.1818 0.7560 0.7352 0.7354 0.7315
MAPE 11.0025 2.5288 0.5228 0.7797 0.5329 0.5367 0.5305 0.5204
RMSE 7.5898 14.9887 1.5469 2.4710 1.5247 1.521 1.5137 1.5073
15 min MAE 5.7979 12.8556 0.7530 1.1906 0.7617 0.7614 0.7527 0.7507
MAPE 11.0025 2.5439 0.5341 0.7866 0.5497 0.5299 0.5434 0.5282
RMSE 7.5898 15.1919 1.5730 2.5101 1.5789 1.5685 1.5665 1.5656
30 min MAE 5.7979 13.0290 0.7821 1.2007 0.7911 0.7892 0.8003 0.7723
MAPE 11.0025 2.5611 0.5335 0.8510 0.5433 0.5470 0.5503 0.5435
RMSE 7.5898 15.4046 1.6325 2.5650 1.6470 1.6404 1.6390 1.6288
45 min MAE 5.7979 13.2127 0.7969 1.2215 0.8310 0.8230 0.8010 0.8140
MAPE 11.0025 2.5809 0.5615 0.8802 0.5508 0.5402 0.5607 0.5332
RMSE 7.5898 15.6199 1.7054 2.6153 1.7164 1.6995 1.6833 1.6769
60 min MAE 5.7979 13.3470 0.8196 1.234 0.8669 0.8334 0.8341 0.8245
MAPE 11.0025 2.5913 0.5912 0.8859 0.5529 0.5588 0.5800 0.5656
RMSE 7.5898 15.7742 1.7736 2.6560 1.7745 1.7608 1.7609 1.7509

The TPP-GCN I and TPP-GCN II represent the model only carried out the graph convolution process on Graph II and Graph III, respectively. And

TPP-GCN is the complete model

The bold values represent the optimal values within each row, indicating which model obtained the best prediction performance with the same time

scale and indicator

To compare the differences between predicted values g;
and real values g; of the TPP-GCN model and the benchmark
models, we use three standard indicators:

(1) Mean Absolute Error (MAE):

N
1 ~
MAE = N;Iqi—%l. (10)
iz
(2) Mean Absolute Percentage Error (MAPE):
1 4 gi — il
MAPE = — Y 2 1 (11)

(3) Root-Mean-Square Error (RMSE):

N
1 ~
RMSE = N '2—1 (gi —qi)- (12)
Hyperparameters

The TPP-GCN model and all benchmark models are imple-
mented using Pytorch.

The TPP-GCN model’s learning rate, batch size, and train-
ing Epoch are set to 0.001, 32, and 600, respectively. The

number of hidden units of the model is set to 64, which is
the optimal value according to the Ref. [29]. The L2 loss
function was selected in the training process.

The T-GCN model’s learning rate, batch size, and training
Epoch are set to 0.001, 32, and 5000. According to the Ref.
[29], 64 hidden units was set for our dataset, which lead to the
best prediction result. The L2 loss function was also selected
for this model.

The hyperparameters of GRU, TPP-GCN [, and TPP-GCN
IT are all the same as the TPP-GCN model.

Results

Table 3 illustrates TPP-GCN model’s and other benchmark
models’ performances for five different time scales: 5 min,
15 min, 30 min, 45 min, and 60 min. According to Table 3,
it shows that the TPP-GCN model performs the best over
almost all prediction horizons.

We can infer the following facts from Table 3: (a) The deep
learning models outperform the time-series models in traf-
fic propagation prediction task for all prediction horizons.
The intricate features of traffic propagation in the spatial
dimension cannot be captured by conventional time-series
models like HA and ARIMA. (b) TPP-GCN I, TPP-GCN
II, and TPP-GCN outperform the T-GCN model, proving
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Fig.6 Comparison of all models’ prediction results and ground truth values in a Jan. 25th (Friday), b Jan. 27th (Sunday), ¢ Jan. 28th (Monday),

and d Jan. 30th (Wednesday)

the validity of our hypothesis that considering the relation-
ship between traffic propagation transactions with the same
upstream and downstream to capture richer spatial features
enhances the performance of traffic propagation prediction.
(c) TPP-GCN has better performance on smaller prediction
scale. This is because the spatial features of relationships
between T PTs with same upstream and downstream link
have less influence on long-term traffic propagation flow.
Figure 6 shows the comparison of ground truth value and
the prediction results of other models on traffic propagation
transaction 7 PT 11, which represents the traffic propagation
flow from Link 7W to Link 4W in Fig. 5. This transaction is
a typical one in all 46 transactions that have an average value
around 20 vehicles per 5 min, on which all models have better
performance. It is obvious that the prediction curves of TPP-
GCNI, TPP-GCNII, and TPP-GCN are closer to ground truth
curve than curves of GRU, GCN, and T-GCN in all prediction
days. Especially, the TPP-GCN model outperforms all other

@ Springer

models, which verify its better validity and accuracy. Besides,
the traffic propagation flow, like other types of traffic flow,
has the characteristics of trend and periodicity. That is to say,
the traffic propagation volumes are small at night, while the
daytime volumes are large. The TPP-GCN model accurately
captures the trend and periodicity characteristics of the traffic
propagation flow.

Discussion

To verify the promotion of considering two additional spatial
dependency features, we further compare the results of TPP-
GCN I, TPP-GCN 1II, and T-GCN on T PT s that have same
upstream link and 7 PT's that have same downstream link
for 5-min time scale. As shown in Table 4, the TPP-GCN
I model outperforms T-GCN model on the T PT's that have
same upstream link, and the TPP-GCN II model outperforms
T-GCN model on the T P T's that have same downstream link.
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Table 4 Prediction performances

of T—GCN, TPP-GCN I» and Indicator T-GCN TPP-GCN 1 TPP-GCN I1
TPP-GCN Il on T PT's that have
same upstream/downstream link T PT's that have same upstream link MAE 0.396899 0.386937 -
for 5-min time scale MAPE 0.66498 0.653577 -
RMSE 0.525151 0.526299 -
T PTs that have same downstream link MAE 0.385706 - 0.378117
MAPE 0.665504 - 0.659559
RMSE 0.508555 - 0.502833
12 MAE MAPE RMSE
1.0
0.8 ’
0.6 . . o
0.4
0.2 T - : .
0.0
TPP-GCN I T-GCN TPP-GCN I T-GCN TPP-GCN I T-GCN
L2 MAE MAPE RMSE
1.0 .
0.8 ’ :
0.6 . o |° .
0.4
0.2 ?] . ) '
0.0
TPP-GCN II T-GCN TPP-GCN II T-GCN TPP-GCN II T-GCN

Fig.7 Boxplot of MAE, MAPE, and RMSE of prediction results. The
three subplots in the top row represent comparison of TPP-GCN I and
T-GCN on T PT's that have same upstream link, and the three subplots

Besides, we illustrate the boxplots of MAE, MAPE, and
RMSE of T-GCN, TPP-GCN I, and TPP-GCN II models
on the T PT's that have same upstream/downstream link, as
shown in Fig. 7. There are totally 14 T PT's that have same
upstream link and 16 T PTs that have same downstream
link. It can be seen from the top row three subplots that T-
GCN model and TPP-GCN I model both perform good for
all three indicators for all 14 T PTs. However, TPP-GCN 1
model has more concentrated indicator values than T-GCN
model, which means that TPP-GCN I model can achieve
better results in most cases. From the three subplots in the
below row in Fig. 8, it is more obvious that TPP-GCN II has
more concentrated indicator values than T-GCN model.

The indicators in Table 4 are significantly smaller than the
indicators in Table 3. This is because the traffic propagation
volumes of the selected 7 PTs in Table 4 are bigger than

in the below row represent comparison of TPP-GCN II and T-GCN on
T PT's that have same upstream link

rest of the T PT's, and we inferred that the smaller traffic
propagation volumes lead to worse prediction performance.
To verify it, we evaluate the impact of the traffic propagation
volumes on the TPP-GCN model’s performance for 5-min
time scale. The values of MAPE for various traffic propaga-
tion volumes is shown in Fig. 8. When the traffic propagation
volume is less than 5 vehicles per 5 min, the MAPE values of
the TPP-GCN model for three different traffic propagation
transactions are 1.18, 0.95, and 0.98 indicating poor perfor-
mances. The values of the indicator drop sharply as traffic
propagation volumes increased. When the traffic propaga-
tion volume is greater than 20 vehicles every 5 min, the three
index values are stable at extremely low levels, indicating that
the model’s performance has reached its best level. There-
fore, we recommend applying the TPP-GCN model to a road
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Fig. 8 Comparison of MAPE values for different traffic propagation volumes: a from Link 7W to Link 4W; b from Link 14W to 7W; ¢ from Link

15W to 14W

network with large traffic propagation volumes, i.e., 15 vehi-
cles per 5 min.

Conclusion

This paper proposes a multi-graph convolution-based model
for traffic propagation prediction called TPP-GCN. This
model consists of a multi-graph convolutional network and
a gated recurrent unit. In the first part, the impact of adjacent
traffic propagation transactions (7 PT's), the relationships
between T PT's with same upstream link and same down-
stream link are all considered to establish multi-layer graph
convolutional network. Comprehensive spatial features of
traffic propagation flow are captured by the multi-graph con-
volutional operation. In addition, the GRU part extracts the
temporal features of traffic propagation flow. This paper
also carries out experiment based on actual traffic data
derived from real-world data to compare and evaluate the
model with the existing benchmark models. The experimen-
tal results shows that the TPP-GCN model outperforms the
other benchmark models on almost all prediction horizons.
The implementation of the TPP-GCN and dataset are avail-
able at https://github.com/Joker-L0912/TPP-GCN.
Although the TPP-GCN model performs well for most of
the prediction horizons. The traffic flow volatility has neg-
ative impact on the model performance. Therefore, future
study will concentrate on model optimization to lessen the
influence of traffic flow volatility. In addition, the TPP-GCN
model only considers the spatial features in the first-order
receptive field, which may cause the model prediction effect
to be not so good. In future research, we will try to consider
the second-order and third-order receptive field of spatial fea-
tures to improve the model. Besides, the TPP-GCN model is
only applied in predicting traffic propagation flow of urban
road network. To validate the model’s applicability, we will

@ Springer

extend the model to research in other domains, such as traf-
fic congestion propagation, knowledge transfer prediction in
social networks, etc.
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