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Abstract
Predicting the computing resources required by simulation applications can provide a more reasonable resource-allocation
scheme for efficient execution. Existing prediction methods based on machine learning, such as classification/regression,
typically must accurately predict the runtime of simulation applications and select the optimal computing resource allocation
scheme by sorting the length of the simulation runtime. However, the ranking results are easily affected by the simulation
runtime prediction accuracy. This study proposes a time-sensitive learning-to-rank (LTR) approach for cloud simulations
resource prediction. First, we use the Shapley additive explanation (SHAP) value from the field of explainable artificial
intelligence (XAI) to analyze the impact of relevant factors on the simulation runtime and to extract the feature dimensions
that significantly affect the simulation runtime. Second, by modifying the target loss function of the rankboost algorithm and
training a time-sensitive LTRmodel based on simulation features, we can accurately predict the computing resource allocation
scheme that maximizes the execution efficiency of simulation applications. Compared with the traditional machine learning
prediction algorithm, the proposed method can improve the average sorting performance by 3%–48% and can accurately
predict the computing resources required for the simulation applications to execute in the shortest amount of time.

Keywords Cloud computing · Complex system simulation · Computing resource prediction · Learning to rank

Introduction

Simulations of complex systems are widely used in the
defense, energy, transportation, aerospace, and other fields.
Modeling and simulation technology is one of the most
important methods for studying complex systems. Higher
requirements have been proposed for the computing and
communication capabilities of simulation systems because of
the growing computational load and the runtime of complex

B Feng Zhu
zhufeng@nudt.edu.cn

Yuhao Xiao
xiaoyuhao19@nudt.edu.cn

Yiping Yao
ypyao@nudt.edu.cn

Kai Chen
chenkai@nudt.edu.cn

Wenjie Tang
tangwenjie@nudt.edu.cn

1 College of Systems Engineering, National University of
Defense Technology, Changsha 410073, China

system simulation applications [1]. Parallel discrete event
simulations (PDES) are often used to improve the efficiency
of complex system simulation applications. It is typically
necessary to specify the amount of computing resources
(referred to in this study as the number ofCPUcores) required
for the complex system simulation applications based on
PDES before they are executed and divide the simulation task
into different CPU cores for parallel computation [2]. Cloud
computing technology can realize collaborativemanagement
and on-demand distribution of computing/storage and other
resources to provide efficient resource allocation tools for
complex system simulation applications based on parallel
and discrete simulation (PADS) [3]. However, a high com-
munication delay occurs in the cloud environment because
computing and storage resources are often distributed among
different computing nodes [4]. During the execution of the
simulation task, communication is frequently synchronized,
and numerous messages are sent and received. The execution
efficiency of the simulation application in the cloud envi-
ronment will be affected if there is an excessive allocation
of computing resources, which will increase communica-
tion overhead between the simulation entities [5]. Therefore,
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a method is required to predict the priority order of the
simulation runtime corresponding to the number of differ-
ent simulation computing resources before the simulation
application is executed and to reasonably allocate comput-
ing resources for the simulation application according to the
priority order.

Several researchers have recently investigated classifica-
tion/regression machine learning-based simulation resource
predictionmethods in cloud environments [6,7]. Thesemeth-
ods collect the characteristic data of simulation applications
and use classification/regression algorithms to predict the
runtime of simulation applications using various computing
resources. Finally, these methods rank simulation comput-
ing resources based on the prediction results (simulation
runtime) and expect to obtain those that will enable the sim-
ulation applications to execute in the shortest time. However,
thesemethods typically base their predictionmodels on high-
precision prediction indicators, such as root mean square
error (RMSE) [8] ormean absolute percentage error (MAPE)
[9]. The optimization objective is to minimize the difference
between the predicted and actual runtimes, which makes the
simulation’s ordination susceptible to prediction accuracy.
Compared with the predictionmethod that directly optimizes
the overall ordination accuracy of computing resources, a
method based on the prediction before ordination requires a
higher time and space computational complexity and makes
it difficult to achieve higher sorting accuracy. The learning-
to-rank (LTR) method uses the relative ranking between
pairwise samples in the dataset as feedback information and
reduces the error ranking probability between sample pairs
through iterative learning to produce the best ranking possi-
ble [10]. Therefore, during the task of simulation computing
resource prediction, the method that directly learns the rank-
ing of resource usage can explain the relationship between
different resource usage and simulation application runtime
at a deeper level than the method that predicts the simulation
runtime under different computing resources and re-ranking.

To address the above problems, this study proposes a
time-sensitive LTR approach for resource prediction in cloud
simulation. The method collects static feature and dynamic
monitoring data from simulation applications, and analyzes
the impact of various factors on the execution efficiencyof the
simulation based on the feature extraction method of SHap-
ley additive exPlanation (SHAP) interpretation framework.
Second, based on the analysis of the factors that significantly
affect the runtime of simulation applications, the objective
loss function of the proposed method was designed, and
the RankBoost model was used to construct the simulation
runtime-sensitive predictor. The method uses the shortest
simulation runtime as the training goal and adds a time
penalty factor to the loss function of the LTR model to
ensure that more penalty is added when the best resources

are not correctly ranked to accurately predict the computing
resources with the shortest simulation runtime.

The main contributions of this study are as follows:

1. This study used the feature extraction method of the
SHAP interpretability framework to quantitatively evalu-
ate the importance of factors that influence the runtime of
a complex system simulation. First, the set of factors that
affect the efficiency of the simulation was analyzed, and
the static characteristics before the execution of the simu-
lation application and the dynamic characteristics during
the dynamic execution of the simulation applicationwere
extracted as the feature data of the training samples.
Second, the significant contribution of each feature was
calculated based on the SHAP value, and the features that
significantly affect the simulation application’s runtime
are extracted as input to improve the performance of the
predictor.

2. This study proposes a time-sensitive learning-to-rank
approach for resource prediction in cloud simulation. The
method designs the target loss function of the RankBoost
algorithm and trains a time-sensitive predictor based on
the simulation features to accurately predict the com-
puting resource allocation scheme that maximizes the
execution efficiency of simulation applications. Com-
pared with other eight machine learning methods, the
experimental results show that our method can achieve
the shortest simulation runtime and improve the accuracy
of the optimal computing resource ranking.

Related work

Several studies have been conducted on the acceleration tech-
nology of complex system simulation applications combined
with the advantages of on-demand sharing and elastic scal-
ing in cloud computing environments. However, although
cloud computing-based simulation technology has several
advantages, the random resource allocation process in the
cloud environment may also reduce simulation performance
[11]. To address this problem, regression/classification pre-
diction models based on machine learning, such as linear
regression [12,13], nearest neighbor [14], regression tree
[15], support vector machine [16], Bayesian [17], neural net-
works [18,19], and ensemble learningmodels [20,21], are the
widely accepted solutions to this problem. These methods
attempt to accurately predict the dynamic properties (such
as computing resource requirements, runtime, or load fluc-
tuations) of simulation applications using deep learning in
many historical feature datasets.

Bin [22] modeled computational resource planning in
cloud environments as a classification problem using a
weighted support vector machine (SVM) model to predict

123



Complex & Intelligent Systems (2023) 9:5731–5744 5733

future workload changes, thus minimizing the cost of cloud
resource allocation and virtual machine provisioning. To
overcome the limitations of reactive cloud autoscaling, Kee
proposed an online framework for cloud computing resource
prediction using multiple predictors to create an ensemble
model for accurate prediction of actual workloads [6]. To
improve the responsiveness of cloud management systems
and improve the quality of cloud services, Nawrocki [23]
combined anomaly detection and machine learning methods
to allocate cloud resources to reduce cost and improve the
quality of service (QoS). To cope with unexpected events
in the cloud environment, Shen [24] proposed an efficient
method for predictive resource allocation in the cloud. The
approach uses machine learning models to predict contin-
gencies and normal events and execute different resource
allocation schemes. To improve the allocation efficiency of
virtualmachines in heterogeneous cloud environments,Mah-
foudh [25] used a diffusion convolutional recurrent neural
network model to predict the fluctuation of computational
load in the next time period in real time and validated the
model on a real-world dataset of CPUusage traces fromPlan-
etLab. For time-series data in cloud computing environments,
Jing [26] integrated bidirectional and lattice-based long- and
short-term memory network models to achieve high-quality
prediction of workload and resource usage in cloud environ-
ments.

The above machine learning methods typically aim to
build a prediction model while improving the absolute
accuracy (that is, reducing the RMSE, MAE, and other
indicators). To obtain an effective resource ranking, these
methods must predict the simulation runtime under vari-
ous resource conditions and then rank the various resources
according to the prediction results. However, compared with
learning-to-rank method that directly optimize the overall
ranking, classification/regression models that indirectly rank
based on absolute accuracy tend to obtain poor ranking
results [27].

Compared with classification/regression-based prediction
methods, research on ranking computing resources for simu-
lation applications using the LTRmethod is still very limited.
Currently, most mainstream LTR algorithms adopt the pair-
wise approach, which considers a sample pair as a single
training sample and focuses on the relative order of two sam-
ples rather than the specific value of a single sample. Some
common methods include RankSVM [28], RankBoost [29],
RankNet [?], and others [30,31]. Nguyen [32] empirically
demonstrated using five datasets that the ranking accuracies
of two LTR methods (RankSVM and RankBoost) were 4%–
21% higher than that of the liner regression model (LR).
Yang [33] proposed an LTR method to develop a software
defect prediction model by directly optimizing the ranking
performance. The method’s accuracy in ranking the met-
rics was demonstrated. Jacky [27] analyzed the cost and

data imbalance problems, and proposed a defect prediction
method based ranking SVM model to improve the accuracy
of software defect prediction. Burges et al. [34] proposed
an ensemble prediction algorithm that combines the Lamb-
daMART and LambdaRank algorithms and demonstrated
through experimental datasets that the algorithm produced
better prediction results.

The LTR algorithm of AdaBoost selects a feature vari-
able each time to learn the weak sorters, which are then
combined to form a strong sorter. The RankBoost algorithm
inherits the advantages of the AdaBoost algorithm and has a
fast convergence speed and strong generalization ability [35].
Therefore, this study combines the advantages of the Rank-
Boost algorithm and proposes a time-sensitive LTR approach
for resource prediction in cloud simulation. The approach
selects the number of features that significantly affect the
simulation efficiency based on the SHAP interpretability
framework and then designs the target loss function of the
RankBoost algorithm to train a time-sensitive LTR model.
Compared with other LTR models, the proposed model adds
more penalties when the ranking of the best resources is
incorrect.

The time-sensitive learning-to-rank
approach for resource prediction

Cloud computing technology could greatly improve the
efficiency of resource allocation for complex system sim-
ulation applications [36]. Compared with the traditional
method of using classification/regression technology to
indirectly predict the use of computing resources for sim-
ulation applications, the LTR method can better explain
the relationship between different resource usages and the
execution efficiency. Therefore, this study proposes a time-
sensitive learning-to-rank approach (TSLTR) to support
optimal resource allocation for simulation applications. The
fundamental concept is to use anLTR algorithm to predict the
priority of the computing resources used before a simulation
application is executed.

This method aims to reduce the number of resource
pairs with incorrect rankings, obtain the highest ranking of
resource usage, and improve the execution efficiencyof simu-
lation applications. In practice, the PADS application focuses
more on resource usage, which speeds up the simulation
application’s execution. Therefore, this study adds a penalty
factor to the loss function of the model to improve the rank-
ing accuracy of top-ranked resources. The architecture of the
proposed approach is shown in Fig. 1

During the initial phase of the approach, we deployed
resource monitors on cloud computing nodes to collect real-
time operational information of the emulated applications. In
this study, we considered two sets of simulation parameters:
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Fig. 1 Architecture of the proposed approach

pre-execution and runtime parameters. The pre-execution
parameters, which reflect the static characteristics of the sim-
ulation application, are set before the application is executed.
The runtime parameters are collected while the simulation
application is being executed and reflect the performance
differences under different cloud computing resources. The
resource monitor collects information every 3 s and deposits
it into the cloud application database with the specific param-
eters shown in Table 1. During the second stage, the collected
dataset was processed using feature extraction methods to
obtain relevant features. First, data preprocessing and data
cleaning methods were performed to remove the null val-
ues and negative values. Then, standardization was used to
normalize all data to a distributionwith amean of 0 and a vari-
ance of 1 so that eliminating the negative effects of abnormal
samples. Second, based on the SHAP explainable frame-
work, we analyzed the impact of each feature dimension
on the operational efficiency of the simulation application
and selected strongly relevant features to reduce the model
error and achieve a more accurate prediction result. Finally,
the extracted relevant features were used as inputs to train
the LTR model to predict the priority order of various cloud
resource usage. The highest ranked resource was used as the
final prediction result.

The LTRmodel

The LTR algorithm aims to use the data from the previous
execution to predict the priority of the computing resource
usage for the next execution. This method uses the relative
ranking between sample pairs in the training sample set as
feedback information and reduces the probability of incorrect

ranking between sample pairs by iteratively learning to pro-
duce the best ranking for all samples. Therefore, this study
uses the LTR algorithm to predict the overall ranking of com-
puting resources as well as to provide an optimal resource
allocation scheme for achieving the shortest simulation run-
time.

(1) Problem description

Consider the ranking objective named Set X , which ranks
a set of applications Si with the same simulation static
parameters (except for the CPU cores), where X represents
the CPU cores assigned to the simulation execution. The
optimal resource requirements for cloud-based simulation
applications can be expressed as Pi = f (Si (xi , yi )), where
xi = (x1, x2, ...xd) represents the d-dimensional feature vec-
tor of the simulation application, yi represents the simulation
runtime, and f denotes the ranking function. The LTRmodel
aims to learn from the dataset to obtain a sorting function that
correctly sorts the number of resources to be used. Therefore,
the feedback function is defined as follows:

Set X = ϕ
(
S j

(
x j , y j

)
, Sk (xk, yk)

)

=
⎧
⎨

⎩
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(1)

For anypair of samples S j and Sk in any set of applications,
S j

(
x j , y j

)
> Sk (xk, yk) indicates that the simulation run-

time when using Pj resources is higher than the simulation
runtime when using Pk resources. S j

(
x j , y j

)
< Sk (xk, yk)

implies that the simulation runtime when using Pj resources
is lower than that when using Pk resources. S j

(
x j , y j

) =
Sk (xk, yk) indicates that the simulation runtime when using
Pj resources is equal to that when using Pk resources. The
above LTR task was converted to a binary classification task
that involves learning the relative order between sample pairs.
Based on this, a weight D is assigned to each sample pair,
indicating the importance of accurately judging the sample
pairs. The distribution of D is defined as follows:

D
(
S j

(
x j , y j

)
, Sk (xk, yk)

)

= c ·max
{
0, ϕ

(
S j

(
x j , y j

)
, Sk (xk, yk)

)}
, (2)

where c represents a positive constant and satisfies the fol-
lowing:

∑

S j ,Sk

D
(
S j

(
x j , y j

)
, Sk (xk, yk)

) = 1. (3)

Therefore, the LTR algorithm aims to use positive feed-
back sample pairs with weights D to learn a final ranking
function H . The probability of a ranking error between the
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Table 1 Description of the
monitoring parameters

Parameters Indicators Description

Pre-execution parameters CPU core Number of CPU cores used

Entity Number of simulation entities

Events Number of simulation events executed

Lookahead Restricts the simulation events that can be
executed between the current timestamp
and the sum of timestamp and
lookahead values

Simulation time The virtual time in simulation applications

Runtime parameters CPU usage Average CPU usage

CPU usage_max CPU usage maximum

CPU usage_min CPU usage minimum

Memory Average memory consumption

Memory_max Memory consumption maximum

Memory_min Memory consumption maximum

File Hard drive read/write capacity

Network rec Network upload rate

Network rec_max Maximum network upload rate

Network rec_min Minimum network upload rate

Network sent Network download rate

Network sent_max Maximum network download rate

Network sent_min Minimum network download rate

Network delay Network latency

best ranking and the predicted ranking in the learning pro-
cess is called the ranking loss (Rloss), and its utility function
Func and loss function Rloss are defined as follows:

Func =
∑

S j ,Sk

Dr
(
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(
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)
, Sk (xk, yk)

)

× (
hr

(
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(
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)))

(5)

where r denotes the number of iterations, αr denotes the
weight of the weak classifier obtained in the current iteration,
and hr denotes a function with 0–1 values. αr > 0 indicates
that the ranking effect of hr is positive, that is, the correct
rate is more than half. Therefore, by selecting the appropriate
αr and hr in each weak learning process, we can reduce the
Rloss of the final ranking result. In this study, we set the αr
weight value by referring to [24,30], defined as follows:

αr = 0.5 ln (1+ r(h)max) / (1− r(h)max) . (6)

(2) Algorithm description
The specific execution steps are shown in Algorithm 1.

Algorithm 1 A resource prediction algorithm based on LTR
Require: Dataset S(X , Y ), Initialize sample pair weight distribution D
Ensure: Final Sort Values H(x)
1: Initialization Dr=1 = D by Eq. (2)
2: for r = 1 to T do
3: Using D to train a weak learner
4: Find weak learner hr that maximizes r(h) in Eq.(4)
5: Choose αr = 0.5 ln(1+ r(h)max )/(1− r(h)max )

6: Choose Rloss tomake
∑

S j , Sk Dr
(
S j

(
x j , y j

)
, Sk (xk , yk)

) = 1

7: Update Dr+1 = Dr
(
S j

(
x j , y j

)
, Sk (xk , yk)

) ×
exp(αr (hr (S j

(
x j , y j

) − hr (Sk (xk , yk))/Rloss

8: Calculate H (x) = ∑R
r=1 αr hr

9: return H(x)
10: end for

In this algorithm, S(X ,Y ) denotes the input simulation
application features and label data and D denotes the initial-
ized sample pair weight distribution. The Final Sort Values
H(x) are calculated by four steps.

(1) Initialize D1 = D and ensure that the initial D value is
the same for each sample pair by setting the value of c in
Eq. (2).

(2) During the iterative process, the maximized utility func-
tion r(h) is used as the learning objective, weak learning
iterative training with Dr is performed to generate mul-
tiple weak learners hr , and the αr value is obtained by
calculation. Finally, the ranking result is calculated as
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follows: H (x) = ∑R
r=1 αr × hr . where R denotes the

number of iterations and H(x) denotes the ranking score,
the higher score indicates the better ranking.

(3) The D distribution value is updated according to the line
7, where Rloss denotes the minimum objective function
value in the current iteration calculated using Eq. (5).

(4) Steps 2 and Steps 3 are repeated until the combined rank-
ing order obtained in two to three consecutive iterations
does not change, which is then considered the final pre-
dicted ranking, and the optimal order of resource usage
is the output.

The time-sensitive LTRmethod for resource
prediction

The simulation application resource prediction problem
requires a problem to be considered to modify the LTR algo-
rithm. Assume that the optimal resource ranking required for
one simulation run is the correct ranking = {4, 2, 3, 1} cores.
There are two predicted ranking results for Ranking a = {2,
4, 3, 1} cores and Ranking b = {4, 2, 1, 3} cores. Rankings
a and b are incorrectly ranked. However, in simulation prac-
tice, one is more concerned with the number of resources
that are used to complete the simulation in the shortest time,
that is, the number of resources ranked first. Therefore, the
time cost of Ranking a is significantly higher than that of
Ranking b, where the shortest simulation run time is guaran-
teed in accordance with the ranking outcome. In other words,
ranking a needs to be allotted a larger penalty. However, the
RankBoost LTR method does not consider this and assumes
that the time cost of Rankings a and b is equal. Therefore,
a penalty factor ε(x j,k) is added to ensure that more penal-
ties are added when the best resource is ranked incorrectly.
Therefore, the loss function in Eq. (5) can be converted into
the following equation:

Rloss =
∑

S j ,sk

ε
(
x j,k

) × Dr
(
S j

(
x j , y j

)
, Sk (xk, yk)

)

× exp
(
αr

(
hr

(
S j

(
x j , y j

) − hr Sk (xk, yk)
)))

. (7)

The definition of the penalty factor is the main issue with
time-sensitive LTR. In this study, we used heuristicstocalcu-
late thevalueofε(x j,k),which isexecuted inAlgorithm2.

First, the algorithm establishes a correct ranking based
on all computational resource requirements in the group of
simulation applications and uses mean reciprocal rank (Eq.
8) as a criterion for ranking performance and for calculating
the optimal score MRRbest .

Second, for each sample pair Q = S j (x j , y j ), Sk(xk, yk)
in the simulation application group, the positions of their
module pairs are exchanged and the new ranking scores
MRR j,k are calculated.

Algorithm 2 The calculation of penalty factor
Require: Dataset S(X , Y )

Ensure: penalty factor ε(x j,k)
1: Obtain a correct ranking for all sample pairs in S(X , Y )

2: Calculate the MRRbest value of the correct ranking
3: Iteration = 0
4: Dec = 0
5: for each pair Q = S j (x j , y j ), Sk(xk , yk) do
6: Exchange S j

(
x j , y j

)
and Sk(xk , yk)

7: Calculate the MRR value of the new ranking MRR j,k
8: Dec = Dec + MRRbest/MRR j,k
9: Iteration++
10: end for
11: ε(x j,k) = Dec/I teration
12: return ε(x j,k)

Finally, the standard decline ratio of theMRR values of all
sample pairs after the swap relative to the correctly ranked
MRR values was calculated and used as the value of the
penalty factor ε(x j,k).

Evaluationmetrics

To test the accuracy of the ranked learning predictionmethod,
two metrics were considered: mean reciprocal rank (MRR)
and normalized discounted cumulative gain (NDCG). The
indicator metrics are formally defined as follows:

(1) MRR is concerned with the position of the first relevant
element in the sorting result. If the first relevant element
appears in the first position, the MRR will be larger. The
MRR is calculated as follows:

MRR = 1

K

K∑

i=1

1

ranki
, (8)

where K denotes the number of samples and ranki
denotes the position where the best resource appears in
the predicted computed resource ranking list for the ith
sample.

(2) By introducing a location influence factor, NDCG con-
siders that more advanced samples in the ranking are
more valuable and have a significant impact on the assess-
ment results. The NDCG@n is calculated as follows:

NDCG@n = Zn

n∑

i=1

2c(i) − 1

log(1+ i)
, (9)

where Zn denotes the generalization factor such that the
range of NDCG values is limited to [0, 1], c(i) denotes
the relevance rank of the sample ranked at position i ,
2c(i)−1 denotes the evaluation gain value of that sample,
and log(1 + i) denotes the discount weight of the rank-
ing position of the document, with a smaller value of i
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indicating a higher sorted position. Finally, NDCG@n
accumulates all evaluation gain values of the top n docu-
ments in the ranking as the performance evaluation value
of the ranking model.

Experimental results and analysis

Application and experimental settings

Phold is a benchmark program used to evaluate the perfor-
mance of simulation applications [37]. The Phold includes
many simulation entities, and each entity will initialize
multiple simulation events.When running the Phold, the sim-
ulation entities randomly executes three types of events and
sends messages to another objects.

PublicOpinionDisseminationModel (PODM) is a typical
complex system simulation model, that studies the impact
on public opinion dissemination when hot events occur. The
PODM consist of four types simulation entities: individuals,
hot events, cities, and medias.

In this study, we repeat running simulation application
with different parameters and collect feature data every 3 s
to train multiple predictors. As shown in Table 2, the pre-
execution parameters of the simulation application were
specified to run in a real cloud environment. To ensure the
effectiveness of the algorithm, we repeated each experiments
10 times, and calculated the average value as the experimen-
tal result. Then, we built a cloud environment to execute
complex simulation application and collect the feature data.
The proposed approach was tested on Intel Xeon Gold 6338
CPUwith 32 cores and 64GB of RAM. In this study, the sim-
ulation application was built by Docker, an open container
engine, and the simulation tasks were offloaded to no more
than 32 containers (each container was assigned 1 core and
2 GB RAM) for parallel execution.

Feature extractionmethod based on the SHAP
interpretable framework

The static features of the simulation application and the
dynamic features at runtime are among the factors that
affect the operational efficiency of complex system sim-
ulation applications in the cloud computing environment.
Most current feature importance calculation methods can
only indicate which features are important without indicat-
ing how these features affect the prediction results. Inspired
by cooperative game theory, SHAP develops a method to
explain individual predictions based on the game theory
[38]. Therefore, to extract the significant factors affecting the
operational efficiency of simulation applications, this study
analyzed the degree of influence of each factor on the opera-

Table 2 Pre-execution parameters configuration of Phold and PODM

Simulation
application

Features Values

Phold CPU cores [1, 2, 4, 8, 16, 24, 32]

Entity [1000, 2000, 3000, 4000, 5000]

Event [100, 200, 300, 400, 500]

Simulation time [2000]

Lookahead [0.2, 0.4, 0.6, 0.8. 1.0]

PODM CPU cores [1, 2, 4, 8, 16, 24, 32]

Individuals [500, 1000, 1500, 2000]

Hot events [5,10,20]

Cities [10,20,30]

Media [10]

Simulation time [1000]

Lookahead [0.1, 0.5, 1.0]

tional efficiency of simulation applications based on SHAP’s
interpretable feature extraction method.

Figure2 shows an overall feature summary analysis based
on SHAP interpretability model. Each point shown in the
figure represents the SHAP values of the sample points cor-
responding to all features. The colors of the points, which
range from blue to red, represent the low to high values of
each feature. The x-axis in the figure represents the SHAP
values; when the SHAP values of the features are greater than
0, it indicates a positive impact on the output of the model;
when they are less than 0, it has a negative impact on the out-
put of themodel. According to Fig. 2, the feature “Entity” has
the largest value, and the feature value of samples is greater
than 0. This indicates that the feature has the largest positive
impact on the model’s output, that is, the simulation runtime
increases as the number of simulation entities increases. The
feature “File” has the smallest value, which indicates it is the
least important to the model and has the smallest impact on
its output.

To further investigate the influence pattern of each factor
on the simulation runtime, SHAP dependency diagrams of
the top three characteristic variables that significantly affect
the simulation runtime are drawn, as shown in Fig. 3. The
contribution of the number of simulation entities “Entity” has
an overall positive correlation, that is, the simulation com-
putational loads and communication loads increases as the
increase of the number of simulation entities and cause a pos-
itive impact on the simulation runtime. The contributions of
the number of CPU cores and CPU usage were negatively
correlated over a range, which means that predicting and
allocating optimal computing resources to simulation appli-
cations can reduce simulation runtime.

To prove the significance of SHAP method, mutual infor-
mation methods are used to compare the performance of
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Fig. 2 Overall feature summary analysis based on the SHAP interpretable framework

Fig. 3 Impact of simulation application characteristics on model output
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Fig. 4 The effect of each feature
on the model performance

feature selection. First, all features are ranked based on their
importance in Fig. 4. In addition, the features that SHAP val-
ues less than 1 and the F score less than 0.1 are removed.
Second, this study uses the top k feature dimensions in the
importance ranking to train the LTR model and evaluates
its performance based on the NDCG model performance
evaluation metrics. As shown in Fig. 5, The model perfor-
mance obtained by SHAP method is better than the mutual
information method in almost all dimensions, and the high-
est performance was obtained using the SHAP method with
top 16 feature dimensions for training the ranking learning
model. Therefore, these features were selected to train the

ranking learning model in the subsequent experiments in this
study.

Model parameter setting and sensitivity analysis

In this study, eight prediction models such as linear regres-
sion (LR), extremely randomized trees (ETR), support vector
regression (SVR), extreme gradient boosting (XGBoost),
multilayer perceptron (MLP), restricted Boltzmann machine
(RBM), ranking boost(Rankboost) and random forest (RF)
are built to compare the ranking performance, and the param-
eters of each models were tuned by the grid search toolkit.
The specific parameters are shown in Table 3.
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Fig. 5 Performance analysis
with different feature
dimensions

Table 3 Prediction model and parameter settings

Model Parameters

ETR Num of trees = 200

LR Max iterations = 100, regularization
parameter = 0.2

RF Max depth = 4, num of trees = 300

XGB Learning rate = 0.05, max depth = 3, Max
iterations = 300

MLP Hidden layer = (200,80), learning rate =
0.1, max iterations = 600

SVR Kernel = “linear”, regularization
parameter = 0.1, max iterations = 500

Rankboost Learning rate = 0.15, max depth = 5, max
iterations = 800

RBM Learning rate = 0.2, max iterations = 400

In addition, we analyze the parameters sensitivity of
TSLTR on Phold application in Fig. 6. The model perfor-
mance can improve as learning rate increases and get the
best result when learning rate = 0.08, as shown in Fig. 6(a).
When setting different max depth and n_estimators, NDCG
values with max depth = 6 and n_estimators = 600 are the
best, as shown in Fig. 6(b). In subsequent experiments, the
hyper-parameter learning rate is set to 0.08, and max depth
and n_estimators are set to 6 and 600, respectively.

Model performance evaluation

This section evaluates the performance of the time-sensitive
LTR approach for resource prediction of cloud simulation
(TSLRT). Figures 7 and 8 present the detailed NDCG values
and MRR of the nine methods. The TSLRL model achieves
the highest NDCG and MRR values on Phold and PODM
applications, which the NDCG and MRR values in Phold is
0.78 and 0.81 and in PODM is 0.75 and 0.83. Compared to
the other 8models, The TSLRT improves the average NDCG
values of RBM by 45%, of SVR by 40%, of MLP by 38%,
of LR by 34%, of ETR by 31%, of XGB by 20%, of RF by

17%, and of Rankboost by 7%, respectively. This is because
the TSLRT model modifies the loss function by consider-
ing the simulation features, and uses the relative ranking
between computing resources as feedback information to
train a predictor for minimizing the error ranking probability.
Compared to RankBoost and TSLRT, other methods tend to
get worse performance in NDCG and MRR values, because
their aim to minimize the error between the predicted value
and the true value and does not account for the impact of com-
puting resource ranking. After revising the loss function of
RankBoost, the TSLRT gains 3%–8% higher average NDCG
and MRR values, because the TSLRT takes into account the
ranking cost issue and modifying the loss function to pro-
duce the best ranking possible for the optimal resource. In
addition, different models have their own advantages for dif-
ferent indicators. For example, The NDCG value of MLP
model is lower than that of LR, ETR models in Phold appli-
cation; However, the MRR value of MLP model is higher
than that of LR, ETR models. The RBM model gains the
lowest NDCG values in Phold but the SVR model has the
worst performance in PODM application. According to the
experimental results in Figs. 7 and 8, We conclude that the
TSLRT achieved a higher-ranking performance in term of
NDCG and MRR.

Run-time comparison

Table 4 shows the average training and testing times for all the
sorting. Compared with the other methods, TSLRT requires
the longest training time of 116.04 s. Additionally, the train-
ing times for Rankboost, XBG,MLP, and RBMwere 86.683,
30.267, 55.101, and 60.325s, respectively. This is because
these methods also require several iterations to obtain the
optimal trainingmodel. However, the TSLRT and Rankboost
models, with prediction times of 0.55 s and 0.52 s, respec-
tively, produced the quickest results. This is because the other
models require multiple prediction runtimes and generate
the results by sorting, thus incurring more overhead. In this
study, we focused on the prediction of simulation runtime
resources under static conditions and trained all prediction
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Fig. 6 Parameter sensitivity
results

Fig. 7 Performance evaluation
of the different method in Phold
application

models offline. Thus, the TSLRT trades off some of the train-
ing times to achieve higher prediction accuracy.

The Phold application was run in a cloud environment
using two simulation applications with different parame-
ters (the number of simulation entities was 3000 and 100)
and executed in parallel using various CPU core counts. In
the experiments, the proposed TSLRT method was used to
predict the priority of the computational resources used dur-

ing this run by collecting the feature data of the simulation
application after running for 60 s as input and ranking them
from the highest to lowest priority. As shown in Table 5,
for the simulation application Phold-1, the TSLRT model
can accurately predict the priority order of this application
using different CPU core counts. For the simulation appli-
cation Phold-2, the TSLRT model incorrectly predicts only
the priority order with 24 and 12 CPU cores. Additionally,
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Fig. 8 Performance evaluation
of the different method in
PODM application

Table 4 Average training and the result output time times of different
models

Model Training time Ranking result output time

RBM 60.325 3.15

SVR 1.165 1.44

MLP 55.101 2.52

LR 1.035 1.74

ETR 2.012 1.23

RF 2.023 2.58

XBG 30.267 3.25

Rankboost 86.683 0.52

TSLTR 116.04 0.55

the shortest simulation runtime was obtained when the high-
est priority number of CPU cores was used in both cases.
Therefore, the experimental results show that the ranking
learning method proposed in this study can effectively pre-
dict the computational resource priority of the simulation
application, and by selecting the highest priority computa-
tional resource, the simulation application runtime can be
significantly reduced and its efficiency can be improved.

Conclusion

This study proposes amethod for predicting cloud simulation
computing resource, which is characterized by predicting the
overall ranking of computing resource usage during a simula-
tion application operation and obtaining the shortest runtime
when the simulation application is run with the computing
resource with the highest predicted ranking. First, the sim-
ulation application is deployed in the cloud environment to
generate the dataset. Second, the SHAP interpretable fea-
ture extraction method is used to quantitatively determine
the importance of each feature dimension. Third, the fea-

Table 5 Comparison of the predicted priority order with the actual
order

Simulation
application

CPU core usage (Listed
in descending order of
prediction results)

Actual runtime
(s)

Phold_1
(simulation
entities are set
3000)

24 456

32 910

16 1075

8 1845

4 2628

2 3428

1 6294

Phold_2
(simulation
entities are set
1000)

16 928

24 1966

32 1083

8 3045

4 5742

2 10,578

1 20,253

ture set that significantly applies the simulation application
runtime is evaluated. Finally, this study proposes a cloud sim-
ulation computing resource prediction algorithm based on
time-sensitive ranking learning, which features the factors
that significantly affect the simulation application runtime
obtained from the analysis, and constructs a simulation run-
time sensitive ranking learning model based on RankBoost
by designing the objective loss function in the ranking learn-
ing algorithm. Different machine-learning methods were
evaluated in this study to demonstrate the advantages of the
proposed method. The results demonstrate that the proposed
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method can effectively predict the overall ranking of sim-
ulation computational resources and accurately evaluate the
computational resources required for the shortest runtimeof a
simulation application. In future research,weplan to consider
scalability factors to predict the overall ranking of computa-
tional resources in different types of simulation applications
and to evaluate the model performance on larger scale cloud
platforms.
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