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Abstract
Can a computer evaluate an athlete’s performance automatically? Many action quality assessment (AQA) methods have
been proposed in recent years. Limited by the randomness of video sampling and the simple strategy of model training,
the performance of the existing AQA methods can still be further improved. To achieve this goal, a Gaussian guided frame
sequence encoder network is proposed in this paper. In the proposedmethod, the image feature of each video frame is extracted
by Resnet model. And then, a frame sequence encoder network is applied to model temporal information and generate action
quality feature. Finally, a fully connected network is designed to predict action quality score. To train the proposed method
effectively, inspired by the final score calculation rule in Olympic game, Gaussian loss function is employed to compute the
error between the predicted score and the label score. The proposed method is implemented on the AQA-7 and MTL–AQA
datasets. The experimental results confirm that compared with the state-of-the-art methods, our proposed method achieves
the better performance. And detailed ablation experiments are conducted to verify the effectiveness of each component in the
module.

Keywords Action quality assessment · Frame sequence encoder network · Gaussian loss function · Regression analysis

Introduction

Action Quality Assessment (AQA) aims to develop an
automatic way to evaluate the quality of action perfor-
mance in the video. Over the past few years, people have
discovered its valuable practicability and proposed many
methods to facilitate practical tasks of AQA [17,23–25,40],
especially in sports video scoring [8,16,21,22,30,33,36,44],
skill assessment [6,9,11,26,31], and medical rehabilitation
[19,20,29,35,38]. Therefore, developing anAQA system that
can generate accurate and objective scores for sport events
has become an urgent demanding.

AQA in sport events specifically refers to building a sys-
tem that can score the performance of athletes like a referee.
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The input of the AQA system is a sport video, such as diving,
and the output is the athlete’s performance score. However,
how to evaluate the sport action performancemore accurately
and effectively is still a question and is worthwhile explor-
ing. Unlike action recognition [1,10,18,32,37,39,41,43] in
which rare keyframes are enough to classify a video action
sequence, the difficulty of AQA is that people must obtain
the subtle differences between the continuous motions which
determine the level of final score. Therefore, the integrated
temporal semantic plays a significant role in AQA task.

In most of previous methods for scoring sports video
[25,30,40], 3D convolutional neural network (3D CNN) was
applied as the feature extraction model to learn the tempo-
ral semantic in the video. In general, in these methods, short
clip sampled from original video are used as the input of
3D CNN, and then, a regression model [17,23,28] is trained
to predict the final scores. Due to the randomness of video
frame sampling strategy, the features extracted from short
clip may ignore critical action information and other factors
that affect the score of an athlete. The performances of these
AQAmethods are unstable and unsatisfactory. As illustrated
in Fig. 1, some keyframes of diving video are shown. The
frames in the yellow box represent small splash, while the
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frames in the red box represent large splash. For diving sport
assessment, how well you perform is just as important as
the size of the splash, and similar characteristics are also
reflected in other sports categories [30,33,36]. In the sam-
pling process, if the f4, f6 frame with small splash size is
selected as the input clip, while f5 frame is neglected, it will
mislead the evaluation of the final score. Therefore, to obtain
the stable and intact temporal semantic feature, inspired by
action detection and recognition method [15] which used the
feature sequence of static video frame as input rather than
video clip, a frame sequence-based temporal encoder con-
volutional network (TECN) is applied to capture the action
quality feature in the proposed AQA method.

To train the AQA network effectively, it is necessary to
define a reasonable loss function to optimize theweight learn-
ing of the network. For most traditional AQAmethods, mean
square error (MSE) loss function [21,40] was generally used
in regression analysis. However, according to the objective
scoring rules in sport events, the final score of each action
is the average of the subjective scores provided by multiple
referees. There is a reasonable deviation margin between the
referee scores and the final score. Therefore, tomodel the sta-
tistical characteristics of score label, the action quality score
is modeled as random variables and the label is regarded as
the mean of the distribution of the action quality score in
this work. The goal of network optimization is to make the
score predicted by the model obtain the maximum proba-
bility in the score distribution with label mean. Specifically,
we assume that the action quality score label is subject to
Gaussian distribution, and a Gaussian loss function is uti-
lized to guide the network training in AQA tasks. Finally, the
framework of the proposed method is shown in Fig. 2.

In the proposed method, Resnet model [13] is applied as
feature extracted backbone to obtain the appearance feature
of each frame in the video. And frame sequence-based TECN
which is built by spatial convolutional and temporal pooling
[15] is used to obtain the temporal semantic features. Since
we employ features that extracted from fully video frames
as input information, the overall temporal feature is more
stable and robust. And then, a fully connected regression
network is designed in this work to predicted the final action
quality score. In the training stage, the proposed Gaussian
loss function is used to calculate the difference between the
predicted scores and the ground-truth scores. In the Gaus-
sian loss function, the label score is regarded as the mean of
the Gaussian function, and the standard deviation is set as a
hyper-parameter which is fine-tuned in the experiment.

In addition, the final score of an Olympic event is usually
sophisticated.When some detailed score labels are available,
such as execution score provided by each referee and the
difficulty degree of the diving, we further design the different
training strategies with these complex score labels, including

overall score-based training strategy and execution score-
based training strategy.

The contributions of our paper are summarized as follows:

• To obtain higher level and integrated feature information,
wepropose a frame sequence-basedTECN to learn action
quality feature for AQA task.

• We propose a novel Gaussian loss function for regression
analysis, which optimizes certain defects of traditional
MSE loss.

• We conduct experiments on the AQA-7 [24] and MTL–
AQA [25] datasets. The experimental results show that
the proposed method achieves the better performance
compared with the existing methods. Ablation experi-
ments are performed to verify the effectiveness of the
various components in the proposed method.

The remainder of this paper is organized as follows.
“Related work” section introduces the related works, and
“Approach” section describes the algorithms. “Experiments”
section presents and discusses the experimental results, and
“Conclusion” section concludes the paper.

Related work

In this section, we first introduce action recognition meth-
ods in videos, especially the approaches of spatial–temporal
structure modeling. Based on that, we provide a detail review
about related works of AQA tasks in the practical problems,
including pose-based methods and appearance-based meth-
ods.

Spatial–temporal feature learningmethods

How to transform video information into higher spatio-
temporal semantic representation is an important issue to
improve the performance of action recognition. Many video
feature learning methods were proposed in the field of action
understanding research. 3D CNNmodels, like C3D [34] and
I3D [3], have made remarkable achievements in the field of
action recognition that directly learned the spatio-temporal
feature from video clips by 3D convolution operation. [10]
involved a multi-path network that the slow pathway was
designed to grasp spatial semantics, and the fast pathwaywas
used to capture changing motion at temporal scale. Based on
that promoted, [43] proposed a feature-level temporal pyra-
mid network, which utilized inflated 3D ResNet-50 [12] as
backbone. To learn long-range temporal information, [37]
used a sparse temporal sampling strategy and fused the cat-
egories of the sampled segments.

All above appearance-based action recognition methods
explore the higher semantic information across temporal
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Fig. 1 Example of the critical
frames in diving #Diving_206: 86.4

#Sync10m_067: 72.9
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Fig. 2 Pipeline of the proposed Gaussian guided frame sequence encoded network. It contains four parts: feature extractor, temporal feature encoder
network, score regression network, and loss function module

dimension. It is also the basic problem in AQA task which
investigate the temporal structure modeling to assess the per-
formance of the video.

Action quality assessment

In recent years, many attempts have been dedicated to make
breakthrough on theAQA research [5,17,23–26,33,44].Most
existing algorithms can be roughly divided into two cate-
gories according to the formof input information: pose-based
methods and appearance-based methods. Pose-based meth-
ods [21,22,28] tackle AQA works by extracting the action
quality feature from human pose sequence. [28] proposed
a framework for learning the spatio-temporal pose features
from pose sequence. In this work, discrete cosine transform
(DCT) was applied to extract the action features and a lin-
ear Support Vector Regressor (SVR) was used to predict
the score. [22] tackled the detailed joint motion based on
the conjoint relations and integrated the joint commonality
module with the joint difference module for joint motion
learning. The learned features were fed into the score regres-
sor to predict the score. However, it is difficult to represent
other critical factors completely that affect scores in AQA
research only using the human pose information. For exam-
ple, the final splash concerns a significant contribution about

the score in diving, which serves as the important visual clues
from background.

The appearance-based approach aims to use information
learned from visual representations to score action quality.
[23] performed score regression based on C3D spatio-
temporal features and used SVR or LSTM to regress the
score. To explore how fragment-level features affect scoring
in a long video, [17] segmented each video into several frag-
ments and extracted fragment-level features by stacked C3D
networks, while the correlation between each fragment is
ignored. Furthermore, [25] proposed a largest AQA dataset
to date, utilized C3D to learn features, and optimized the
proposed model using three loss functions which account
for incorporate three related tasks (i.e., fine-grained action
recognition, commentary generation, and AQA score pre-
diction) to provide better feedback to the scoring task. [40]
applied P3D model on each segment of a video and then
fused the stage-wise features to obtain the score. However,
due to the random characteristics of video sampling in the
input stage of each prediction, the estimation result is unsta-
ble. To learn more discriminative representations for videos,
[44] presented a hybrid dynamic–static context-aware atten-
tion network which learn the video dynamic information and
the static postures, respectively, using the two streams mode.
The final scores were generated by leveraging the combina-
tion features of these two streams. [33] devoted to explore
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the inherently ambiguity in the score labels thus proposed
an uncertainty-aware score distribution learning approach,
which described different evaluated scores as probability dis-
tribution and generated a corresponding predicted one, and
then optimized the model by the Kullback–Leibler diver-
gence between these two distributions.

Compared with previous work, we propose amodular net-
work for AQA research that is applicable to most events in
sport competitions. We argue that in sports, by employing
full video with all critical moments, it performs better than
simple sampling of video frames in assessing action quality.
A comparison between the proposedmethod and the existing
AQA methods is summarized in Table 1.

Approach

In this work, we develop a novel network for action quality
assessment. In this section, we outline the proposed AQA
framework in Olympic events, which generates the action
quality score of the athletes from the input sport videos.
As shown in Fig. 2, our overall framework can be divided
into four parts: full-video frame feature extraction, frame
sequence-based temporal feature encoder, fully connected
network for score regression, and Gaussian loss function-
based learning mechanism. In this work, the AQA problem
in sports event can be defined in Eq. (1)

S = T ECN (V ), (1)

where V represents the input video, T ECN (·) means the
proposed algorithm, and S represents the predicted action
quality score.

Full-video frame feature extraction

Given an input video V = {v1, v2, ..., vL }, where vi rep-
resents i-th frame in a video and L is the length of input
video. The image sequence is fed into a Resnet model [13]
pretrained on large-scale image classification dataset [4]
for offline feature extraction. Different from these previous
works [8,33,40] which used sampled or segmented video
clip as input, the proposed method adopts the unsegmented
frames as the input of AQA network to obtain more compre-
hensive feature representation. In traditional Resnet network,
the last two pooling and fully connected layers correspond
to the original image classification task. Therefore, they are
removed and the output of the remaining network is used as
the image feature in this work. In the experiment, Resnet-50
[13] structure is adopted. After image feature extraction, the
input video is transferred into the image feature sequence, as

1
1

,
2

D
 C

o
n

v
1

S
p

at
ia

l 
d

ro
p

o
u
t1

A
ct

iv
at

e1

M
ax

 p
o

ll
in

g
1

[L, 256] [L/2, 256]

: [L, 2048]

1
1

,
2

D
 C

o
n

v
2

S
p

atial d
ro

p
o

u
t2

A
ctiv

ate2

M
ax

 p
o

llin
g
2

[L/2, 512]

: [L/4, 512]

Fig. 3 The structure of TECN

defined in Eq. (2)

F = { f1, f2, . . . , fL}
fi = R(vi ),

(2)

where F denotes the obtained feature sequence, fi represents
the feature of i th frame in the video, and R(·) represents
the feature extraction network. The dimension of the fea-
ture extracted from Resnet is 2048. Due to the limitation
of computing capability and excessive parameters will lead
to memory consumption, Resnet network is only used as
the offline feature extractor without training in the proposed
AQA model.

Frame sequence-based temporal encoder

Temporal semantic information is significant feature for
motion analysis, such as diving, skating, and gym vault.
The task of frame sequence-based temporal encoder con-
volutional network in this study is to capture the sequence
relationship of a continuous action to obtain higher level tem-
poral and spatial semantic information [10,43]. Consider the
frame-level feature sequence FL×2048 that extracted from
Resnet as input, a temporal encoder convolutional network
is applied as the encoder module to learn the temporal infor-
mation of action. The structure of TECN is shown in Fig. 3.

In TECN, each encoding block is composed of an 1 × 1
temporal convolution, specific activation function and Max
pooling across temporal series. We utilize Ec ∈ R

Fc×Tc to
depict the structure of encoder, where Fc is the number of
convolutional filters in the cth layer and Tc is the number
of corresponding time steps. For the encoder network, the
inter-frame temporal convolution is expressed as Eq. (3)

Ec = h(Wc ⊗ p(Ec−1) + b), (3)
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Table 1 Comparisons between the proposed method and the existing AQA methods

Method Year Input Feature extractor Score predictor Learning strategy

[28] 2014 S DCT SVR Linear

[42] 2018 S ST-GCN FCN MSE loss

[22] 2019 S+V Joint relation graph+ I3D FCN MSE loss

[21] 2021 S+V Joint stream+appearance stream FCN MSE loss

[17] 2018 V Temporal segmentation+stacked C3D FCN MSE + ranking loss

[40] 2018 V Temporal segmentation+P3D FCN MSE loss

[24] 2019 V C3D+LSTM FCN MSE loss

[25] 2019 V Multi-stage C3D+average aggregation FCN Multi-task learning

[33] 2020 V Multi-stage I3D+ temporal pooling Softmax KL loss

[11] 2020 V Asymmetric interaction module FCN MSE loss

[36] 2020 V Spatial+ temporal convolution+attention FCN MSE+correlation loss

[44] 2020 V Static and dynamic stream+context-aware attention FCN MSE loss

[5] 2021 V Temporal segmentation+P3D Multi-substage FCN MSE loss

Ours 2022 V Image feature+Temporal encoder FCN Gaussian loss

FCN means fully connection network, S represents skeleton data, and V represents video data
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Fig. 4 The architecture of score regression network

where the collected convolution filters are denoted as W =
{Wi }Fci=1 forWi ∈ R

dc×Fc−1 , b ∈ R
Fc for being a correspond-

ing bias vector, h(·) being the activation function, dc being
the filter length at the cth layer, ⊗ being the convolution
operator, and p(·) being the temporal pooling operation.

Score regression

Most of the existing methods [8,40] consider AQA task as
a regression problem, this process is roughly as aggregating
the features extracted by convolutional neural network [3,12,
34] to form a video-level feature representation, and perform
regression analysis on the feature vector. As shown in Fig. 4,
a score regression network is defined by three-layer fully
connected network in this work, and each layer consists a
fully connected operation and a non-linear activation layer.

Specifically, the output feature of the last layer in the
encoder model is flattened into a vector as the input of score
regression network, and then passes through 4096, 2048, and
1 neurons subsequently. For purpose of eliminating the influ-
ence of dimensions on the final predictions, making different
features comparable and improve the convergence speed of
the model, we add a sigmoid activation function to normal-

ize the output of the last FC-layer. This calculation process
is expressed as Eq. (4)

S = Sigmoid(FC(E ′)), (4)

where S is the predicted score of the pipeline, FC(·) is
descending FC-layer operation, and E ′ is the output of the
temporal encoder network. The final prediction is deemed as
an athlete’s score.

Gaussian loss function

According to the theory of deep learning [2], in the training
stage, we have to tell the model what we expect the network
to minimize to guide the parameters’ learning. Therefore,
an effective loss function should be considered to train the
proposed network. MSE loss is one of the most extensively
used and most straightforward loss function for regression
network. It is also widely used inmanyAQA tasks. However,
MSE loss is oversimplified that ignores the characteristic of
the sports scoring and the performance of the model trained
by this loss function should be further improved.

According to the objective scoring rules in most sports
event, the final score is generated by multiplying the execu-
tion score and the difficulty degree.And the execution score is
the average score of various referees’ score. For example, the
overall score of diving is based on the referee’s score (how
was that done) and the difficulty degree (what was done)
of an athlete. There are uncertainty between the referee’s
evaluation score and the label score. To solve the shortcom-
ings of previous loss functions used in AQA task, inspired
by [33] using uncertainty-aware score distribution learning
for AQA, we take the score of athletes as random variables
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which obey the normal distribution. The score label provided
by the dataset is regarded as the mean of the distribution. The
probability density function of the quality score is written as
follows:

f (S) = 1√
2πσ 2

e− (S−μ)2

2σ2 , (5)

where μ and σ denotes the mean and standard deviation,

respectively. We assume that f
′
(S) = e− (S−μ)2

2σ2 , while con-
sider it in terms of our practical task, μ is regarded as
ground-truth score and S is the predicted score by the pro-
posed method. We expect that the score predicted by the
network corresponds to the maximum probability of this
distribution. Therefore, the overall loss function can be cal-
culated as Eq. (6)

Lgau = 1

N

N∑

n=1

(1 − f
′
(S))

= 1

N

N∑

n=1

(
1 − e− (Sn−μn )2

2σ2

)
,

(6)

where σ serves as the hyper-parameter that need to be fine-
tuned in the experiment. When the predicted score is exactly
equal to the ground-truth score, identically Sn = μn , the loss
takes the minimum value.

In addition, some datasets will provide more detailed
labels for sports event assessment. For example, MTL–AQA
dataset [25] provides the overall score label, seven execution
scores from judges, and difficulty degree. The overall execu-
tion score is calculated by the sum of the three referee scores
after removing the two highest referee scores and two low-
est scores. Therefore, two different training scenarios based
on the aforementioned scoring rules are built to verify the
effectiveness of the proposed method in this work.

Overall score training strategy (OS)

In the training scenario where only overall score is counted
as the label, the influencing factors of execution score and
difficulty degree have not been considered, so that the out-
put of the network is directly used as the overall predicted
score to calculate loss with the score label. Therefore, the
loss function can be expressed as Eq. (7)

Los
gau = 1

N

N∑

n=1

(
1 − e− (Sosn −μosn )2

2σ2

)
, (7)

where Sosn denotes thepredictedoverall score andμos
n denotes

the ground-truth overall score of nth video sample.

Execution score training strategy (ES)

While sophisticated score labels are available, we consider
a training scenario closer to the objective rules to explore
the potential influence factors in the model. In this scenario,
execution score is used as the training label to optimize each
component of the model. Therefore, in the inference stage,
it is necessary to multiply the output score by the difficulty
degree to obtain the overall score. We can describe the cal-
culation of loss function as Eq. (8)

Les
gau = 1

N

N∑

n=1

(
1 − e− (Sesn −μesn )2

2σ2

)
, (8)

where Sesn is the predicted execution score and μes
n is the

ground-truth execution score of nth video sample.

Experiments

We evaluate the proposed method on the AQA-7 [24] and
MTL–AQA [25] datasets, which are the most commonly
used in AQA task. The comparison results are applied to
verify the effectiveness of the proposed method. Moreover,
some ablation experiments are included to further illustrate
the effectiveness of each component proposed in this work.

Datasets and experiment settings

AQA-7 dataset [24]. This dataset contains 1189 videos from
seven sport categories captured during Summer and Winter
Olympics: 370videos fromsingle diving-10mplatformcom-
petition, 176 videos from gymnastic vault competition, 175
videos from big air skiing competition, 206 videos from big
air snowboarding competition, 88 videos from synchronous
diving-3m springboard competition, 91 videos from syn-
chronous diving-10m platform competition, and 83 videos
from trampoline competition. The length of the trampoline
video is 650 frames, while all of the other sports videos
in this dataset are 103 frames. Refer to the previous work
[24,33] and to make a fair comparison, the trampoline videos
are excluded in the experiment, that is, we evaluate the
performance of the proposed method on the remaining six
competitions. In the experiment, we build the AQA model
for each sport category independently. The division of train-
ing set and testing set follows the official setting. AQA-7
dataset only provides the overall score label for each video.

MTL–AQA dataset [25]. As the largest dataset in AQA field,
MTL–AQA dataset contains 1412 videos that only focus
on Diving category. The dataset is collected from 16 dif-
ferent events instead of the single main event, such as 2012
OlympicsMen’s 10mPlatformDiving competition inAQA-7
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dataset. This dataset covers various viewanddifferent camera
angles, includes the 10m Platform as well as 3m Spring-
board, both male and female athletes, and individual or pairs
of synchronized divers. For each video, MTL–AQA dataset
not only provides the overall score label, but also offers the
difficulty degree of diving and the execution score of each
referee. According to the previous work [25], in this dataset,
1059 videos are applied as the training set, and 353 videos
are set as the testing set.

Evaluation metric. To be comparable with previous AQA
methods, Spearman’s rank correlation (SRC) is utilized to
evaluate the correlation between two statistical variables (i.e.,
ground-truth scores andpredicted scores).When the twovari-
ables are completely monotone correlated, the Spearman’s
correlation coefficient is +1 or −1. The calculation can be
expressed as Eq. (9)

ρ = cov(rX , rY )

σrX σrY
, (9)

where ρ denotes the Spearman’s correlation coefficient, rX
and rY are the rank variables of the predicted score and label
score, respectively, cov(rX , rY ) is the covariance of the rank
variables, and σrX and σrY are the standard deviations of the
rank variables.

We conducted experiments on the six sports categories
in the AQA-7 dataset. To make a comprehensive comparison
with other methods, the average correlation coefficient of the
six categories is necessary. Because of the non-additive char-
acter of correlation coefficients, they must be converted into
a new variable, named the Fisher’s z value [7], it is available
for measuring the overall average correlation coefficient ρ

between variables X and Y .

Implementation details. PyTorch [27] is used to implement
the proposed model and the proposed method is trained on
single Nvidia RTX 3090 GPU. The Resnet network is pre-
trained on ImageNet [4] dataset as the feature extractor. All
the video frames are resized to 224 × 224. We adopt Adam
[14] optimizer to train our network with initial learning rate
of 0.0001 and the decay rate is set as 0.5.

In our experiments, to prevent over-fitting and unstable
factors, all of the score labels are normalized into the interval
of 0 to 1. For overall scores, we utilize min–max normaliza-
tion as below

S′ = S − min(S)

max(S) − min(S)
. (10)

Here, S′ is the normalized score, and min(S) and max(S)

denote the minimum and maximum score in the training set.
Since the execution score is ranging from 0 to 30, we normal-
ize them by dividing 30 directly. To make a fair comparison

with othermethods, in the experiment, all of the experimental
results are calculated based on the overall score.

Results on AQA-7 dataset

Comparison with state-of-the-art methods. We first compare
the performance of the proposed method with other state-of-
the-artmethods onAQA-7dataset. Since the lack of difficulty
degree labels, only the normalized overall score label is used
to train our network on AQA-7 dataset. The results can be
seen in Table 2, and the proposed method outperforms the
existing AQA methods in all sports categories except Snow-
board.Weargue that the reason is that in theSnowboard sport,
the camera view and displacement of athletes are diversified,
and it is difficult to capture accurate human region and sig-
nificant motion features, resulting in poor score prediction.
This result also means when the resolution of object is too
small or the distance between camera and object, the pro-
posed method is hard to learn the key features of an athlete
under such condition, making the prediction poor. This is
also the limitation of the proposed model. In the future, it
needs to further explore an AQA model that is more suitable
for small-scale objects in practical application.

But even so, the result of the proposed method on Snow-
board has exceeded the JRG method [22] which uses the
excessive optical flow information. It is worth noticing that
in Skiing category, we gain themost significant improvement
about 6.79%, and there have been varying degrees of growth
in other categories similarly. The average correlation of the
TECN approach is improved by 3.64% compared with the
state-of-the-art methods, which verifying the strong effec-
tiveness of the method proposed in this paper.

Ablation study on different loss functions. The performances
of four different loss functions are concluded in Table 3.
We can see that even conducting with the MSE loss func-
tion or L1 loss function, the proposed TECN model could
achieve 83.07% and 82.68% Spearman’s correlation coef-
ficient, respectively, better than other previous methods as
mentioned in Table 2 with the same loss function [23,40].We
also use a sum of MSE and L1 loss between the predicted
score and ground-truth score as [25] suggested. Compared
with these loss functions, the proposed method trained by
Gaussian loss performs the best SRC in all sport categories
and achieves the best average correlation coefficient. The
SRC is higher than MSE loss, L1 loss, and a combination of
them by 1.97%, 2.36%, and 1.19%, respectively. The abla-
tion results indicate that our Gaussian loss could boost the
training of regression model in AQA field.
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Table 2 Comparisons of action quality assessment accuracy on the AQA-7 dataset

Network Diving Gym vault Skiing Snowboard Sync. 3m Sync. 10m Avg. corr.

Pose+DCT [28] 0.5300 – – – – – –

ST-GCN [42] 0.3286 0.5770 0.1681 0.1234 0.6600 0.6483 0.4433

C3D-LSTM [24] 0.6047 0.5636 0.4593 0.5029 0.7912 0.6927 0.6165

C3D-SVR [24] 0.7902 0.6824 0.5209 0.4006 0.5937 0.9120 0.6937

AIM [11] 0.7419 0.7296 0.5890 0.4960 0.9298 0.9043 0.7789

JRG [22] 0.7630 0.7358 0.6006 0.5405 0.9013 0.9254 0.7849

USDL [33] 0.8099 0.7570 0.6538 0.7109 0.9166 0.8878 0.8102

MSRM [5] 0.8129 – – – – – –

EAGLE-Eye [21] 0.8331 0.7411 0.6635 0.6447 0.9143 0.9158 0.8140

SCN+ATCN [36] 0.8500 0.7600 – – – – –

Ours(TECN) 0.8604 0.8156 0.7314 0.5755 0.9432 0.9417 0.8504

Bold values represent the best performance

Table 3 Study on different loss function. We use consistent backbone with only the type of loss function changed

Loss function Diving Gym vault Skiing Snowboard Sync. 3m Sync. 10m Avg. corr.

MSELoss 0.8360 0.7852 0.7223 0.5559 0.9351 0.9274 0.8307

L1Loss 0.8343 0.8034 0.7042 0.5505 0.9218 0.9304 0.8268

MSELoss+L1Loss 0.8498 0.8155 0.7156 0.5389 0.9381 0.9321 0.8385

Gaussian loss 0.8604 0.8156 0.7314 0.5755 0.9432 0.9417 0.8504

Bold values represent the best performance

Results onMTL–AQA dataset

Comparison with state-of-the-art methods. We further ver-
ify the proposed TECN model on MTL–AQA dataset. The
comparison results are shown in Table 4. MTL–AQA dataset
provides the score of each referee, execution score, and
difficulty degree labels; therefore, in this experiment, two
different scenarios (OS and ES) are included. As we can see
that the proposed TECN with ES model obtains a compet-
itive result compared with the existing methods. To some
extent, it proves that exploring integrated frames’ sequence
and sophisticated temporal representations have successfully
bring promotion and new inspiration on the action quality
assessment task.

Comparison of different loss functions with various train-
ing strategy. To verify the affection of the detailed execution
score label mentioned in Sect. 3.4 and different loss func-
tions for accurate scoring, we compared the performances of
overall score training strategy and the execution score train-
ing strategy in our model. As shown in Table 5, when taking
the Gaussian loss into consideration, the performance of our
network improved by 0.81% under the execution score train-
ing strategy compared to MSE loss, and improved by 0.58%
under the overall score training strategy. With the contrast of
the performance of four different loss functions in ourmodel,
a similar improvement is observed as in AQA-7 dataset. It

Table 4 Comparison of our approach with existing methods on the
MTL–AQA dataset

Methods Sp. corr.

Pose+DCT [28] 0.2682

C3D-SVR [23] 0.7716

C3D-LSTM [23] 0.8489

MSCADC-STL [25] 0.8472

MSCADC-MTL [25] 0.8612

USDL-regression [33] 0.8905

C3D-AVG-STL [25] 0.8960

C3D-AVG-MTL [25] 0.9044

Ours (TECN+OS)a 0.8745

Ours (TECN+ES)b 0.9095

Bold value represents the best performance
aUsing the overall score as the training label in our network
bUsing the execution score as the training label in our network

is worth noting that when taking the execution score into
consideration in our model could boost the correlation coef-
ficient by 3.5%with Gaussian loss. These experiment results
further illustrate the fact that detailed score label can improve
the accuracy of action quality scoring, and the Gaussian loss
is responsible for training AQA model effectively.

Ablation study on various σ in Gaussian loss function. As
is mentioned in Sect. 3.4, there exists a hyper-parameter in
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Table 5 Comparison of using different score labels and loss function
on the MTL–AQA dataset

Loss function Score label
OS ES

MSELoss 0.8687 0.9014

L1Loss 0.8666 0.8996

MSELoss+L1Loss 0.8683 0.9002

Gaussian loss 0.8745 0.9095

Bold value represents the best performance

Table 6 Comparison of various
hyper-parameters σ in Gaussian
loss function

σ Score label
OS ES

1 0.8564 0.8983

2 0.8745 0.9095

3 0.8695 0.9021

4 0.8724 0.8981

5 0.8648 0.9035

Bold value represents the best
performance

Eq. (6), which serves as the standard deviation in the Gaus-
sian function. Here, σ is a hyper-parameter which takes for
the level of a significant deviation from the average value.
We choose five possible values at {1, 2, 3, 4, 5} intervals, as
shown in Table 6. The results show that the hyper-parameter
in Gaussian loss function has a strong affection on scoring
performance, in particular because it concerns the deviation
degree of the scoring distribution issues. As we can see that
when the σ is set to 2, the TECNmodel has obtained the best
results in ES and OS scenarios.
Comparison of different structure of score regression net-
work. Finally,we explore the performance of several different
structures of fc-layers. Four different fully connected struc-
tures are designed in Table 7. First, remove all the remaining
layers to exploit the features strengthened by encoder net-
work directly, but such predicted results are relatively poor.
Therefore, we utilize the descending FC network to predict
the action quality score. The number in each block means
the sum of the neurons in corresponding layer. We observe
that the model with fc-layers{20480, 4096, 2048, 1} struc-
ture obtain the best performance in the overall score training
strategy and execution score training strategy.

Visualization and qualitative analysis

To further verify which training strategy can fit the data
better, we conduct a regression analysis to construct a math-
ematical model that examines the relationship between the
predicted score and ground-truth. The comparison results
of TECN+OS and TECN+ES methods are illustrated by

Table 7 Comparison of different layers of score regressor

Layers Score label
OS ES

fc-layers{20480, 1} 0.8545 0.8885

fc-layers{20480, 4096, 1} 0.8688 0.8937

fc-layers{20480, 4096, 2048, 1} 0.8745 0.9095

fc-layers{20480, 4096, 2048, 512, 1} 0.8645 0.9018

Bold value represents the best performance

scatter plots in Fig. 5. The predicted scores are represented
by scatter points in the plot and the ground-truth scores are
plotted in trend dotted line. The horizontal axis denotes the
ground-truth score and vertical axis is the predicted score.
Unsurprisingly, the superiority of TECN+ES onMTL–AQA
is quite impressive. We observe that the proposed TECN+ES
model converges the ground-truth score trendline preferable.
The fewer outliers and the denser distribution of interme-
diate points confirm the validity of execution score training
strategy with Gaussian loss function.

Two qualitative examples of the TECN model on MTL–
AQA dataset are shown in Fig. 6. The dotted arrow in the
figure represents the label that comes with the sport video.
The ground-truth and predicted results of “Sample 26-19”
are labeled by red color, while the data of “Sample 03-08” is
labeled by blue color. Then, we compare the performance of
the difference training strategies. Obviously, the result using
detailed score labels such as execution scores performs bet-
ter. And more notably, it is noteworthy that our model can
accurately predict both the high and low scores of athletes,
which indicates that the proposed method can capture vari-
ety of spatio-temporal information representation of diverse
performance levels.

Conclusion

In this paper, we propose a novel Gaussian guided frame
sequence encoder network for action quality assessment,
which regards the AQA task as regression problem. Specif-
ically, the introduced TECN network includes the feature
extraction module, temporal encoder, and score regression
module. A video frame-level framework is applied to model
full-video frame features rather than clip-level features. Fur-
thermore, we employ Gaussian loss function to optimize the
network that devotes to model the score label using a Gaus-
sian distribution instead ofmean square error. In addition, the
training scenarios followed by the objective rules of diving
sport are designed to improve the accuracy of the score pre-
diction. The experimental results on AQA-7 andMTL–AQA
datasets superior to the state-of-the-art methods and demon-
strate the strong effectiveness of the proposed method.
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Fig. 5 A comparison of
different training strategy in
scatter plot

0

20

40

60

80

100

120

20 40 60 80

er
o cs

de tci
der

P

Expected score

(a) TECN+OS

0

20

40

60

80

100

120

20 40 60 80

er
ocs

detci
der

P

Expected score

(b) TECN+ES

Fig. 6 Case study with
qualitative results, which present
the comparisons of TECN+OS,
TECN+ES and ground-truth AQA Model

Execution 
Score:

17.5 27.0

Difficulty
Degree:
3.0  3.6

Overall 
Score: 

52.5  97.2

Predicted Execution Score: 

17.62 26.7

Predicted Overall Score: 

50.2 94.3

Computed Overall Score: 

52.86 96.12

#Sample 26-19 #Sample 03-08

Although theproposedworkhas achievedvaluable results,
the research of AQA still needs to further discuss. Since the
proposed method only explore the contribution of a single
branch in time series, there are limitations to some extent;
therefore, we hypothesize that theAQA task can be improved
from the following two aspects in the future:

• Multi-branch model for the score labels of several refer-
ees should be considered to construct a more objective
and reasonable scoring mechanism.

• It needs to further explore an AQA model that is more
suitable for small-scale datasets in practical application.

Acknowledgements This work was supported by the National Natu-
ral Science Foundation of China (61871196, and 62001176), National
KeyResearch andDevelopment ProgramofChina (2019YFC1604700),
Natural Science Foundation of Fujian Province of China (2020J01085
and 2022J01317), and the Promotion Program for Young and Middle-
aged Teacher in Science and Technology Research of Huaqiao Univer-
sity (ZQN-YX601).

Declarations

Conflict of interest On behalf of all authors, the corresponding author
states that there is no conflict of interest.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-

tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, youwill need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

1. Basak H, Kundu R, Singh PK, Ijaz MF, Woźniak M, Sarkar R
(2022) A union of deep learning and swarm-based optimization
for 3d human action recognition. Sci Rep 12(1):1–17

2. BengioY, Courville A,Vincent P (2013) Representation learning: a
review and new perspectives. IEEE Trans Pattern Anal Mach Intell
35(8):1798–1828. https://doi.org/10.1109/TPAMI.2013.50

3. Carreira J, Zisserman A (2017) Quo vadis, action recognition? a
new model and the kinetics dataset. In: 2017 IEEE conference on
computer vision and pattern recognition, pp 4724–4733. https://
doi.org/10.1109/CVPR.2017.502

4. Deng J,DongW,SocherR, Li L-J, LiK, Fei-Fei L (2009) Imagenet:
a large-scale hierarchical image database. In 2009 IEEE conference
on computer vision and pattern recognition, pp 248–255. https://
doi.org/10.1109/CVPR.2009.5206848

5. DongL-J, ZhangH-B, ShiQ,LeiQ,Du J-X,GaoS (2021)Learning
and fusing multiple hidden substages for action quality assess-
ment. KnowlBased Syst 107388. https://doi.org/10.1016/j.knosys.

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1109/TPAMI.2013.50
https://doi.org/10.1109/CVPR.2017.502
https://doi.org/10.1109/CVPR.2017.502
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1016/j.knosys.2021.107388


Complex & Intelligent Systems (2023) 9:1963–1974 1973

2021.107388. https://www.sciencedirect.com/science/article/pii/
S095070512100650X (ISSN 0950-7051)

6. Doughty H, Damen D, Mayol-Cuevas W (2018) Who’s better?
who’s best? pairwise deep ranking for skill determination. In: 2018
IEEE/CVF conference on computer vision and pattern recognition,
pp 6057–6066. https://doi.org/10.1109/CVPR.2018.00634

7. Faller AJ (1981) An average correlation coefficient. J Appl
Meteorol Climatol 20(2):203–205. https://doi.org/10.1175/1520-
0450(1981)020<0203:AACC>2.0.CO;2

8. Farabi S, Himel HH, Gazzali F, Hasan B, Kabir M, Farazi M
et al (2021) Improving action quality assessment using resnets and
weighted aggregation. arXiv preprint arXiv:2102.10555

9. Fard Mahtab J, Sattar A, Darin Ellis R, Chinnam Ratna B, Pandya
Abhilash K, Klein Michael D (2018) Automated robot-assisted
surgical skill evaluation: predictive analytics approach. Int J Med
Robot Comp Assist Surg 14(1):e1850. https://doi.org/10.1002/rcs.
1850

10. Feichtenhofer C, Fan H, Malik J, He K (2019) Slowfast networks
for video recognition. In: 2019 IEEE/CVF international confer-
ence on computer vision (ICCV), pp 6201–6210. https://doi.org/
10.1109/ICCV.2019.00630

11. Gao J, ZhengW-S, Pan J-H, Gao C, Wang Y, ZengW, Lai J (2020)
An asymmetric modeling for action assessment. In: Vedaldi A,
BischofH,BroxT, FrahmJ-M (eds)Computer vision–ECCV2020.
Springer International Publishing, Cham, pp 222–238 (ISBN 978-
3-030-58577-8)

12. Hara K, Kataoka H, Satoh Y (2018) Can spatiotemporal 3d cnns
retrace the history of 2d cnns and imagenet? In: 2018 IEEE/CVF
conference on computer vision and pattern recognition, pp 6546–
6555. https://doi.org/10.1109/CVPR.2018.00685

13. He K, Zhang X, Ren S, Sun J (2016) Deep residual learning for
image recognition. In: 2016 IEEE conference on computer vision
and pattern recognition (CVPR), pp 770–778. https://doi.org/10.
1109/CVPR.2016.90

14. KingmaDP, Ba JL (2015) Adam: amethod for stochastic optimiza-
tion. In: 3rd international conference on learning representations,
San Diego, CA, USA

15. Lea C, Flynn MD, Vidal R, Reiter A, Hager GD (2017) Temporal
convolutional networks for action segmentation and detection. In:
2017 IEEE conference on computer vision and pattern recognition
(CVPR), pp 1003–1012. https://doi.org/10.1109/CVPR.2017.113

16. Lei Q, Du J-X, Zhang H-B, Ye S, Chen D-S (2019) A survey of
vision-based human action evaluation methods. Sensors. https://
doi.org/10.3390/s19194129 (ISSN 1424-8220)

17. Li Y, Chai X, Chen X (2018) End-to-end learning for action quality
assessment. In: Hong R, Cheng W-H, Yamasaki T, Wang M, Ngo
C-W (eds) Advances in multimedia information processing–PCM
2018. Springer International Publishing, Cham, pp 125–134 (ISBN
978-3-030-00767-6)

18. Li Y, Ji B, Shi X, Zhang J, Kang B, Wang L (2020) Tea: tem-
poral excitation and aggregation for action recognition. In: 2020
IEEE/CVF conference on computer vision and pattern recognition
(CVPR), pp 906–915. https://doi.org/10.1109/CVPR42600.2020.
00099

19. Liu D, Li Q, Jiang T,WangY,Miao R, Shan F, Li Z (2021) Towards
unified surgical skill assessment. In: 2021 IEEE/CVF conference
on computer vision and pattern recognition (CVPR), pp 9517–
9526. https://doi.org/10.1109/CVPR46437.2021.00940

20. Malpani A, Vedula SS, Chen CCG, Hager GD (2014) Pairwise
comparison-based objective score for automated skill assessment
of segments in a surgical task. In: Stoyanov D, Collins DL,
Sakuma I, Abolmaesumi P, Jannin P (eds) Information processing
in computer-assisted interventions. Springer International Publish-
ing, Cham, pp 138–147 (ISBN 978-3-319-07521-1)

21. Nekoui M, Tito CFO, Cheng L (2021) Eagle-eye: extreme-pose
action grader using detail bird’s-eye view. In: 2021 IEEE winter

conference on applications of computer vision (WACV), pp 394–
402. https://doi.org/10.1109/WACV48630.2021.00044

22. Pan J-H, Gao J, Zheng W-S (2019) Action assessment by joint
relation graphs. In: 2019 IEEE/CVF international conference on
computer vision (ICCV), pp 6330–6339. https://doi.org/10.1109/
ICCV.2019.00643

23. Parmar P, Morris BT (2017) Learning to score olympic events. In:
2017 IEEE conference on computer vision and pattern recognition
workshops (CVPRW), pp 76–84. https://doi.org/10.1109/CVPRW.
2017.16

24. Parmar P, Morris B (2019) Action quality assessment across mul-
tiple actions. In: 2019 IEEE winter conference on applications of
computer vision (WACV), pp 1468–1476. https://doi.org/10.1109/
WACV.2019.00161

25. Parmar P, Morris BT (2019) What and how well you performed? a
multitask learning approach to action quality assessment. In: 2019
IEEE/CVF conference on computer vision and pattern recognition
(CVPR), pp 304–313. https://doi.org/10.1109/CVPR.2019.00039

26. Parmar P, Reddy J, Morris B (2021) Piano skills assessment. In:
2021 IEEE 23rd international workshop on multimedia signal pro-
cessing (MMSP), pp 1–5. https://doi.org/10.1109/MMSP53017.
2021.9733638

27. Paszke A, Gross S, Chintala S, Chanan G, Yang E, DeVito Z, Lin
Z, Desmaison A, Antiga L, Lerer A (2017) Automatic differen-
tiation in pytorch. In: NIPS 2017 workshop on Autodiff,.https://
openreview.net/forum?id=BJJsrmfCZ

28. Pirsiavash H, Vondrick C, Torralba A (2014) Assessing the quality
of actions. In: Fleet D, Pajdla T, Schiele B, Tuytelaars T (eds)
Computer vision–ECCV 2014. Springer International Publishing,
Cham, pp 556–571 (ISBN 978-3-319-10599-4)

29. Reiley CE, Hager GD (2009) Task versus subtask surgical skill
evaluation of robotic minimally invasive surgery. In: Yang G-
Z, Hawkes D, Rueckert D, Noble A, Taylor C (eds) Medical
image computing and computer-assisted intervention–MICCAI
2009. Springer, Berlin Heidelberg, pp 435–442 (ISBN 978-3-642-
04268-3)

30. Roditakis K, Makris A, Argyros A (2021) Towards improved and
interpretable action quality assessment with self-supervised align-
ment. In: The 14th PErvasive technologies related to assistive
environments conference, PETRA 2021, pp 507-513. Associa-
tion for Computing Machinery, New York, NY, USA. https://doi.
org/10.1145/3453892.3461624. https://doi.org/10.1145/3453892.
3461624 (ISBN 9781450387927)

31. Sardari F, Paiement A, Hannuna S, Mirmehdi M (2020) Vi-net-
view-invariant quality of human movement assessment. Sensors.
https://doi.org/10.3390/s20185258 (ISSN 1424-8220)

32. Shi Q, Zhang H-B, Li Z, Du J-X, Lei Q, Liu J-H(2022) Shuffle-
invariant network for action recognition in videos. ACM Trans.
Multimedia Comput Commun Appl, 18(3). https://doi.org/10.
1145/3485665. https://doi.org/10.1145/3485665. ISSN1551-6857

33. Tang Y, Ni Z, Zhou J, Zhang D, Lu J, Wu Y, Zhou J (2020)
Uncertainty-aware score distribution learning for action quality
assessment. In 2020 IEEE/CVF conference on computer vision
and pattern recognition (cVPR), pp 9836–9845. https://doi.org/10.
1109/CVPR42600.2020.00986

34. Tran D, Bourdev L, Fergus R, Torresani L, Paluri M (2015) Learn-
ing spatiotemporal features with 3d convolutional networks. In
2015 IEEE international conference on computer vision (ICCV),
pp 4489–4497. https://doi.org/10.1109/ICCV.2015.510

35. Varadarajan B, Reiley C, Lin H, Khudanpur S, Hager G (2009)
Data-derived models for segmentation with application to surgical
assessment and training. In: G-Z Yang, D Hawkes, D Rueckert,
A Noble, and C Taylor, editors, Medical image computing and
computer-assisted intervention—MICCAI, pp 426–434. Springer,
Berlin, Heidelberg (ISBN 978-3-642-04268-3)

123

https://doi.org/10.1016/j.knosys.2021.107388
https://www.sciencedirect.com/science/article/pii/S095070512100650X
https://www.sciencedirect.com/science/article/pii/S095070512100650X
https://doi.org/10.1109/CVPR.2018.00634
https://doi.org/10.1175/1520-0450(1981)020<0203:AACC>2.0.CO;2
https://doi.org/10.1175/1520-0450(1981)020<0203:AACC>2.0.CO;2
http://arxiv.org/abs/2102.10555
https://doi.org/10.1002/rcs.1850
https://doi.org/10.1002/rcs.1850
https://doi.org/10.1109/ICCV.2019.00630
https://doi.org/10.1109/ICCV.2019.00630
https://doi.org/10.1109/CVPR.2018.00685
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1109/CVPR.2017.113
https://doi.org/10.3390/s19194129
https://doi.org/10.3390/s19194129
https://doi.org/10.1109/CVPR42600.2020.00099
https://doi.org/10.1109/CVPR42600.2020.00099
https://doi.org/10.1109/CVPR46437.2021.00940
https://doi.org/10.1109/WACV48630.2021.00044
https://doi.org/10.1109/ICCV.2019.00643
https://doi.org/10.1109/ICCV.2019.00643
https://doi.org/10.1109/CVPRW.2017.16
https://doi.org/10.1109/CVPRW.2017.16
https://doi.org/10.1109/WACV.2019.00161
https://doi.org/10.1109/WACV.2019.00161
https://doi.org/10.1109/CVPR.2019.00039
https://doi.org/10.1109/MMSP53017.2021.9733638
https://doi.org/10.1109/MMSP53017.2021.9733638
https://openreview.net/forum?id=BJJsrmfCZ
https://openreview.net/forum?id=BJJsrmfCZ
https://doi.org/10.1145/3453892.3461624
https://doi.org/10.1145/3453892.3461624
https://doi.org/10.1145/3453892.3461624
https://doi.org/10.1145/3453892.3461624
https://doi.org/10.3390/s20185258
https://doi.org/10.1145/3485665
https://doi.org/10.1145/3485665
https://doi.org/10.1145/3485665
https://doi.org/10.1109/CVPR42600.2020.00986
https://doi.org/10.1109/CVPR42600.2020.00986
https://doi.org/10.1109/ICCV.2015.510


1974 Complex & Intelligent Systems (2023) 9:1963–1974

36. Wang J, Du Z, Li A, Wang Y (2020) Assessing action quality via
attentive spatio-temporal convolutional networks. In: Peng Y, Liu
Q,LuH, SunZ, LiuC,ChenX,ZhaH,Yang J (eds) Pattern recogni-
tion and computer vision. Springer International Publishing, Cham,
pp 3–16 (ISBN 978-3-030-60639-8)

37. Wang L, Xiong Y, Wang Z, Qiao Y, Lin D, Tang X, Van Gool
L (2016) Temporal segment networks: towards good practices for
deep action recognition. In: Leibe B, Matas J, Sebe N, Welling M
(eds) Computer vision–ECCV 2016. Springer International Pub-
lishing, Cham, pp 20–36 (ISBN 978-3-319-46484-8)

38. Wang T, Wang Y, Li M (2020) Towards accurate and interpretable
surgical skill assessment: a video-based method incorporating
recognized surgical gestures and skill levels. In: Martel AL, Abol-
maesumi P, Stoyanov D, Mateus D, Zuluaga MA, Zhou SK,
Racoceanu D, Joskowicz L (eds) Medical image computing and
computer assisted intervention-MICCAI 2020. Springer Interna-
tional Publishing, Cham, pp 668–678 (ISBN 978-3-030-59716-0)

39. WieczorekMichał, Siłka Jakub,WoźniakMarcin, Garg Sahil, Has-
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