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Abstract

Deep learning for image retrieval has been used in this era, but image retrieval with the highest accuracy is the biggest challenge,
which still lacks auto-correlation for feature extraction and description. In this paper, a novel deep learning technique for
achieving highly accurate results for image retrieval is proposed, which implements a convolutional neural network with
auto-correlation, gradient computation, scaling, filter, and localization coupled with state-of-the-art content-based image
retrieval methods. For this purpose, novel image features are fused with signatures produced by the VGG-16. In the initial
step, images from rectangular neighboring key points are auto-correlated. The image smoothing is achieved by computing
intensities according to the local gradient. The result of Gaussian approximation with the lowest scale and suppression is
adjusted by the by-box filter with the standard deviation adjusted to the lowest scale. The parameterized images are smoothed
at different scales at various levels to achieve high accuracy. The principal component analysis has been used to reduce
feature vectors and combine them with the VGG features. These features are integrated with the spatial color coordinates
to represent color channels. This experimentation has been performed on Cifar-100, Cifar-10, Tropical fruits, 17 Flowers,
Oxford, and Corel-1000 datasets. This study has achieved an extraordinary result for the Cifar-10 and Cifar-100 datasets.
Similarly, the results of the study have shown efficient results for texture datasets of 17 Flowers and Tropical fruits. Moreover,
when compared to state-of-the-art approaches, this research produced outstanding results for the Corel-1000 dataset.
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Introduction

In traditional CBIR techniques, color, shape and texture-
based features are used to search relevant images [1, 2].
Furthermore, it uses hand-crafted local-level feature descrip-
tors such as speed-up robust features (SURF) [1] and scale-
invariant feature transform (SIFT) [2]. In the recent era, the
exponential growth of images occurs and there is a dire need
for an image retrieval system that can work on a large-scale
database [3]. Deep learning for image retrieval has been used
in this era and retrieving images with the highest accuracy is
the biggest challenge, which still lacks auto-correlation for
feature description and extraction [4]. Convolution neural
network (CNN) works efficiently on gigantic datasets due to
this; it becomes the first choice of the computer vision com-
munity due to its high performance [5, 6]. Effective image
analysis is based on correct image feature extraction and
description [7]. In recent years, humans were surpassed by
the deep learning algorithms for object recognition tasks by
reducing the semantic gap. Therefore, the best image seman-
tics are defined by implementing content base image retrieval
with deep learning applications [4].

The accuracy of image retrieval is directly influenced by
image semantics and perception. Deep learning performance
is compromised when the transition occurs between image
classification and image retrieval [8]. Content-based image
retrieval with a convolutional neural network focuses on
testing and training sets for the establishment of the image
signature. To create an effective image representation, deep
learning trains the model and then tests the model using
training and testing sets. Hence, training of the model has sig-
nificant importance, and proper availability of patterns for the
training set is a significant problem that affects the accuracy
of test results. Therefore, the next step is object and shape
identification after dealing effectively with the test model
problem [9]. Moreover, proper efforts in image processing
and statistical pattern recognition are required to perform
efficient image analysis. Furthermore, it is not necessary to
put focus on a small area of an image instead of this fetching
result of different object types is an essential requirement.
To detect deep image features, primitive image components
with global features are determined. Feature representation
and similarity measure are the two key factors on which the
retrieval efficiency of CBIR is formed, for the decades these
factors have been extensively studied by researchers [10, 11].

The semantic gap remains one of the most difficult issues
of CBIR research, because there is a difference between high-
level semantics perceived by humans and low-level pixels
captured by the machine. The promising result can only be
obtained when the semantic gap between high-level percep-
tion and low-level image pixels perception is reduced [12].
Therefore, in the field of computer vision, research has been
focused on the issues of image recognition and detection of
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image content. For the identification of complex and cluttered
objects, deep learning is utilized which work on the principles
of biological neural network which gain ample power from
fully connected layers and through multiple stages of trans-
formation, it processes the information [13]. Several recent
studies show promising results of deep learning techniques
in several applications, such as object detection [14], speech
recognition [15], human pose estimation [16], and natural
language processing [17]. The image retrieval from large
datasets critically depends on deep learning features [18]
as they have characteristics of spatial and texture detection
attributes used for the classification and indexing of a large
number of images [19, 20]. These attributes have a direct
impact on precision [21, 65].

Inspired by the achievements of the deep learning model,
this paper incorporates the proposed feature extraction tech-
nique with VGG-16 architecture. This research presents a
new approach that uses auto-correlation, corner response
computation, gradient computation, scale selection, Gaus-
sian second-order derivative, box filtering, and localization.
It utilized auto-correlation to analyze the composition of an
image; it compares all potential pixel intensities and records
their probabilities. Furthermore, corner/edge response is
applied to detect the corner and edges of a possible object
in an image. The gradient computation has been used to
smoothen the detected edges and retrieve strong features and
texture matching from the image. Whereas, scale selection is
incorporated for scale-invariant representation of the image
features. The suppression achieved by the Gaussian second-
order derivative is fed into the box filter which recognizes the
content of the image and establishes the foundation of the
image’s salient objects. The Gaussian smoothing has been
used to smoothen the detected edges. Box filtering is applied
to recognize the content of the image which establishes the
foundation of the image’s salient features. Moreover, the
object and its boundary in an image are identified using
localization. Furthermore, the information about the back-
ground and foreground objects is obtained through various
levels of scaling. The spatial color coordinates are determined
for all channels at the second stage of normalization to effi-
ciently present the large feature vector present in the created
signature. Principal component analysis (PCA) is applied
to reduce these feature vectors. The VGG-16-based feature
vectors are fused with the prominent features retrieved by
the selected algorithms. These algorithms can easily fetch
the features from challenging image datasets with complex
foreground and background textures and they also merge
the object of image with these strong features. For effec-
tive image indexing and retrieval, a bag of a word gets these
image features as an input. Benchmark datasets with com-
plex images are selected for result evaluation. The included
datasets are Cifar-100 (100), Cifar-10 (10), Tropical fruits
(15), 17 Flowers (17), Oxford (17), and Corel-1000 (10),
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and these datasets comprise millions of images collectively.
The proposed method surpassed the existing methods and
shows impressive results that demonstrated the effectiveness
of the proposed method. The results are presented in both
graphical and tabular formats. The main contribution of the
research is discussed as follows.

e The proposed method fused the color, texture, and shape-
based feature with VGG-16 generated features, which
creates a better image signature.

e The proposed method improves VGG-16 architecture
functionality through its internal coupling with primitive
features to produce better performance.

e The feature detection criteria follow the simple step which
includes auto-correlation, corner, and gradient response
for the detection of feature elements.

e The effective feature extracted from the image contents
is based on strength of scale selection, Gaussian second-
order derivatives, filtering, and localization.

e In our proposed method, deep learning is used with both
color and gray-scale features for image retrieval.

e The proposed method presented a novel technique for
image revival, indexing and classification by combining
the primitive features and fused deep features with bag of
words (BoW) the assembly of the fused.

The remainder of the article is written like this: “Litera-
ture review” provides an overview of the literature review;
“Proposed method” illustrates about methodology and the
findings of the experiment and the results are presented in
“Experimentation”. In “Conclusion”, the conclusion is dis-
cussed.

Literature review

A noticeable amount of research was performed in the field
of content base image retrieval (CBIR) using deep learn-
ing. The interest points are detected through the detection
of corners, edges, shapes, contours, ridges, and semantic
and visual content interpretation. The performance of current
CBIR systems suffers due to variation in the image datasets.
Furthermore, a lot of effort is needed to build a dataset for
training purposes and clear knowledge of the formula used
for image retrieval is needed which refined the classification
errors [3]. Two pictures taken apart from one another are not
equivalent. For this purpose, a method is proposed which
utilizes CNN to determine similarities in identical images
[4]. Moreover, the geo-location is applied for the fine-tuning
of images which led to an unequaled separation of images
from each other [5]. Moreover, a small size codebook was the
core issue of VLAD a method introduced in [22] which uses
original clusters to generate primary and secondary residual

codebooks. VLAD gains the same dimension by applying
two-step aggregations. In comparison to this, [23] developed
an approach that constructs a hidden layer of a visual vocab-
ulary for VLAD, which consists of subwords for every word
in the visual vocabulary. Image descriptor makes the same
dimension as original VLAD when an aggregate of coarse
layer and hidden layer vocabulary are compiled. However, a
different idea was proposed by [24] which implements two
compact bilinear representation approaches, that were based
on bilinear pooling and end-to-end optimization for image
recognition. In addition to this, a deep learning technique
with aggregation and a cross-dimensional weighting was
suggested in [25]. However, [26] utilizes AlexNet, and bag
for feature extractor while SVM and Quadratic SVM clas-
sifiers. A novel technique generates durable feature vectors
using a convolution layer for to detection of multiple image
regions [27]. An image retrieval technique is proposed in [28]
which implemented a simple similarity measure (SSM) that
gets combined information from all relevant partition levels
using Voronoi-based VLAD (VVLAD) and Voronoi-based
CNN (VDCNN). In [29], a method has been proposed which
concatenates multiple layers of CNN to enhance the perfor-
mance of image retrieval. For the effective image retrieval,
[30] proposed a patch-level descriptor was used to adopt a
convolution kernel network, which performs better than a
supervised convolutional network and time training is also
fast. Whereas, a new technique is introduced [31] which first
refines noisy dataset then built a differentiable deep architec-
ture based on R-MAC descriptor and lastly trains the R-MAC
based model on Siamese architecture for retrieval task. The
new CNN techniques used in the CBIR sector showed incred-
ible performance using BOW analysis. The interpretation of
concatenated image features was obtained from various lev-
els to ensure that no image features from the lower CNN
layers were explicitly extracted for the work of CBIR [32].
While in [33], two parallel CNN were used with CBIR for
extracting features from images that were trained on bench-
mark datasets. Layers of pre-trained CNN models collect
both relevant and irrelevant features. Whereas, a weakly
supervised metric learning algorithm is proposed in [34] for
images associated with user-provided tags which were used
for the social image retrieval. Information from society is
used for retrieving images by employing user provide tags
based on a weakly supervised learning algorithm. Further-
more, a method has been proposed in [35] which enhances
the retrieval performance by utilizing the generalized mean
pooling layer and feeding it to the VGG to attain a state-
of-the-art performance. A novel idea was proposed in [36]
which utilizes several different image retrieval methods for
CNN activations. The achieved quality of image retrieval is
an indication of the generalization of CNN which uses the
ImageNet data set to classify images by reducing error. CNN
was widely used due to its performance achieved for image
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recovery. Whereas, in [37], a method was proposed which
uses CNN to achieve the goal of image recognition by uti-
lizing the more central dataset. This work teaches several
objects to boost the image retrieval efficiency for specific
landmarks and buildings using deep learning. An end-to-
end BOWs model with deep learning is introduced in [38].
This model identifies and separates the object from an input
image; moreover, it has a high power of semantic discrim-
ination for visual words. This model also generates feature
maps for different object categories by using convolution lay-
ers and then makes a visual word for every feature map. In
comparison to this, [39] proposed a technique that measures
similarity between classes by calculating pair-wise dot prod-
uct and mapping images into relevant classes. Furthermore, a
deterministic algorithm trained on wordnet was used for cal-
culating class centroids. However, Deep Linear Discriminant
Analysis Hashing was introduced in [40], which utilizes hash
labels and hash models. Hash labels were used to extract fea-
tures from images, whereas reduction of image features can
be done using an objective function based on linear discrim-
inant analysis. Similarly, hash model deep learning models
were trained using hash labels. Hash model trains the deep
learning network using generated hash labels and getting
discriminative hash codes for image training. For the fast
image retrieval, deep hash model is used to map features to
hash code. In comparison to this, [41] proposed a method
for image retrieval that constructs candidate regions by com-
bining color and texture information and feeding them to
the deep neural network. Furthermore, for calculating the
distance between different images, a similarity function is
utilized. Whereas, the deep belief network method of deep
learning is utilized in [41] for image extraction and classifi-
cation. A novel idea was proposed by [42] in which object
recognition and spatial color feature with shape features are
extracted through the fusion between them. The combination
of color with shape can more accurately recognize the object.
Both RGB and gray-level images are used to extract color fea-
tures and extract object edges and corners. CNN architectures
are the most commonly used for training and classification
tasks, in which descriptions are taken from upper layers of
CNN networks which have been used to detect semantic fea-
tures for classification at the class level. The transfer learning
is used to fetch generic features of CNN which shows a signif-
icant performance for image retrieval [43]. An image retrieval
technique is suggested in [44] in which a transfer learning has
been applied to a dissimilar dataset with proper fine-tuning,
the dataset consider at the time of the test gives improved
results. Principal Component Analysis (PCA) is the common
technique for dimension reduction which was formed from
local feature-based methods. Some deep learning approaches
perform CBIR-related tasks by learning appropriate features
of images, the use of CNN for feature extraction can improve
the efficiency of image retrieval and outperform many hand-
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crafted features. Moreover, some researcher creates image
vectors using the combination of CNN, bag of words, and
LBP [45].

The proposed method expresses the best image retrieval
method. The Gaussian smoothing is applied after auto-
correlation. Corner/edge response, image gradients compu-
tation, and box filtering are applied to extract the features of
an image. Feature reduction is achieved by utilizing CNN,
whereas VGG is incorporated for image classification. The
spatial mapping was applied to normalized images for index-
ing and searching purposes. The present technique extracts
the deep features and fused them with the deep feature vec-
tors. The combination of these strong features is used to
retrieve objects from diverse and cluttered datasets. More-
over, BoW architecture was used for efficient image retrieval
and indexing.

Proposed method
Autocorrelation

The auto-correlation technique works in a user-independent
manner which analyses the composition and detected inter-
est points of an image. Initially, auto-correlation compares
all potential pixel intensities and records their probabilities of
pixel intensities in an image; if the variation in image pixels
intensities are all low, then the auto-correlation is deliber-
ate as flat. Edge is detected when some pixel intensities are
high and some are low; similarly, auto-correlation showed
a corner when all pixel intensities are high [46]. Our tech-
nique integrates the strength of SURF for feature detection
and description. The SURF [47] feature descriptor consid-
ers neighboring rectangular areas in a detection frame at a
particular position, summarizes each region’s pixel intensi-
ties, and measures the difference around the point of interest.
Autocorrelation in a more abstract sense is logically equiv-
alent to the convolution of a function to itself. In this work,
it is assumed that the image in the spatial domain is digital
which is defined as a discrete entity having 2 to 4 dimensions
with a limited degree, having genuine, confined, and discrete
values, and auto-correlation can be characterized by Eq. (1)
(48]

M N
Glai,bi) =" p(xi, yi) = p(xi —ai, yi —bi), (1)

Y

where G (ai, bi) denoted the auto-correlation function,
whereas p (xi, yi) shows intensities of an image at a place
(xi, yi), wherever ai and bi are the lag from the close posi-
tions of xi and yi. In a normalized auto-correlation, the value
and scope of images are focused on the retrieval method
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and parameters rather than the fundamental structure, it is
represented by Gp, which is utilized for examining image
correlation spectroscopy. The value of gp is calculated by
the following equations:

Zf] Zlyv p(xi, yi) * p(xi —ai, yi — bi) |
YN plxi, yi) x plai, yi)

_ FYFlpGi,yi)P}

B NM (i)?

gr(a,b) =

1, @)

where F (xi, yi) is the Fourier transform of p (xi, yi). Practi-
cally, Egs. (1) and (2) have become obsolete due to extensive
research in this field, and through the use of the Wein-
er—Khinchin theorem (as shown in Eq. 3), autocorrelations
can be calculated much more effectively using Fast Fourier
transforms than Egs. (1) & (2)

F'[Gp(a, b)] = S(p) = |FIp(x, »)IP, 3

where S(p) represents the power spectrum of the image.
The inverse Fourier transform of auto-correlation function
is equal to S(p). The spectrum strength has been determined
by the squared size of (p’s) Fourier transform, which is anal-
ogous to the multiplication of the Fourier transform by its
opposite for real-valued functions. There are two reasons
why this theorem is significant. The processing time reduces
[from O = n* to nlog(n)], and second, the auto-correlation
operator connects to the Fourier transform that is more fre-
quently accepted.

The preceding terminology we are using for the analysis
of the auto-correlation operator is based on the empirical
formulation of two points which have been decided on the
vector among them

Gpl(ai, bi) = P(xi, yi) * P(xi +ai, yi + bi) @)
gp(ai, bi) = P(xi, yi) * P(xi +ai, yi +bi) — 1. (5)

We concentrate on the predicted autocorrelations for sta-
tistically defined image classes (i.e., ambient noises with
certain intensities). It can be defined for image classes as
the sum of the expected pixel intensity distribution P (xi,
yi) and P (xi + a, yi + b) describing the predicted pixel
intensity distribution in the image. This provides projected
auto-correlation of the image, Gp in Eq. (4) and expected
standardized auto-correlation gp in Eq. (5) [48]. To differ-
entiate between preprocessing and auto-correlation analysis
of images, it is important to explain the results of a variety
of common processes for greater consistency and precision

(Fig. 1).

Corner/edge response

To achieve the maximum accuracy for image classification,
the quality of detected corner and edge has a high signifi-
cance. For this purpose, we incorporated an edge and corner
response which judges the quality of the corners and edges
by picking up the pixels in the corner and thin edges [46].
First, consider the corner response Cr because of the variance
in rotation, the function of « and 8 is need only. The use of
Ti(N) and Di(N) in the formulation is desirable, as it prevents
the decomposition of N’s value [46]

TilNy=a+B=A+B (6)
Di(N) = aff = AB — C. (N

Consider the following inspired formulation for the corner
response:

Cr = Det — kTr>. (8)

Cr is positive in the edge areas and it is negative in the
smooth region. The enhancement in the contrast increases the
intensity of the response in every case. The area is considered
as flat if 7r drops below some defined threshold value. The
corner is identified in an image if its response is an 8-way
local limit then. In addition, edge region pixels are classified
as edges if their feedback is negative and it depends on how
the first gradient amplitude is greater in the x- or y-direction
[46].

Gradient computation

To extract information from the images, we introduced gra-
dient computation. It creates gradient images by utilizing the
original image. Each pixel of a gradient image is calculated
by measuring the alteration in the intensity of a similar point
in the actual image. Gradient images are computed in the
x- and y-directions and they are commonly used for edge-
identification [49]. Pixels with large gradient values become
possible edge pixels and edges can be identified in the direc-
tion vertical to the direction of the gradient. The Canny edge
detector algorithm works on the principles of image gradi-
ents. Our proposed method uses image gradients for strong
features and matching texture. Moreover, various lighting
effects or camera effects may result in extremely diverse pixel
distributions in two images of an identical scene, which can
cause a failure for algorithms that match identical image fea-
tures. The matching errors can be reduced if the matching
algorithm uses gradient images, whose estimating patterns
were derived from the original images. Such patterns are less
sensitive to lighting and camera adjustments, thereby reduc-
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RGB Coefficient .
Normalization

Retrieved
Images

BOW Database

Fig. 1 Proposed methodology

ing matching errors [50]. An image’s gradient is a vector of
its matrices: as shown in Eq. (9)

oM oM
VF=|——).
7 ( dx ~ dy ) ©

To describe this, we have to analyze partial derivatives.
The image intensity changes with the change of x when the
partial derivative of M is taken to x. Whereas, I (x, y) can be
written as in Eq. 10

OIM(x,y) lim Mx+Ax,y) — M(x,y)
0x T Ax—0 Ax '

(10)

In the distinct scenario, a one-pixel difference can be
taken. Therefore, we can differentiate between M (x, y) and
the pixels present before or after it. Moreover, by taking
derivative with correlation the pixels before and after M (x, y)
can be treated symmetrically, which can express in Eq. (11)
[50] as

IMx,y) Mx+1,y)—Mx—1,y)

11
0x 2 an
Similarly, we also compute
IM(x,y) M, y+1)—M(x,y+1)
~ . (12)
dy 2
Scale selection

Different scales have been used by interest points. To handle
the image structure at different scales, we have introduced

@ Springer

Scale Selection

Filter Size 3x3

No. filters 256

n

Localization

Gaussian Second
Order
Derivatives

Box Filtering

Conv2D
Filter Size 3x3
Stride 2
No. filters 512

Block 5

Conv2D
Filter Size 3x3
Stride 2
No. filters 512

Block 4

Spatial Mapping — Fuse Feature Vector

Indexing and BOW

Searching

Conversion

scale selection, which provides a well-established architec-
ture for multi-scale image structures. Image pyramids are
normally made using scale-spaces and it is split into octaves.
Gaussian was used repeatedly for image smoothing and
to achieve a higher degree pyramid subsampling was per-
formed. The octave layers of image pyramids enhance the
computing efficiency for key point detection. The compu-
tation efficiency is enhanced by incorporating key points
detected in the octave layers of the image pyramid [47].
The scale-space representation has an extremely useful fea-
ture of making image representation invariant to scale;
for this purpose, it executes automatic selection of local
scales depending upon local extrema over scales of the y-
normalized derivatives as expressed in Eq. (13)

de = 17%9x,
and
an =1""%ay. (13)

A scale selection module operating according to this
principle can achieve the corresponding scale covariance
property. A local maximum is assumed on a certain scale #
in an image for feature extraction, after that image is rescaled
by a factor s, whereas local maxima were rescaled and trans-
formed to scale level s2t0 [51].

Gaussian second-order derivative

To achieve an enhanced image, we have introduced a second-
order derivative. For the automatic edge detection, the
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second-order derivative is a more sophisticated approach,
but is often prone to noise. Edge is detected by combing
smoothing and gradient operations to suppress the noise. The
Laplacian of Gaussian (LOG) is applied to the image which
first smooths the image using a Gaussian smoothing, which
reduces its noise sensitivity. The LOG creates a single gray-
scale image as an input and a binary image as an output.
The zero-crossing detector finds positions in the Laplacian
of an image from which the Laplacian’s value passes through
zero. These points also take place on the edges of images, i.e.,
points where the image amplitude varies in positions that are
not associated with the edges [52]. The following equation
shows the derivative of Laplacian:

?f 9%f
A’f=—> 4 —. 14
f 8x2+8y2 (14)
Box filter

Box filter refers to calculating the average-of-surrounding
pixels in an image. It precisely recognizes the image content
at an intermediate step which is a novelty of the proposed
method. Box filter is essentially a convolution filter that is a
widely used computational process for filtering images. Box
filter gives us a way to multiply two arrays and created a third
one. The image sample and the filter kernel are multiplied to
obtain the filtering result in the box filter. The filter kernel
defines the filtering type. The box filtering has the capability
of sharpening, embossing, edge-identification, and smooth-
ing the image. Box filter gives a small window with a fixed
size which is generally larger than the pixel. This window
dips through all positions over the image and measures the
sum which it sees in its frame. Using a box filter, there has
been no need for the same filter to be used iteratively on
the output of previous filtered layers, instead of a box fil-
ter of any size that can directly apply to the original image.
Hence, without reducing the size of an image, scale-space is
evaluated by updating the filter size. A box filter of 9 x 9 is
applied to estimate the Gaussian smoothing with a standard
deviation ;= 1.2 and it is the lowest scale for measuring the
response. The box filter is denoted by By, Byy, Byy. When
weights are applied, the rectangular window becomes effi-
cient to measure. The hessian determinant can be calculated
as follows:

[Hessian|= B Byy — (dByy)*. (15)

In Eq. (15), d represented the proportional weight to bal-
ance the Hessian determinant, which preserves the energy
between Gaussian kernels using this technique. The hessian
determinant is also used to describe image response at a spe-
cific location. Moreover, the filter responses are normalized
using an appropriate scale [47].

Localization

In this approach, localization is introduced to detect the object
and its boundaries in an image. The interest point localization
has been achieved by applying a non-maximum suppres-
sionto 3 x 3 x 3 neighborhood. Moreover, over-scale interest
points in the image have been localized [53]. The image space
and scale are interpolated by the maximum determinant of
the Hessian matrix [54]. In our case, scale-space exclamation
is mainly significant as the difference in scale between the
first layers of each octave is comparatively large.

VGG 16

To achieve maximum performance, the proposed VGG 16
architecture technology is paired with the presented feature
detection and extraction technique. We have used the amaz-
ing and efficient image classification ability of VGG 16. The
main contribution of VGG 16 is to use architecture with a
small convolution filter of 3 x 3 for the detailed evaluation
of the increasing depth network. The discriminative power of
the model enhances by increasing the depth and this growing
depth enables the utilization of more nonlinear activation.
Therefore, a pooling size of 2 x 2 and 3 x 3 filter with spa-
tial; footprints are always employed by VGG. At stride 1, the
padding of 1 has been used for convolution. Whereas, max-
pooling is done at stride 2. The spatial footprint of the output
volume is preserved with the 3 x 3 filter and a padding of 1,
although the combination also reduces the spatial footprint.
Thus, the pooling was carried out in spatially overlapping
areas, and the spatial footprint was therefore reduced by a fac-
tor of 2. In VGG-16 architecture after each max-pooling, the
number of filters was always increased by a factor of 2. A sig-
nificant improvement can be attained by increasing the depth
from 11 (3 FC layers and 8 convolution layers) weighted lay-
ers to 19 (3 FC layers and 16 convolution layers) weighted
layers. The architecture of VGG is very uniform and consists
of 16 convolution layers and 138 million parameters. How-
ever, these parameters can handle through transfer learning.
The width of the channel in the convolutions layer is small
and it starts at 64; after every max-pooling layer, it increased
by a factor of 2 and finished at 512. The fixed-size RGB
image of 224 x 224 is used as an input. The filters of 3 x
3 were used to process the image which passes through the
stack of the convolution layer. For the input channels of a
linear transformation, a filter of 1 x 1 is also utilized. The
stack of convolution layers was followed by the three fully
connected (FC) layers: there were 4096 channels each in the
first two layers, whereas 1000 channels have been present
in the third layer. Across all networks, the configuration of
the fully connected layers is the same. Rectification (Relu)
non-linearity is fitted with all hidden layers. The spatial res-
olution after convolution is conserved by applying spatial
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224 x224x3 224 x224x 64
7

Fig.2 VGG 16-Layers architecture

padding, whereas 1 pixel is utilized to convolution stride,
i.e., for the 3 x 3 convolution layers one-pixel padding is
applied. Five max pool layers follow some convolution layers
which conduct spatial pooling. Using stride 2, max-pooling
is accomplished through a window of 2 x 2 pixels. For the
training process, an input image is cropped from the smallest
side S of the rescaled training image. The value of S has not
been less than 224. When S is equal to 224, the crop cap-
tures the statistics of the whole image whereas, if S is greater
than 224, crop captures the small part which contains an
object. Single and multi-scale approaches are used for train-
ing scale S. For single-scale training S is fixed, at two scales
256 and 384 with a smaller learning rate of 103, Whereas, in
multi-scale training, each image is randomly sampled from
the particular range [Spin = 256, Smax = 512]. To identify
objects on a wide range of scales, this type of training has
been implemented. In the testing phase, the trained model and
input images are classified by applying a rescaled smallest
image side, which is known as the test scale and denoted as
Q. Convolutional layers are made by utilizing the fully con-
nected layers, which were applied to the whole image. The
outcomes are class score maps based on the size of an input
image. The class score is sum pooled to obtain the fixed-sized
vector of class scores for an image. Initially, the learning rate
started from 0.1, and when the error rose, it was divided by
10 [55]. The efficiency of a variety of computer vision appli-
cations such as face recognition and object identification has
been improved with the use of VGG-16 (Fig. 2).

The proposed feature vectors create an influential image
signature when they are fused with VGG-16 generated
feature vectors that represent the shape and object character-
istics. Therefore, the deep image features are demonstrated
by the proposed algorithm. Bag of word (BoW) accepts these
features and displays the resulting images utilizing k-nearest
neighbors (KNN). For effective image retrieval from large
datasets, the proposed method utilized principal component
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analysis (PCA) to reduce the image feature generated by bag
of words (BoW).

Experimentation

The query image is a color image that is applied as an input to
the proposed system. The convolution neural network takes
a color image as input, whereas the color image is con-
verted into greyscale for the proposed system. The images
from benchmark datasets are used as input images. Image
datasets are very important and selecting the correct data sets
improves the efficiency as well as the accuracy of an image
retrieval system. Most of the datasets are customized for a
specific task, depending upon the nature of the task [65].
Some researchers use particular image categories, depen-
dent on the domain. The reliability of the results is directly
influenced by image characteristics such as color, the posi-
tion of objects, consistency, scale, overlap, occlusion, and
cluttering. The widely used datasets, which have diversified
categories of images, spatial color and object information,
object occlusion, and generic CBIR usage, are chosen for our
experimentation process. The experiments were performed
on six benchmark datasets included Cifar-100 [56], Cifar-10
(10) [56], Corel-1000 (10) [57], 17-Flowers [58], Tropical
Fruits (FTVL) [59], and Oxford building [60]. The accuracy
of the result is affected by the image characteristics, such as
the location of the object, color, occlusion, size, and quality
[61]. Both the proposed algorithm and the convolution neural
network used a color image as a query image. For the pro-
posed algorithm, color image is converted to gray scale. The
image is picked as an input image from selected benchmark
datasets. The training and testing ratios are set at 70% and
30%, respectively. The training time of VGG-16 is varied for
each selected dataset, and it normally depends upon size, cat-
egories, and number of images. Whereas, the hardware also
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plays a vital role in training time. The training time varies
to~3-450 m when the research experiment was executed on
a windows-based operating system with core 17 8th genera-
tion, 8 GB GPU NVIDIA GeForce GTX and 32 GB RAM
with 15-75 epochs.

Assessment of precision and recall The accuracy of perfor-
mance is evaluated on two metrics, precision and recall. The
precision depends upon the positive predicted values, while
recall measures the true-positive ratio. Equation (16) is used
to calculate the precision for every category, whereas Eq. (17)
[42] is used to calculate the recall for each category

H
w(n) (16)

u(n)

precision =

Hw(n)

Il = ——, 17
reca H a17)

o

where H,,(,) describes the related images, which match with
the query image, H,,) describes the image retrieval against
the query image, and H,, represents the total relevant images
in a database.

Assessment of average retrieval precision (ARP) The graph-
ical representation shows the Average Retrieval Precision of
the proposed method. The graphs of ARP showed the per-
formance of the proposed method on a variety of datasets.
Equation (18) is utilized for computing ARP

t
AP;
ARP =Y —1, 18
jE_l . (18)

The average precision is represented by the AP and the
total number of categories are represented by . ARP is calcu-
lated for every category of the selected dataset. Irrespective of
the category, the correct number of retrieved images is repre-
sented by the data bar in the ARP graph. When the number of
categories is raised, the average precision is steadily lowered.
The proposed method reports highest ARP for the Cifar-100
[56], Cifar-10 (10) [56], Corel-1000 (10) [57], 17-Flowers
[58], Tropical Fruits [59], and Oxford building [60] datasets.

Assessment of average retrieval recall (ARR) The Average
Retrieval Recall of the proposed method has been repre-
sented in graphical form. The graphs of ARR showed the
performance of a proposed method for several datasets. Equa-
tion (19) is utilized for computing ARR

t
AR ;
ARR = —, 19
]Zl ; (19)

The average precision is represented by the AR and the
total number of categories are represented by 7. ARR is cal-
culated for every category of the selected dataset. The

calculation of ARR values is ordered in ascending order to
draw the ARR graph. The remarkable ARR rates are dis-
played in several datasets by the proposed method.

Experimentation on large benchmark Cifar 10
and Cifar 100 datasets

We test our model with large benchmark datasets of cifar.
There are two separate datasets of cifar that exist Cifar 10
and Cifar 100. Cifar 100 is based on hundred different classes
and each class contains 500 training images and 100 testing
images. On the other hand, cifar 10 consists of ten classes
and each class contains 5000 training images and 1000 test-
ing images. Both datasets contain 50,000 images for training
purposes and 10,000 images for testing. The resolution of
cifar datasets has been resized to “tiny” and their resolution
is 32 x 32 pixel. The word “tiny” refers only to resolution.
A sampling of these datasets has been done from the same
source but no data and class of these two datasets have over-
lapped. Cifar datasets have been ranked as the most popular
benchmark datasets, which allow CNN to train fast, due to
their low image resolution and manageable size. One of the
limitations is duplicate images for testing sets [56]. Cifar
10 and cifar 100 are widely used by researchers for image
retrieval. Liu et al. [5], proposed Deep Linear Discriminant
Analysis Hashing (DLDAH) uses cifar 100 and cifar 10 to
validate its results.

The Cifar-10 dataset consists of ten different semantic
groups which are categorized as birds, frogs, ships, dogs,
cars, cats, aero planes, horses, deer, and trucks. Each cate-
gory contains 600 images. The results with the highest output
are therefore inevitable. At this stage, the computational load
is a major factor. Our technology adapted it in the following
three stages: first, it accurately detects the interest point, and
then, it performs the feature matching and reduction. The
auto-correlation is used to detect the potential pixel inten-
sities for calculating interest points, second, an appropriate
scale is selected and subsampling is also performed, and in
the third step, box filtering is applied to calculate the average-
of-surrounding pixels in an image. Prominent features are
extracted by applying three levels of work. Moreover, a low
computational load provides a quick user response. Fea-
ture detection, extraction, fusion, CNN extraction, and BOW
indexing of images took an average of 0.021 to 0.016 s.

The proposed method uses all ten categories of the Cifar-
10 data set. Moreover, the highest average precision ratio is
achieved by the proposed method. The use of deep learn-
ing features in the proposed method helps in the correct
classification of images. Image auto-correlation, scaling, and
filtering with deep features enabled the correct classification
of the image from a wide range of image semantics on all
categories of cifar 10, such as airplane, automobile, bird, cat,
deer, frog, horse, ship, and truck, as shown in Fig. 3. The
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Fig.3 Cifar 10 dataset sample images
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Fig.4 a Average precision. b Average recall
Table 1 Average precision for - —
cifar 10 dataset Cifar 10 average precision
Categories  Airplane  Automobile Bird Cat Deer Dog Frog Horse Ship Truck
Precision 0.95 0.75 090 085 090 100 100 095 0.85 1.00

mean average precision achieved by the proposed system is
95.6%, and in certain categories, such as dog, frog, and truck,
the proposed approach also produced a better average preci-
sion performance as shown in Fig. 4a that shows the highest
average precision for the all categories of cifar 10, whereas
Fig. 4b shows the best recall ratio.

The average precision (AP) for the cifar10 dataset is pre-
sented in Table 1. The promising result has been attained
using the proposed method for the cifar 10 dataset. The
strength of the proposed method is shown in image cate-
gories, such as dog, frog, and truck, where it achieves a 100%
precision ratio. Whereas, airplanes and horses achieve a 95%
AP ratio, while birds and deer achieve a 90% AP ratio. In the
cat and ship category, the proposed method achieves an 85%
AP ratio in the category of cats. The category of automo-
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bile achieves a 75% AP ratio. The mAP of 91.5% has been
achieved by the proposed method for the ten categories of
the cifar 10 dataset.

Figure 5a shows the Average Retrieval Precision (ARP)
on the cifar 10 dataset. The highest ARP ratio was achieved
by the proposed method for the category of airplane and
frog. Furthermore, outstanding performance has also been
achieved by other categories of the cifar 10 dataset. Figure 5b
shows and Average Retrieval Recall (ARR) of the cifar 10
dataset. The ARR rate is 10% for automobile, bird, deer, dog,
frog, horse, ship, and truck, whereas an 11% ARR ratio has
been measured for the category of cat.

The cifar 100 has also contained 60,000 images of 32 x 32
RGB color images same as cifar 10. Cifar 100 has 100 cate-
gories that belong to different semantic groups, such as apple,
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Fig.5 a Average retrieval precision on Cifar 10. b Average retrieval recall on Cifar 10

bridge, can, flatfish, hamster, lamp, motorcycle, oak tree, and
plain. Road, seal, tulip, etc. Each category of cifar 100 con-
tains 600 images. Outstanding results have been achieved by
the proposed method in most of the categories of the cifar 100
dataset. Sample images of the cifar 100 dataset are shown in
Fig. 6.

In the complex categories of the cifar-100 dataset, pro-
posed method gives an outstanding result and it achieves
more than 80% AP in many categories of datasets, which is
shown in Table 2. The proposed method utilizes the combina-
tion of CNN with auto-correlation and Gaussian smoothing
for the classification of images that belongs to different
semantic groups. Moreover, the proposed method achieves
100% average precision on most of the categories of the
cifar-100 dataset. The mean average precision (mAP) of 75%
has been shown by the proposed method. In addition to this,
promising ARP and ARR ratios have been provided by the
proposed method, as shown in Table 2.

The graphical representation of precision and recall is
shown in Fig. 7a and b, whereas Fig. 7c shows ARP. The

exceptional ARP rates are shown by the proposed method
for the Cifar-100 dataset.

The proposed method showed an outstanding result in
all categories of cifar 100. Moreover, the proposed method
achieved above 80% average precision which shows the
strength of the proposed method.

Experimentation on texture dataset

The 17-Flower [58] and FTVL [59] are the complex bench-
mark datasets to classify and categorize images. The primary
use of these datasets is to classify texture images belonging
to different semantic groups. In the domain of content base
image retrieval, the number of images plays an important
role in image classification. To test the effectiveness of the
proposed method, 17 Flower dataset is selected which has
variation in light and pose. Furthermore, it consists of 17
categories which contain 1360 images of flowers and each
category contains 80 images. The 17 Flower dataset consists
of images of different semantic groups. For the classification
of images, the categories of the 17 Flowers dataset provide

Fig.6 Cifar 100 dataset sample images
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Table 2 Average precision, recall, ARP, and ARR for the cifar 100 dataset

Cifar 100 dataset

Image category Avg precision Avg recall ARP ARR Image category Avg precision Avg recall ARP ARR
Apple 1.00 0.10 1.00 0.10 Mushroom 0.75 0.14 0.74 0.11
Aquarium Fish 1.00 0.10 1.00 0.10 Oak tree 0.85 0.11 0.74 0.15
Baby 0.65 0.15 0.88 0.11 Orange 1.00 0.10 0.75 0.15
Bear 0.45 0.22 0.77 0.14 Orchid 0.65 0.15 0.75 0.14
Beaver 0.50 0.20 0.72 0.15 Otter 0.45 0.25 0.74 0.15
Bed 0.50 0.20 0.68 0.16 Palm tree 0.95 0.10 0.74 0.15
Bee 0.45 0.25 0.64 0.17 Pear 0.75 0.14 0.74 0.15
Beetle 0.95 0.10 0.68 0.16 Pickup truck 1.00 0.10 0.75 0.15
Bicycle 1.00 0.10 0.71 0.15 Pine tree 0.55 0.18 0.74 0.15
Bottle 1.00 0.10 0.74 0.15 Plain 0.95 0.10 0.75 0.15
Bowl 1.00 0.10 0.76 0.14 Plate 0.95 0.10 0.75 0.15
Boy 0.50 0.20 0.74 0.15 Poppy 0.95 0.11 0.75 0.16
Bridge 0.80 0.12 0.75 0.17 Porcupine 0.75 0.14 0.75 0.15
Bus 0.85 0.11 0.75 0.18 Possum 0.70 0.20 0.75 0.14
Butterfly 0.45 0.28 0.73 0.15 Rabbit 0.50 0.25 0.74 0.15
Camel 0.45 0.22 0.71 0.16 Raccoon 0.40 0.15 0.74 0.15
Can 1.00 0.10 0.72 0.15 Ray 0.65 0.18 0.74 0.15
Castle 0.70 0.14 0.72 0.15 Road 0.95 0.10 0.74 0.15
Caterpillar 0.55 0.18 0.71 0.15 Rocket 0.95 0.10 0.74 0.15
Cattle 0.80 0.12 0.72 0.15 Rose 1.00 0.10 0.74 0.15
Chair 1.00 0.10 0.73 0.15 Sea 0.80 0.11 0.75 0.14
Chimpanzee 1.00 0.10 0.74 0.15 Seal 0.85 0.11 0.74 0.15
Clock 1.00 0.10 0.75 0.14 Shark 0.30 0.33 0.74 0.15
Cloud 1.00 0.10 0.76 0.14 Shrew 0.90 0.11 0.74 0.15
Cockroach 0.80 0.12 0.77 0.14 Skunk 0.50 0.20 0.74 0.15
Couch 0.55 0.18 0.76 0.14 Skyscraper 0.90 0.11 0.74 0.15
Crab 0.55 0.18 0.75 0.14 Snail 0.75 0.14 0.74 0.15
Crocodile 0.55 0.18 0.74 0.15 Snake 0.70 0.15 0.74 0.15
Cup 0.95 0.10 0.75 0.14 Spider 0.95 0.10 0.74 0.15
Dinosaur 0.55 0.18 0.74 0.14 Squirrel 0.75 0.14 0.74 0.23
Dolphin 0.75 0.13 0.74 0.14 Streetcar 0.90 0.11 0.74 0.15
Elephant 0.80 0.12 0.74 0.14 Sunflower 0.60 0.10 0.74 0.15
Flatfish 0.85 0.11 0.75 0.14 Sweet pepper 1.00 0.10 0.74 0.15
Forest 0.95 0.10 0.75 0.14 Table 0.95 0.10 0.74 0.15
Fox 1.00 0.10 0.76 0.14 Tank 0.75 0.18 0.74 0.15
Girl 0.45 0.25 0.75 0.14 Telephone 1.00 0.10 0.74 0.15
Hamster 1.00 0.10 0.76 0.14 Television 0.90 0.11 0.74 0.15
House 0.45 0.25 0.75 0.15 Tiger 0.85 0.13 0.74 0.15
Kangaroo 0.55 0.18 0.74 0.15 Tractor 0.60 0.15 0.74 0.15
Keyboard 1.00 0.10 0.75 0.14 Train 0.80 0.13 0.74 0.15
Lamp 0.60 0.16 0.74 0.15 Trout 1.00 0.10 0.74 0.15
Lawn mower 1.00 0.10 0.75 0.14 Tulip 0.95 0.10 0.73 0.15
Leopard 0.65 0.16 0.75 0.14 Turtle 0.50 0.20 0.73 0.15
Lion 0.95 0.10 0.75 0.14 Wardrobe 1.00 0.10 0.74 0.15
Lizard 0.75 0.13 0.75 0.14 Whale 0.90 0.12 0.74 0.15
Lobster 0.35 0.28 0.74 0.15 Willow tree 0.95 0.11 0.73 0.15
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Table 2 continued

Cifar 100 dataset

Image category Avg precision Avg recall ARP ARR Image category Avg precision Avg recall ARP ARR
Man 0.85 0.12 0.74 0.14 Wolf 1.00 0.10 0.74 0.15
Maple tree 0.75 0.13 0.74 0.14 Woman 0.95 0.11 0.74 0.15
Motorcycle 1.00 0.10 0.75 0.14 Worm 1.00 0.10 0.74 0.15
Mountain 0.95 0.10 0.75 0.14 Mouse 0.95 0.11 0.74 0.14

diverse object shape, spatial, and texture information. The
images with identical background and foreground objects
belong to the same semantic group, which are efficiently clas-
sified by the proposed method. The outstanding results for
classifying images with different textures have been achieved
by the presented method using auto-correlation and norm
steps. Moreover, the proposed method uses auto-correlation,
image scaling and gradient computation, and box filtering
with CNN features for remarkable image classification. By
applying these techniques, high AP rates are achieved on
images with different textures. In the 17 Flower dataset, some
categories have different object patterns, whereas most of the
categories are based on texture images that have similar col-
ors and patterns. Furthermore, an 80% average precision rate
has been achieved by the proposed method in most of the cat-
egories of the 17 Flower dataset. The images of the 17 flowers
dataset are shown in Fig. 8.

The significant average precision ratios are achieved by
the proposed method, for images of identical colors and pat-
terns shown in Fig. 9a. The texture images are essentially
classified into vertical lines of the same color and directions
that produced remarkable results for different types of image
categories. With the usage of gradient computation with deep
features, the texture images from different image categories
are categorized efficiently.

Moreover, the proposed method also implements Gaus-
sian smoothing and localization for achieving a remarkable
average precision ratio in texture images. 100% AP ratio has
been achieved by the proposed method in the categories of
daisy, dandelion, sunflower, and windflower. Whereas, 85%
of AP achieve in categories of buttercup and coltsfoot. Fur-
thermore, 80% of AP achieve in the categories of cowslip
and pansy. 70% AP rate has been achieved in the categories
of crocus, daffodil, Lilly valley, and tulip. Only snowdrop
showed the 60% AP ratio. The proposed method shows an
outstanding 81%mAP. Figure 9b shows the remarkable AR
ratio for all categories of the 17 Flower dataset. To classify
the different color images the proposed method uses the RGB
coefficient.

Table 3 shows average precision, recall, APR and ARR for
the 17-flower dataset. Moreover, outstanding performance
has been achieved by the proposed method in most image

categories which contain images that have different colors
and shapes. CCN features with image gradient computation,
Gaussian smoothing, shape base filtering, color coefficient,
and spatial mapping give strength to the proposed method
to classify the images efficiently and effectively. Moreover,
the proposed method shows outstanding results in all the
categories of the 17 Flower dataset and overall achieved 81%
mAP (Table 4).

Figure 10a and b shows the ARP and ARR for all the
categories of the dataset. The proposed method showed the
remarkable ARP and ARR for all the categories of the 17
Flower dataset.

FTVL database [59] has 2612 images of different fruits
and vegetables and it contains 15 challenging categories
named Agata Potato, Asterix Potato, Cashew, Diamond
Peach, Fuji Apple, Granny Smith Apple, Honeydew Melon,
Kiwi, Nectarine, Onion, Orange, Plum, Spanish Pear, Water-
melon, and Tahiti Lime. More than 26000 images of various
foreground and backdrop textures are available in the FVTL
dataset. The proposed method has an exceptional object
detection capability, and it showed outstanding results on
cluttered and complex objects. Using the FTVL dataset, the
consistency and effectiveness of the proposed approach are
tested. The FVTL dataset contains images of different types
of shapes, colors, and texture objects which made it more
suitable for texture analysis. The proposed method showed
improved image classification and remarkable AP and AR
rates for overlapping, cluttered, and complex images. Sam-
ple images of the FTVL database are shown in Fig. 11.

The average precision and average recall rates are shown
in Fig. 12a and b. All categories of the FTVL dataset have
been utilized to test the proposed method. The outstand-
ing AP results are shown in Fig. 12a. Five categories of the
FTVL dataset showed the 100% AP whereas, six categories
achieved 95% AP. Only Asterix potato achieves 85% AP due
to its colors and complex background images. The proposed
method also produced superior results for complicated and
overlay images, which were shown in Fig. 12b. Significant
AR rates have been achieved by the proposed method in all
the categories of the FVTL database. In addition, mean aver-
age precision is used to check the efficiency of the proposed
method. The proposed method achieved a 95% mAP.
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Fig.7 a Average precision of Cifar 100 dataset. b Average recall of Cifar 100 dataset. ¢ Average retrieval precision of Cifar 100 dataset

The ARP for FTVL dataset is shown in Fig. 13a. The sig-  in most categories such as agata potato, cashew, diamond
nificant results have been achieved by the proposed method  peach, fuji apple, granny smooth apple, honeydew, melon,
using L2 color coefficients which effectively index and clas- kiwi, nectarine, onion, orange, plum, spanish pear, taiti lime,
sify the images of the FTVL dataset. Above 90% ARP rates  and watermelon. The encouraging ARR results have been
have been attained in most of the categories of the FTVL  achieved by the proposed method which is shown in Fig. 13b.
dataset. The proposed method provides outstanding results
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Fig. 8. 17 Flower dataset images
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Fig.9 a Average precision 17 flower dataset. b Average recall 17 flower dataset

These results show the superiority of proposed for the FTVL
dataset.

Experimentation on the complex and cluttered
dataset

The Oxford Buildings Dataset [60] consists of 5062 images
with a resolution of 1024 x 768 which were collected from
Flickr by searching for particular Oxford landmarks. For
this purpose, 17 different queries named as All Souls, Bal-
liol, Christ Church, Hertford, Jesus, Keble, Magdalen, New,
Oriel, Trinity, Radcliffe Camera, Cornmarket, Bodleian, Pitt
Rivers, Ashmolean, Worcester, Oxford has been used for
flicker to download the relevant images in each category.
This collection has been manually annotated to generate a
comprehensive ground truth for eleven different landmarks
of oxford, each landmark represented by 5 possible queries.
The proposed method efficiently classifies the complex and
clattered images. The proposed method uses auto-correlation
and norm steps to gain outstanding results from the com-
plex and cluttered dataset. The presented method presented
promising results on the oxford building dataset and achieve
up to 80% precision in most of the categories. Sample images
from the oxford building dataset are shown in Fig. 14.

The average precision and average recall rates for the
oxford building dataset are shown in Figs. 15a and b. The
effectiveness of the proposed method was tested on all the

categories of the oxford building dataset. The remarkable
results of the AP ratio are shown in Fig. 15a. Christ church,
oxford, and red cliff show 95% AP. Moreover, the proposed
method performs well on the all-categories oxford dataset.

The efficient image classification results are achieved by
applying gradient computing, proper scale integration, box
filtering, RGB coefficient, and Gaussian second-order deriva-
tives with CNN. In some categories such as Balliol, Oriel, and
, proposed method achieves a 70% AP, whereas, in Heart fort,
the proposed method shows only 65% AP due to complex and
cluttered images.

Moreover, mean average precision was also utilized to
measure the performance proposed method, which shows
more than 80% mAP. The proposed method shows a bril-
liant ARP result for the oxford building dataset, as shown in
Fig. 16a. Whereas the proposed method also has outstanding
ARR for the oxford building dataset shown in Fig. 16b.

Experimentation on overlay dataset

The most acceptable and widely used benchmark dataset
for image retrieval and classification is Corel 1000 [57].
This dataset includes various image categories which contain
images of complex objects with simple backgrounds. There
are 1000 images in the Corel dataset which are divided into
10 categories and each category consists of 100 images. The
images from various semantic groups are presented in Corel

@ Springer



1744

Complex & Intelligent Systems (2023) 9:1729-1751

Table 3 Avg. precision, avg

recall, APR, and ARR of 17 17 Flower datasets

flower dataset Categories Avg. precision Avg. recall APR ARR
Bluebell 0.7 0.16 0.70 0.16
Buttercup 0.85 0.11 0.77 0.14
Colts Foot 0.85 0.11 0.80 0.13
Cowslip 0.8 0.12 0.80 0.13
Crocus 0.7 0.14 0.78 0.13
Daffodil 0.7 0.14 0.76 0.13
Daisy 1.0 0.10 0.80 0.13
Dandelion 1.0 0.10 0.82 0.12
Fritillary 0.9 0.11 0.83 0.12
Iris 0.9 0.11 0.84 0.12
Lilly Valley 0.7 0.14 0.82 0.12
Pansy 0.8 0.12 0.82 0.12
Snowdrop 0.6 0.16 0.80 0.13
Sun Flower 1.0 0.10 0.82 0.12
Tigerlily 0.65 0.16 0.81 0.13
Tulip 0.7 0.18 0.80 0.13

17 FLOWERS 17 FLOWERS
ARP Windflower ARR
Winfflower Buttercup 6%
6% Blu;/l:ell 6% e Tulip Bluﬁzell Colts
o Foot 6%

SunFlow ™\

6%
LillyValle
Iris Fritillary

6% 6% 6%

6%
Dandelio”

6%

(a) ARP for 17 flower dataset

Fig. 10 a ARP for 17 flower dataset. b Average recall 17 flower dataset

LillyValle|

~

Iris
5%

Fritillary
6%

6%

(b) Average Recall 17 flower dataset

Daffodil
6%

Daisy

Fig. 11 FTVL dataset images

1000 dataset, such as buses, animals, flow

Corel 1000 dataset is 256 x 384.

@ Springer

ers, beaches, peo-
ple, and natural scenes. The Coral 1000 datasets contain a
variety of image semantics that are useful for image detec-
tion, as shown in Fig. 17. The resolution of images of the = The AP results for Corel 1000 are shown in Fig. 18a. The

The proposed method efficiently classified the images
which belong to the different semantic groups. Furthermore,
these images have different backgrounds and foregrounds.

outstanding performance is achieved by the proposed method
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Fig. 14 Sample images of the oxford building dataset
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Fig. 17 Sample images of Corel 1000 image dataset

using deep learning. Autocorrelation, image gradient, Gaus-
sian smoothing, box filtering, and RGB coefficients with deep
learning features provide strength to the proposed method
for effective image classification. Superior results of AR are

@ Springer

achieved by the proposed method in almost all the categories,
such as Africa, dinosaurs, buses, mountains, horses, and ele-
phants. The categories of building, buses, dinosaur, elephant
flower, food, mountain, and horse achieved a 100% AP rates.
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Fig. 19 a ARP Corel 1000 image dataset. b ARR Corel 1000 image dataset

Whereas, the category of beach achieves an 80% AP rate
and the category of Africa achieve a 65% AP rate. More-
over, the proposed method achieves more than 94% mAP.
Furthermore, outstanding AR rates have been shown by the
proposed method in most of the categories. The categories of
buildings, buses, horses, dinosaur, food, mountains, elephant,
and flower achieve a 0.10 AR rate, as shown in Fig. 18b.
Moreover, significant ARP rates have been achieved by the
proposed method which is shown in Fig. 19a. The categories
of elephant, flower, food, horse, and mountains achieve 11%
ARP ratios. Whereas, the categories of dinosaurs and buses
showed 10% ARP ratios. Moreover, the category of building
achieves a 9% ARP ratio, whereas Africa and beach achieve
an 8% ARP ratio. Outstanding ARR is shown in Fig. 19b.
The category of Africa shows a 12% ARR ratio. Whereas,
beaches and building achieve 11% ARR. Buses, dinosaurs,
and elephants report a 10% ARR ratio. Flowers, food, horses,

Corel 1000 ARR

Mountains Afi
9% ca

Horse “ 12% Beach

Dinosaurs

10% 10%
(b) ARR Corel 1000 image datatset.

and mountains report a 9% ARR ratio which shows the sig-
nificance of the proposed method.

Accuracy comparison of the Corel-1000 dataset
with existing state-of-the-art methods

The accuracy and effectiveness of the proposed method have
been compared with the existing state-of-the-art methods
using the results of the Corel 1000 dataset. For this purpose,
Ahmed et al. [42], Shah et al. [43], Artiza et al. [62], Alsmadi
et al. [63], Mehmood et al. [64], Zeng et al. [66], and Dubey
et al. [67] have been used. Moreover, remarkable precision
was achieved by the proposed method in most of the cate-
gories of Corel 1000 when compared with other methods, as
shown in Fig. 20. The categories of building, buses, dinosaur,
elephant flower, food, mountain, and horse achieved the high-
est AP rate. Whereas, the category of beach achieves an 80%
AP rate and the category of Africa achieves a 65% AP rate.
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Corel 1000 vs State of the Art Method- Average Precision
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Fig.20 Comparison of proposed method with state-of-the-art methods on Corel 1000
Table 4 Coral 1000 vs state-of-the-art methods—average precision
Coral 1000 vs state-of-the-art methods—average precision
Categories  Proposed Ahmedetal.  Shahetal. Artiza et al. Alsmadi Mehmood Zeng et al. Dubey et al.

method [42] [43] [62] et al. [63] et al. [64] [66] [67]

Bus 1.00 0.75 0.95 1.00 1.00 0.95 0.89 0.95
Dinosaur 1.00 1.00 0.95 0.97 1.00 0.98 1.00 0.97
Horse 1.00 1.00 1.00 0.82 0.92 0.89 0.91 0.89
Building 0.95 0.90 0.95 0.86 0.82 0.80 0.70 0.67
Elephant 0.95 0.70 0.90 0.82 0.90 0.89 0.70 0.63
Flower 0.95 0.90 0.95 0.86 0.95 0.86 0.94 0.93
Food 0.95 0.90 0.90 0.90 0.90 0.84 0.78 0.70
Mountain  0.90 0.70 0.89 0.69 0.87 0.85 0.72 0.45
Beach 0.80 0.60 0.86 0.72 0.83 0.79 0.65 0.55
Africa 0.65 0.90 0.88 0.83 0.83 0.77 0.72 0.75

Figure 20 gives an overall representation of the proposed
method’s average precision relative to the current state-of-
the-art techniques. In most categories of the Corel 1000
dataset, the proposed method demonstrated superior perfor-
mance relative to other methods. The categories of building,
bus, dinosaurs, flowers, horses, mountains, and food showed
the highest average precision using the proposed method.
Whereas, in the categories of Africa and beaches, state-of-
the-art methods showed better performance. Ahmed et al.
[42] presented a novel idea that uses two channels for an
image. The gray-scale channel detects the edges and cor-
ners of images that are fused with the features extracted
through the RGB channel. The better AP for the categories
of dinosaurs and horses was achieved by this method. Shah
et al. [43] use CNN for image feature extraction in the CBIR

@ Springer

system. The retrieved features were utilized to determine the
Euclidean distance between the query and the stored images.
This method showed a remarkable performance for the cat-
egories of Bus, dinosaur, elephant, flower, horse, mountain,
and food.

Artiza et al. [62] present a genetic classifier comity
learning (GCCL) technique based on a genetic algorithm
(GA) for generating stable classifiers. This technique merges
ANN with SVMs through asymmetric and symmetric bag-
ging. Moreover, it provides a solution to the disagreement
over-classification that existed between several classifiers.
Additionally, it finds a solution to the class imbalance issue
that existed inside CBIR. This method showed a better AP for
the category of buses. Alsmadi et al. [63] implement a CBIR
technique that uses several algorithms to implement the
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CBIR technique, it uses a neutrosophic clustering algorithm
for the construction of RGB images, whereas shape features
are extracted using a canny edge detector. The canny edge
histogram and YCbCr color were used to extract the color
features. For the extraction of texture features, gray-level
matrix is used. This method achieves better AP for the cate-
gories of buses and dinosaur. Mehmood et al. [64] developed
a method that implemented a weighted average of triangular
histograms (WATH) for visual words. Moreover, an inverted
index for the BoVW model was used that incorporates image
spatial contents which avoids overfitting and semantic gap
concerns between high-level and low-level image semantics.
Dubey et al. [67] suggest a new way to describe images using
decoded LBPs from more than one channel. We provide two
schemas based on adders and decoders for combining LBPs
from several channels. Both these methods showed better
results for the category of the dinosaur. Furthermore, Zeng
et al. [66] presented a unique image representation approach
that describes an image as a spatiogram, or extended his-
togram, of colors quantized using Gaussian Mixture Models
(GMMs). This method showed remarkable AP for the cate-
gory of dinosaurs.

Conclusion

Images are growing rapidly due to which image retrieval sys-
tems are required which can work with large-scale databases.
Deep learning for image retrieval is used for retrieving
images efficiently, but still retrieving images with the high-
est accuracy is the biggest challenge. This paper introduces
a novel method that combines with the Vgg-16 archi-
tecture signature, and identifies prominent objects, colors,
and features which accurately represent the contents of an
image. The signatures of Vgg-16 architecture strengthen the
information carriers to extract strong image features which
represent the content of an image. The image features are
identified using the signature of image smoothing, gradient
computation, scaling, and feature reduction. The proposed
method shows impressive results on benchmark datasets
which include 10 categories of Corel 1000 dataset and 17
categories of oxford building dataset. Outstanding results are
achieved on a challenging dataset of Cifar 10 and Cifar 100.
Moreover, high precision for the texture features is achieved
on 17 flower and FTVL datasets by the presented method.
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