
Complex & Intelligent Systems (2023) 9:1439–1453
https://doi.org/10.1007/s40747-022-00865-9

ORIG INAL ART ICLE

Multi-scale progressive blind face deblurring

Hao Zhang1 · Canghong Shi2 · Xian Zhang1 · Linfeng Wu1 · Xiaojie Li1 · Jing Peng1 · Xi Wu1 · Jiancheng Lv3

Received: 19 April 2022 / Accepted: 27 August 2022 / Published online: 13 September 2022
© The Author(s) 2022

Abstract
Blind face deblurring aims to recover a sharper face from its unknown degraded version (i.e., different motion blur, noise).
However, most previous works typically rely on degradation facial priors extracted from low-quality inputs, which generally
leads to unlifelike deblurring results. In this paper, we propose amulti-scale progressive face-deblurring generative adversarial
network (MPFD-GAN) that requires no facial priors to generate more realistic multi-scale deblurring results by one feed-
forward process. Specifically, MPFD-GAN mainly includes two core modules: the feature retention module and the texture
reconstruction module (TRM). The former can capture non-local similar features by full advantage of the different receptive
fields, which facilitates the network to recover the complete structure. The latter adopts a supervisory attention mechanism
that fully utilizes the recovered low-scale face to refine incoming features at every scale before propagating them further.
Moreover, TRM extracts the high-frequency texture information from the recovered low-scale face by the Laplace operator,
which guides subsequent steps to progressively recover faithful face texture details. Experimental results on the CelebA,
UTKFace and CelebA-HQ datasets demonstrate the effectiveness of the proposed network, which achieves better accuracy
and visual quality against state-of-the-art methods.
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Introduction

Face deblurring is the task of recovering a sharp face with
both edge structures and realistic details from the low-quality
counterparts suffering from unknown degradation, such as
different motion blur [35,45] and noise [62]. The degradation
process is generally defined as:

IB = K ∗ IS + N , (1)

where IB , IS , K , and N represent the blurry image, sharp
latent image, blur kernel and noise, respectively; ∗ represents
the convolution. Given IB , in face deblurring, the objective is
to estimate the underlying sharp face image IS .Moreover, the
deblurring techniques can be divided into non-blind and blind
deblurring methods according to whether the blur kernel K
is known [31]. The latter is more challenging than the former,
because it is a typical ill-posed problem with infinite feasi-
ble solution [57]. Therefore, most researchers are currently
working on blind deblurring techniques [7,13,53,57,61], and
this paper is no exception. In addition, accurate and fast reso-
lution of the deblurring problem is the key to computer vision
and image processing, which can produce tremendous com-
mercial value [5].
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Deep learning has brought significant advances for gen-
eral image deblurring tasks [7,8,31,32,59,61]. There are three
main research trends [17] for this task: CNN-based methods,
GAN-based methods, and prior-guided methods. SPARNet
[4] introduced a facial attention unit and a spatial atten-
tion mechanism based on convolutional neural networks
(CNN) to generate high-quality outputs. Kupyn et al. [31,32]
proposed a deblurring method based on generative adver-
sarial network (GAN) and demonstrated the potential of
GAN for deblurring tasks. Inspired by the benefits of GAN,
some progressive deblurring networks have also achieved
great success for single image deblurring [7,8,61]. However,
these multi-stage progressive networks lead to excessive net-
work size and depth and difficulty maintaining a complex
balance between spatial details and high-level background
information [11]. Although the above methods achieved
better performance for image deblurring, due to the par-
ticularity of face image itself, blind face deblurring has
the following challenges [17,21]: (1) how to generate fine
and realistic facial details; (2) how to achieve a good bal-
ance between visual quality and fidelity. Thus, researchers
generally proposed two schemes based on Prior-guided to
overcome these challenges. The first scheme considered uti-
lizing face-specific priors on face deblurring, such as sparsity
[43,44], patched similarity [47], face landmarks [2,6], face
semantic labels [45,57], and face component heat maps [60],
and showed the significance of these priors in face restora-
tion. However, most of these priors inevitably suffer from
degradation [49] estimated from low-quality inputs in real-
world scenarios [28–30]. Although the above priors could
guide facial recovery, they contain limited texture features
for recovering facial detail information (e.g., hair texture,
tooth contours, facial wrinkles) [56]. The second scheme is to
build a reconstruction-oriented high-quality dictionary con-
taining rich high-quality face priors for face reconstruction,
leading to better reconstruction results [34,52]. However, due
to the limited dictionary capacity, these methods would lose
the richness and diversity of the reconstructed facial details
[49]. Thus, restoring richer and faithful facial texture details
with reduced reliance on priors becomes a new challenge for
blind face deblurring [56].

In this paper, we propose a multi-scale progressive face-
deblurring generative adversarial network (MPFD-GAN) to
recover sharper faces without requiring extra inputs (i.e.,
face priors, facial component dictionaries). Its generator
includes three parts: the encoding process, the center process,
and the decoding process (pyramid reconstruction process).
In the first part, we filter out noisy information and pro-
vide abundant contextual features and textural details to
provide fine-grained features for subsequent steps. In the
center part, we design a feature retention module (FRM).
It captures broad contextual information and richer recep-
tive field information by multiple dilated convolutions with

different dilated rates. This could enhance and generate high-
resolution features with rich spatial details. Moreover, FRM
adding channel attention between dilated convolutions could
avoid artifacts caused by the fusion ofmultiple receptive field
information. In the last part, we propose the texture recon-
struction module (TRM) and plug it into all pyramid levels
to enable progressively replenishing face texture details. It
consists of supervised attention and facial feature-guided
reconstruction. The former computes attention maps using
the previous step recovered low-scale face with the guid-
ance of ground truth and then reweights the input features
to obtain fine features by these maps. The latter extracts the
high-frequency texture information from the recovered low-
scale face by the Laplace operator, which guides subsequent
steps to recover more detailed face texture details.

Experimental results on three publicly available datasets
[37,38,65] illustrate that the proposed method can recover
high-quality and detailed information-rich face images. The
main contribution of thiswork can be summarized as follows:

• We propose an effective blind face deblurring network
calledMPFD-GAN, which can recover multi-scale sharp
faces from blurry faces without requiring extra inputs
(i.e., face priors, facial component dictionaries).

• We design a feature preservation module (FRM), which
captures richer receptive field information to recover the
complete structure from a blurry image, and propose the
texture reconstruction module (TRM) which generates
texture guidance with rich facial details to help recon-
struct facial texture details.

• Extensive experiments have demonstrated that our break-
method achieves better visual effect and quantitative
metrics than the state-of-the-art techniques on theCelebA
[38], UTKFace [65] and CelebA-HQ [37] datasets.

Related work

Image deblurring

Earlier blind deblurring methods deconvolute the estimated
blur kernel with the blurry image to obtain a sharp image
[41,54,55]. Although these traditionalmethods have a certain
deblurring effect, the deblurring process of each image takes
a lot of time [12].

With the development of deep learning, more excellent
algorithms have been applied to image deblurring tasks
[7,8,32,59,61]. Kupyn et al. [31] proposed a GAN-based
end-to-end image deblurring method named DeblurGAN.
It uses PatchGAN [20] as the discriminator and optimizes
the network using perceptual loss [25] and adversarial loss.
However, these face images recovered in this way show a
checkerboard artifact and a poor deblurring effect (Fig. 1b).
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(a) Input (b) CVPR’18 (c) ICCV’19 (d) CVPR’20 (e) Access’20 (f) TIP’20 (g) CVPR’21 (h) ICCV’21 (i) Ours (j) GT

Fig. 1 Comparisons with state-of-the-art face deblurring methods: b
DeblurGAN [31], c DeblurGAN-v2 [32], d DMPHN [8], e SIUN [59],
f UMSN [57], g MPRNet [61] and h MIMO-UNet [7] on the CelebA

dataset. Our method generates the complete structure and more realistic
texture details, achieving the best visual quality

Subsequently, they proposed a newdeblurringmethodnamed
DeblurGAN-v2 [32] based on C-GAN [39]. DeblurGAN-v2
introduces the feature pyramid network as the coremodule to
accelerate the speed of deblurring. However, their recovered
face images looked quite inharmonious (Fig. 1c), and the
experimentally obtained evaluation metrics also performed
poorly (Table 2). Ye et al. [59] proposed a scale-iterative
upscaling network to recover sharp images. However, this
method failed to achieve better visual quality on face datasets
(Fig. 1e), and the iterative calculation requires a large amount
of memory. Moreover, Arora et al. [61] proposed a multi-
stage network architecture to solve the complex image
restoration problem. In this method, they first learn context-
dependent features using an encoder–decoder architecture
and then fuse them with local information extracted by
high-resolution branchingwith an attentionmechanism.Hor-
izontal connections are also added into the feature processing
modules at each stage to avoid information loss. However,
this approach will consume a lot of computational costs and
cannot be popularized well in the real world [11]. More-
over, these recovered images are relatively coarse, causing
a lot of information loss in key areas such as the mouth
(Fig. 1g), and they cannot recover natural and harmonious
face images. Recently, Cho et al. [7] have reviewed the
image restoration scheme from coarse to fine and proposed
a multiple-input multiple-output deblurring structure. This
structure uses asymmetric feature fusion techniques to fuse
feature information at different scales. However, this method
cannot restore the complete structure and faithful details
(e.g., lips) when facing heavily degraded images (Fig. 1h).

Face deblurring

Existing deep learning-based blind deblurring methods can
deal well with blurry images in the real world [59]. How-
ever, various existing model architectures cannot solve the

deblurring problem in all settings. In face deblurring tasks,
it is usually necessary to use face-specific priors to guide the
recovery of face images [30,45,67]. These priors are divided
into two main categories: geometric (e.g., face semantic
labels) and reference priors [49]. Recently, Yasarla et al.
[58] proposed to help achieve better performance in face
deblurring tasks using facial semantic labels. This method
is divided into two stages: (1) the first stage is to feed the
blurry face images into a segmentation network to obtain
different semantic labels for faces; (2) the second stage is
to feed the blurry face images and the semantic labels into
a multi-stream semantic network to process regions belong-
ing to each semantic category independently and learn to
combine the information from different regions to output
as the final deblurring result. But these semantic labels are
estimated from blurred face images that suffer from severe
degradation and inevitably degrade in realistic scenes. They
mainly focused on geometric constraints and did not consider
how to recover critical areas of the face [49]. The recovery
results obtained by thismethod are still blurry in critical areas
such as the hair (Fig. 1f). Instead, our proposed method does
not rely on estimating geometric priors from degraded blurry
face images.

Methodology

Our goal is to recover high-quality faces with richer authen-
tic details through a multi-scale progressively deblurring
method (MPFD-GAN) without requiring extra inputs (i.e.,
face priors, facial component dictionaries). Figure 2 illus-
trates the overview structure of our network, which contains
two key modules: FRM and TRM. In this section, we first
detail the critical modules of MPFD-GAN and then describe
its loss functions.
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Fig. 2 The architecture of the proposed network. The generator
includes three parts: the encoding process (down-sampling), the center
process, and the decoding process (up-sampling) and contains two key
modules: FRM and TRM. It takes IB and I iB(i = 1, 2, 3, 4) as input

to produce the multi-scale restoration result IR and I iR . Local adversar-
ial loss is adopted across the face region (labeled in green), while the
remaining losses are adopted across the entire image (labeled in purple)

Fig. 3 The architecture of feature retention module (FRM)

Feature retentionmodule (FRM)

To retain broad contextual information without degrading
spatial information, we design a feature retention module
(FRM) between the encoder and the decoder (see the green
block in Fig. 2). It consists of the dilated convolution blocks
and channel attention blocks (CAB) [16] with dilation rates
of 1, 2, 4 and 8, respectively (see Fig. 3).

Unlike the other dilated convolution blocks [66,68], we
add CAB between each two successive dilated convolution
blocks to avoid artifacts caused by the fusion of multiple
receptive field information. This problem can be illustrated in
Fig. 4, where FRMwith CAB (third row) gets sharper feature
maps than FRM without CAB (second row). Moreover, we
add skip connection to ensure the proposed model makes full
the information from the shallow features. In this way, our
network can obtain richer receptive fields without changing
the feature size and generates high-resolution features with
rich spatial information. Formally,

Fdr_1 = CAB
(
Convdr_1 (Fin)

)
, (2)

Fdr_2 = CAB
(
Convdr_2

(
Fdr_1

))
, (3)

Fdr_4 = CAB
(
Convdr_4

(
Fdr_2

))
, (4)

Fdr_8 = CAB
(
Convdr_8

(
Fdr_4

))
, (5)

Fout = Conv
(
Fin + Fdr_1 + Fdr_2 + Fdr_4 + Fdr_8

)
,

(6)

where Fin and Fout denote the input and output features of
the FRM. Convdr_i and Fdr_i represent dilated convolution
operations and their corresponding output features with dif-
ferent dilated rates (i = 1, 2, 4 and 8, respectively). CAB
represents channel attention block (CAB), which can be rep-
resented by a figure and the following equations:

zc = GAP(x
′
c) = 1

W × H

W∑

i=1

H∑

j=1

x
′
c (i, j), (7)

z
′ = σ (W2δ (W1z)) , (8)

x̃ = x
′ · z′ + x, (9)

where x
′ ∈ R

H×W×C represents the features obtained from
the input x ∈ R

H×W×C after a ResNet block [14], H × W
denotes the spatial dimension and C is the number of chan-
nels. x

′
c ∈ R

H×W represents the features of the cth channel of
x

′
. z

′ ∈ R
1×1×C represents a one-dimensional vector com-

posed of the feature weights of each channel. δ and σ are
ReLU and sigmoid activation functions, respectively.W1 and
W2 represent the parameters of the first and second fully
connected layers, respectively. x̃ ∈ R

H×W×C represents the
output of CAB.

Texture reconstructionmodule (TRM)

To enable the model to progressively replenish face texture
details, we propose a texture reconstruction module (TRM)
and plug it into every pyramid level (different scales in the
reconstruction process, see Fig. 2). The structural details of
the TRM are shown in Fig. 5, where we restrict the recon-
structed image I iR at each pyramid level to be infinitely close
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Fig. 4 FRM’s output feature map. The first row is the blurry image of the model input, the second and third rows show the FRM’s output feature
map without and with CAB, respectively, and the last row is the ground truth image

to the pyramid of the ground truth image I iG (i = 1, 2, 3, 4)
in terms of realism and fidelity. The contribution of TRM
is twofold. First, we compute attention maps by the recon-
structed low-resolution image supervised by ground truth
and use these maps to reweight the input features Fin to
generate FSA containing more beneficial features. Second,
we extract the high-frequency texture information from the
reconstructed low-resolution sharp face I iR by the Laplace
operator as facial texture guidance I it .g . This facial texture
guidance can provide sufficient texture information for the
subsequent image reconstruction process and help recover
the reality texture details of the face. As illustrated in Fig. 6,
we can visually observe that the texture guide contains more
and more facial texture information when the scale gradu-
ally increases. Finally, we fuse the features (FSA, I iR, I it .g.)
following the channel attention block (CAB) [16] to suppress
the less informative channels at the current pyramid level and
only allow the beneficial ones to pass to the next step.

Formally, as shown in Fig. 5, TRM first estimates the
residual image I iR−B ∈ R

H×W×3 by convolving the input
features Fin ∈ R

H×W×C with a 3 × 3 convolution ker-
nel, where H × W represents the size of the features and
C represents the number of channels. The element-wise
summation of the residual image I iR−B with the input low-
resolution blurry image I iB ∈ R

H×W×3 can reconstruct the
low-resolution sharp image I iR ∈ R

H×W×3. We provide the

Fig. 5 The architecture of texture reconstruction module (TRM)

ground truth image of the corresponding size to constrain the
reconstructed I iR ∈ R

H×W×3, which improves the fidelity
of the reconstructed results. We further perform the con-
volution operation and sigmoid activation on I iR to obtain
the corresponding per-pixel attention maps ∈ R

H×W×C . It
can help TRM to re-calibrate transformed features Fin (after
3 × 3 convolution) and then get attention-augmented fea-
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tures FSA ∈ R
H×W×C . This process can be expressed by the

following equation:

I iR = Conv (Fin) ⊕ (I iB), (10)

FSA = Fin + Conv(Fin) ⊗ Sigmoid(Conv(I iR)). (11)

Subsequently, the high-frequency face texture guidance
I it .g. ∈ R

H×W×3 is extracted from I iR by the Laplace opera-
tor (see Eq. 12). It can provide adequate texture information
for the subsequent step to gradually restore higher-resolution
sharp image I i+1

R .

I it .g. (x, y) = I iR (x + 1, y) + I iR (x − 1, y)

+ I iR (x, y + 1) + I iR (x, y − 1) − 4I iR (x, y) ,

(12)

where I iR (x, y) denotes the pixel value on the location (x, y)
in the image I iR . We set the padding parameter in the Conv2d
function [42] to 1 to ensure that x+1, x−1, y+1, and y−1
do not cross the boundary.

Finally, we splice the various efficient features obtained
earlier, suppress channels with less information in the current
scale by the channel attention block (CAB), and pass the
beneficial channel information into the next step as the output
Fout ∈ R

H×W×(C+6). Formally:

Fout = CAB(Concat[FSA, I iR, I it .g.]). (13)

Dual discriminators

Inspired by the work of Zhang et al. [64], we design dual
discriminators based on relativistic GAN [26]. It consists
of a global discriminator and a local discriminator for the
facial region. The global discriminator constrains the over-
all spatial consistency, while the local discriminator provides
fine-grained facial feature distribution to restore photoreal-
istic and harmonious faces.

Specifically, both the recovered sharp image IR and the
ground truth image IG are passed into the global discrimina-
tor to judge the realistic of IR (see Eq. 16). Then we feed the
face regions extracted from IR and IG to the local discrimi-
nator to judge the authenticity of the recovered face regions
(see Eq. 17). At the beginning of training, the global discrim-
inator can ensure that IR and IG are consistent in the overall
structure. When IR approaches IG infinitely in spatial, the
local discriminator conduces to recover edges and detailed
textures of the facial region of IR .

Loss function

The training objective of our method is achieved by mini-
mizing the total loss that consists of: (1) reconstruction loss

constraints in the restoration results to the pyramid of the
ground truth image; (2) adversarial loss for restoring image
details and facial realistic textures; (3) edge loss further
enhancing the quality and visual realism of facial details; and
(4) identity preservation loss to protect the original identity
information of the input image.

Reconstruction loss

To obtain recovery results on different scales and strengthen
the deblurring ability, both pyramid reconstruction loss and
perceptual loss are used.We found that using the robust Char-
bonnier loss [3] form better handles outliers and improves
performance. The reconstruction loss is defined as follows:

Lrec = λpyramid

4∑

i=1

√
||I iR − I iG ||2 + ε2

+ λchar

√
||IR − IG ||2 + ε2

+ λper

√
||∅ (IR) − ∅ (IG) ||2 + ε2,

(14)

where IR and IG represent the original size recovery result
and the corresponding ground truth, respectively. I iR and I iG
represent the low-resolution outputs and their correspond-
ing ground truth (with 1

25−i times the original size). ∅(·)
denotes the pretrained VGG19 network [46] with ImageNet
[9] and we use the first 5 feature maps of maxpooling layers
(after activation) [31]. λpyramid and λper represent the loss
weights of the pyramid reconstruction loss and perceptual
loss, respectively. We empirically set ε = 1e−3 in all exper-
iments [61].

Adversarial loss

We employ relative adversarial loss [50] to recover sharper
contours and detailed texture. Meanwhile, for facial regions,
we introduce a local relative discriminator to enhance the
model’s perception of the facial area. The adversarial loss
for the generator is defined as follows:

LG
adv = LG

global_adv + LG
local_adv, (15)

where LG
global_adv and LG

local_adv represent the global adver-
sarial loss and the local adversarial loss for the generator,
respectively. They are defined as follows:

LG
global_adv = −EIG

[
log

(
1 − DRa

global (IG , IR)
)]

− EIR

[
log(DRa

global(IR, IG))
]
,

(16)
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Fig. 6 Face texture guidance
generated by reconstruction in
TRM at different pyramid levels

ground truth (a) I1t.g. (b) I2t.g. (c) I3t.g. (d) I4t.g.

LG
local_adv = −E�(IG )

[
log

(
1 − DRa

local (�(IG),�(I R))
)]

− E�(IR )

[
log(DRa

local(�(IR),�(IG)))
]
,

(17)

where DRa(IG , IR) = σ(D (IG) − EIR [D (IR)]) is the
relativistic average discriminator [50], σ(·) is the sigmoid
function and D(·) represents the output non-transformed of
the discriminator. EIG [·] represents the operation of averag-
ing all ground truth in the small batch. �(·) represents face
area extractor, i.e., the Dlib C++ library in our implementa-
tion.

The adversarial loss for the discriminator is in a symmet-
rical form:

LD
global_adv = −EIG

[
log

(
DRa
global (IG , IR)

)]

− EIR

[
log(1 − DRa

global(IR, IG))
]
,

(18)

LD
local_adv = −E�(IG )

[
log

(
DRa
local (�(IG),�(I R))

)]

− E�(IR)

[
log(1 − DRa

local(�(IR),�(IG)))
]
.
(19)

Edge loss

Recent studies have found that adding auxiliary functions in
addition to the reconstruction losswould get better deblurring
performance [23]. Therefore, we consider edge loss to con-
strain the differences between frequency spaces so that the
final output recovers more realistic high-frequency details.
Formally:

Ledge =
√

||�(IR) − �(IG)||2 + ε2, (20)

where�(·) represents the edgemap extracted from the image
by the Laplacian operator [22].

Identity preservation loss

To improve the fidelity and authenticity of identity charac-
teristics while deblurring, we refer [18,33] to apply identity
preservation loss to our method. We first extract facial fea-
tures from recovered faces and corresponding ground truth
using the pre-trained ArcFace model [10], and calculate the

cosine distance between these features as identity preserva-
tion loss L id. Formally:

Lid = 1 − cos(ϕ(IR), ϕ(IG)), (21)

where cos(·, ·) is the cosine similarity of two vectors, and
ϕ(·) represents the face feature extractor, i.e., ArcFace [10].

Algorithm 1MPFD-GAN Algorithm.
Require: α: learning rate, m: batch size, WG : generator parameters,

Wglobal: global discriminator parameters,G: generator, Wlocal: local
discriminator parameters, Dglobal: global discriminator, Dlocal: local
discriminator, IG : ground truth, �: face extractor.
while G and D have not converged do

Sample a batch from the blurry face images {I iB}mi
Restoration multi-scale result by generator:
{I iR}mi ∼ G{I iB}mi
Compute the losses:
Lrec, Ledge, Lid ← {I iG , I iR}mi=1 (see Eqs. 14, 20 and 21 )
Discriminate the distribution of I iR real or fake:
LG
global_adv, LD

global_adv ← Dglobal{I iG , I iR}mi=1 (see Eqs. 16 and 18
)

Discriminate the distribution of face in I iR real or fake:
LG
local_adv, LD

local_adv ← Dlocal{�(I iG),�(I iR)}mi=1 (see Eqs. 17
and 19 )

Update WG by Lrec, Ledge, Lid, LG
global_adv, LG

local_adv

Update Wglobal and Wlocal ∼ {LD
global_adv, LD

local_adv}
end while

Overall loss

The whole loss is summarized as follows:

Ltotal = λrecLrec + λadvLG
adv + λedgeLedge + λidLid, (22)

where λrec, λadv, λedge and λid are the tradeoff parameters.
Inspired by previous work, [7,36,49,50,61], we empirically
set λpyramid = 10, λchar = 100, λper = 0.5, λrec = 1, λadv =
0.01, λedge = 30, and λid = 2.

The whole algorithm is summarized in Algorithm 1.

123



1446 Complex & Intelligent Systems (2023) 9:1439–1453

Experiments

Datasets and implementation

Datasets

We separately conduct experiments on three publicly avail-
able face datasets to demonstrate the effectiveness of our
method: (1) high-resolution face dataset (image size: 256 ×
256), which consists of 29,996 blurry face images generated
using theCelebA-HQdataset [37]; (2)middle-resolution face
dataset (image size: 192 × 192), which consists of 23,708
blurry face images generated using the UTKFace dataset
[65]; (3) low-resolution face dataset (image size: 160×160),
which consists of 196,973 blurry face images generated using
theCelebAdataset [38].As shown inTable 1,we respectively
split the training, validation, and testing datasets according
to previous work [57,58,61].

To simulate a real blurring scene, we use a blur kernel
of size 25 × 25 to blur the sharp image (CelebA-HQ) with
a motion angle of 45 degrees and then add random white
Gaussian noise [19]. In addition, we generate 22,127 pairs
of clean blurry data based on the UTKFace dataset following
the approach of Yasarla et al. [58]. To further demonstrate the
performance of our network in realistic scenarios, we applied
a more complex blur to the CelebA dataset by referring to the
ideas of Boracchi et al. [1]. Specifically, we use the Markov
process to generate random motion trajectory vectors [24].
Next, we perform sub-pixel interpolation on the trajectory
vector to gainmotion blur kernels of size from13×13 to 29×
29 [31]. Finally, we randomly adopt one to three blur kernels
to blur the original images and add random white Gaussian
noise to obtain a blurred face dataset that is infinitely close
to the real world. This approach can simulate the sudden
movements that occur when people press the camera button
or try to compensate for camera shake [1].

Implementation

MPFD-GAN is an end-to-end learned method for blind face
deblurring. It does not require any pre-trained model to gen-
erate facial prior. We train separate models for two different
datasets with the following settings. The training batch-size
is set as 8 and 14 on the CelebA-HQ and CelebA datasets,

Table 1 Training, validation and test splitting results for three datasets

DataSet Train Valid Test

CelebA-HQ [37] 27,996 1000 1000

UTKFace [65] 22,127 790 791

CelebA [38] 158,109 19,380 19,484

respectively. We augment the training data with horizontal
flip and use AdamW [27] as the optimizer for a total of 500
epochs. Furthermore, the initial learning rate is set as 1×10−3

and gradually decreased to 1×10−4 using theMulti-Step LR
strategy [49]. With the PyTorch framework [42], all experi-
ments implement on a GeForce RTX 2080Ti GPU.

Comparison with state-of-the-art work

To verify the effectiveness of our method on blind face
deblurring tasks, we compare MPFD-GAN with several
state-of-the-art methods: DeblurGAN [31], DeblurGAN-v2
[32], DMPHN [8], SIUM [59], UMSN [57], MPRNet [61]
and MIMO-UNet [7]. For a fair comparison, we used their
published official codes and completely followed their exper-
imental setup. We performed a quantitative and qualitative
comparison of the test results of all methods on the CelebA,
UTKFace and CelebA HQ datasets, respectively.

Quantitative comparison

Like similar tasks [57,61], we adopted non-reference percep-
tual metrics FID [15] and NIQE [40] to measure the realness.
As for the facial fidelity, we adopt perceptual metrics (LPIPS
[63]) and pixel metrics (PSNR and SSIM [51]). LPIPS com-
pares the difference between image patches, PSNRmeasures
the distance between pixels, and SSIM assesses similarity
between structure, contrast and luminance. To verify the abil-
ity of different methods to recover identity features, we also
calculated the face similarity between the recovered results
and the corresponding ground truth using cosine similarity as
in Deng et al [10]. Furthermore, we first introduce the mean
normalized error (MNE) [48] into face deblurring tasks to
evaluate the recovery performance of facial contours (accord-
ing face key point offset distance). Formally:

MNE =
∑N

i ||I R(i) − I G(i)||2
N × dio

× 100%, (23)

where I R(i) is the coordinates of the i th face key point and

I G(i) is its corresponding ground truth. dio and N denote the
distance between the eyes and the number of key points of the
face, respectively. N is set to 68 in this article. The smaller
valuemeans that the face contour is closer to the ground truth.

Tables 2, 3 and 4 show the quantitative results of our
method and the state-of-the-art deblurring methods on the
CelebA, UTKFace and CelebA-HQ datasets, respectively.
We can see that our method obtains the lowest LPIPS on
the CelebA and CelebA-HQ datasets, which indicates that
our output is perceptually closest to the ground truth. Our
method achieves the lowest FID and NIQE, which indicates
that the output of our method has a small distance from the
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Table 2 Quantitative comparison of the state-of-the-art methods on CelebA dataset

Methods LPIPS (%)↓ FID↓ NIQE↓ FS. (%)↑ MNE (%)↓ PSNR↑ SSIM↑
Input 30.19 99.17 9.12 71.3 5.39 21.78 0.77

DeblurGAN [31] 7.77 40.23 17.29 87.3 2.96 23.48 0.75

DeblurGAN-v2 [32] 9.42 74.82 6.55 82.7 3.58 21.10 0.75

DMPHN [8] 10.29 22.30 7.54 93.0 2.47 28.33 0.91

SIUN [59] 11.73 22.16 7.36 89.2 3.41 22.16 0.84

UMSN [58] 15.04 34.85 7.94 89.5 2.50 27.38 0.89

MPRNet [61] 8.76 13.38 6.48 92.7 2.25 29.27 0.92

MIMO-UNet [7] 3.31 8.54 5.69 96.8 1.91 31.61 0.95

MPFG-GAN (Ours) 1.57 5.98 5.44 98.3 1.77 33.13 0.96

GT 0 0 4.97 100 0 ∞ 1

Bold and underline indicate the best and the second best performance, respectively. FS. represents the face similarity. “↑” denotes higher is better,
and “↓” denotes lower is better

Table 3 Quantitative comparison of the state-of-the-art methods on UTKFace dataset

Methods LPIPS (%)↓ FID↓ NIQE↓ FS. (%)↑ MNE (%)↓ PSNR↑ SSIM↑
Input 44.16 217.70 29.80 54.6 5.19 21.95 0.795

DeblurGAN [31] 11.28 58.72 106.22 84.2 2.66 23.83 0.763

DeblurGAN-v2 [32] 21.17 176.53 16.74 64.2 4.49 21.27 0.764

DMPHN [8] 15.67 53.88 5.55 76.4 2.82 28.12 0.904

SIUN [59] 20.55 158.33 6.18 76.0 3.81 22.93 0.855

UMSN [58] 20.38 73.96 5.92 73.8 3.20 26.83 0.884

MPRNet [61] 20.67 66.69 6.00 70.8 3.65 26.32 0.881

MIMO-UNet [7] 10.31 47.03 5.40 85.9 2.24 29.97 0.927

MPFG-GAN (Ours) 8.33 34.55 4.86 90.2 1.87 31.47 0.939

GT 0 0 2.91 100 0 ∞ 1

Bold and underline indicate the best and the second best performance, respectively. FS. represents the face similarity. “↑” denotes higher is better,
and “↓” denotes lower is better

Table 4 Quantitative comparison of the state-of-the-art methods on CelebA-HQ dataset

Methods LPIPS (%)↓ FID↓ NIQE↓ FS. (%)↑ MNE (%)↓ PSNR↑ SSIM↑
Input 44.10 95.88 10.30 55.4 4.88 21.77 0.623

DeblurGAN [31] 6.87 15.22 8.97 93.2 1.78 26.29 0.817

DeblurGAN-v2 [32] 8.26 23.81 5.43 93.1 1.82 25.42 0.797

DMPHN [8] 7.89 16.49 4.78 95.8 2.34 25.94 0.811

SIUN [59] 5.98 19.11 6.27 98.5 1.43 29.88 0.901

UMSN [58] 9.90 21.67 5.56 94.4 1.64 27.29 0.842

MPRNet [61] 10.88 31.27 7.26 94.6 1.75 27.39 0.845

MIMO-UNet [7] 5.28 13.03 4.47 98.4 1.46 30.07 0.898

MPFG-GAN (Ours) 4.17 9.93 3.16 98.7 1.43 30.15 0.902

GT 0 0 2.55 100 0 ∞ 1

Bold and underline indicate the best and the second best performance, respectively. FS represents the face similarity. “↑” denotes higher is better,
and “↓” denotes lower is better
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(a) Input (b) Deblur
GAN

(c) Deblur
GAN-v2

(d) DMPHN (e) SIUN (f) UMSN (g) MPRNet (h) MIMO-
UNet

(i) MPFD-GAN
Ours

(j) GT

Fig. 7 Qualitative comparison with state-of-the-art face deblurring
methods: b DeblurGAN [31], c DeblurGAN-v2 [32], d DMPHN [8],
e SIUN [59], f UMSN [57], g MPRNet [61] and h MIMO-UNet [7]

on the CelebA-HQ (first three lines) and UTKFace (last three lines)
dataset for face blind deblurring. Our MPFD-GAN produces faithful
texture details in eyes, veils and teeth

Table 5 Ablation on the network architecture

Configuration LPIPS (%)↓ FID↓ NIQE↓ FS. (%)↑ MNE (%)↓ PSNR↑ SSIM↑
Our MPFD-GAN 1.57 5.98 5.44 98.3 1.77 33.13 0.96

(a) w/o SE-ResNet Block 3.71 12.54 5.88 97.2 1.89 30.92 0.94

(b) w/o FRM 3.70 13.05 5.93 97.1 1.92 30.58 0.94

(c) w/o TRM 6.77 16.54 6.35 95.4 2.13 28.98 0.92

(d) -Facial Region Discriminator 3.62 12.93 5.95 97.2 1.90 30.81 0.94

FS. represents the face similarity. “↑” denotes higher is better, and “↓” denotes lower is better

Table 6 Ablation on the loss
functions

Lpyramid Ledge L id LPIPS (%)↓ FID↓ NIQE↓ FS. (%)↑ MNE (%)↓ PSNR↑ SSIM↑
� � � 1.57 5.98 5.44 98.3 1.77 33.13 0.96

� � ✕ 3.52 12.12 5.96 97.0 1.93 30.67 0.94

� ✕ � 3.27 11.63 5.9 97.3 1.92 30.8 0.94

✕ � � 3.45 12.39 5.83 97.2 1.91 30.89 0.94

Lpyramid, Ledge, L id denote pyramid restoration loss, edge loss, and identity preservation loss, respectively.
FS represents the face similarity. “↑” denotes higher is better, and “↓” denotes lower is better
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(a) Input (b) Deblur
GAN

(c) Deblur
GAN-v2

(d) DMPHN (e) SIUN (f) UMSN (g) MPRNet (h) MIMO-
UNet

(i) MPFD-GAN
Ours

(j) GT

Fig. 8 Qualitative comparison of our method (i) and the current
state-of-the-art network: b DeblurGAN [31], c DeblurGAN-v2 [32],
d DMPHN [8], e SIUN [59], f UMSN [57], g MPRNet [61] and h

MIMO-UNet [7] on the CelebA dataset. Our MPFD-GAN effectively
removes blur and generates faces that are natural, authentic and visually
closer to the ground truth

MPFD-GAN (a) (b) (c) (d)

Fig. 9 Ablation studies on a SE-ResNet Block, b FRM, c TRM and d facial discriminator. The first column shows the recovery results of the
complete MPFD-GAN, and the remaining columns show the recovery results of the corresponding configuration in Table 5

natural image distribution and the realistic face distribution,
respectively. Our method also obtains the highest PSNR and
SSIM, which indicates that our output results are closest to
ground truth at the structure and pixel level. Furthermore,
the face in our output results has the highest similarity to
the ground truth (shown in Tables 2, 3 and 4 ), demonstrat-
ing that our method recovers better identity information. Our
MPFD-GAN also obtains a lower MNE (slightly higher than
the SIUN method on CelebA-HQ), which indicates that our
approach recovers the facial contour closer to the ground
truth.

Qualitative comparison

Figures 7 and 8 show the qualitative results of the various
methods on CelebA-HQ, UTKFace and CelebA datasets.We
can observe from Fig. 7 that our MPFD-GAN recovers real-
istic details such as eyes (eyelashes, etc.), facial decorations
and teeth. That is due to TRM fusing detailed high-frequency
texture information and filtering the feature information in
space and dimension, letting the useful features pass to the
next scale. As shown in Fig. 8, our MPFD-GAN recovers
the complete structure and more realistic texture details to
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achieve the best visual quality on the CelebA dataset. Among
them, the recovery results obtained by DeblurGAN have sig-
nificant checkerboard artifacts (see Fig. 8b). The deblurred
output obtainedbyDeblurGAN-v2andSIUMalsohas signif-
icant ghosting and no good visual performance (see Fig. 8c,
e). The face images recovered by DMPHN and UMSN suf-
fer from facial disharmony (see Fig. 8d, f). In addition, we
found that MPRNet and MIMO-UNet are not effective at
deblurring face images that suffer from high blurring influ-
ence (see Fig. 8, rows 3 and 5). They also fail to remove
blur in local details (e.g., eyes, teeth, etc.) and structures in
enlarged image regions(see Fig. 7g, h).

Ablation studies

To better understand the roles of different components of
MPFD-GAN and the training strategy, we conduct an abla-
tion study by introducing some variants of the proposed
method and comparing their blind face deblurring perfor-
mance in this subsection. All ablation experiments perform
on the CelebA dataset.

Ablation on network architecture

As shown in Table 5 (configuration a) and Fig. 9a, we can
observe that the recovered face images lose facial details and
get poor evaluation metrics when replacing the SE-ResNet
block in MPFD-GAN with the ResNet block. The results
indicate that the SE-ResNet block is essential for MPFD-
GAN to extract effective features from blurry images. When
FRM and TRM are removed separately (configuration b and
c), we can observe that (1) the face images in the recovered
results lose a lot of details in the eye region, causing the eyes
to remain blurry (see Fig. 9b, c); (2) the performance of both
perceptual metrics and pixel-wise metrics in Table 5 (con-
figuration b and c) is degraded. These comparison results
demonstrate that FRM and TRM make very significant con-
tributions in the deblurring process of MPFD-GAN. Finally,
we compare the experimental results with and without the
facial region discriminator (see Table 5; Fig. 9d). The results
show that the local discriminator can prompt the model to
better restore the distribution of facial regions and effectively
recover realistic details.

Loss function for ablation studies

At the same time, we further investigate the contribution of
different loss terms by adjusting the weight of each loss
in Eq. (22), and the results are shown in Table 6. When
we remove the pyramid restoration loss, the performance
of each metric obtained through the experiment decreases.
This experimental result indicates that pyramid restoration
loss enhances the recovery ability of MPFD-GAN to form

blurry images. This intermediate supervision, which is help-
ful to recover sharp face images (multi-scale) in each scale
of upsampling, also enhances the overall deblurring per-
formance of the model. When MPFD-GAN removes the
supervision on realistic texture details (edge loss) and face
features (identity preservation loss), it will result in the
final recovered images not giving the best performance (see
Table 6).

All the above ablation experiments again demonstrate that
the design scheme ofMPFD-GAN and our proposed individ-
ual modules are very effective for the blind face deblurring
task.

Conclusion

In this paper, we propose a multi-scale progressive deblur-
ring network named MPFD-GAN to deblur the face image
unknown degradation without requiring extra inputs (i.e.,
face priors and facial component dictionaries). This approach
mainly includes two core modules: FRM and TRM. The
former can explore multi-scale receptive field information
to help MPFD-GAN recover the complete image structure.
The latter prompts MPFD-GAN progressively reconstruct
facial texture details by fusing high-frequency texture infor-
mation. Comparative experiments on the CelebA, UTKFace,
and CelebA-HQ datasets demonstrate the superiority and
robustness of our MPFD-GAN. Ablation experiments fur-
ther verify the effect of core modules (namely FRM and
TRM) of MPFD-GAN for the above tasks. In conclusion,
MPFD-GAN provides a robust and easy-to-use solution for
face deblurring task.

Future work

In future work, we consider employing MPFD-GAN to
solve the challenging task of blind face restoration. The task
demands recovering high-quality faces from the low-quality
counterparts suffering more complex unknown degradation
[5], such as low-resolution, compression artifacts, color fad-
ing, and lossy compression. To this end, we performed some
simple experiments to test the potential of our MPFD-GAN
for this task. Following the setting of the experimental data
by Li et al. [34], we retrain the proposed model and UMSN
[57] on the FFHQ dataset [28] and test both methods on
three real-world datasets: CelebChild-Test [49], LFW-Test
[28] and WebPhoto-Test [49]. The experimental results are
shown in Fig. 10 and we can see that MPFD-GAN achieves
better visual performance than UMSN [57] on real-world
datasets. The above experiments are just a simple attempt
of MPFD-GAN for blind face restoration. We will do more
experiments in the future to solve the task well.
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Fig. 10 Visual comparison
between UMSN [57] and
MPFD-GAN (Ours) on
real-world low-quality images
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