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Abstract
Cloud computing refers to the on-demand availability of personal computer system assets, specifically data storage and
processing power, without the client’s input. Emails are commonly used to send and receive data for individuals or groups.
Financial data, credit reports, and other sensitive data are often sent via the Internet. Phishing is a fraudster’s technique used
to get sensitive data from users by seeming to come from trusted sources. The sender can persuade you to give secret data
by misdirecting in a phished email. The main problem is email phishing attacks while sending and receiving the email. The
attacker sends spam data using email and receives your data when you open and read the email. In recent years, it has been a
big problem for everyone. This paper uses different legitimate and phishing data sizes, detects new emails, and uses different
features and algorithms for classification. A modified dataset is created after measuring the existing approaches. We created a
feature extracted comma-separated values (CSV) file and label file, applied the support vector machine (SVM), Naive Bayes
(NB), and long short-term memory (LSTM) algorithm. This experimentation considers the recognition of a phished email
as a classification issue. According to the comparison and implementation, SVM, NB and LSTM performance is better and
more accurate to detect email phishing attacks. The classification of email attacks using SVM, NB, and LSTM classifiers
achieve the highest accuracy of 99.62%, 97% and 98%, respectively.
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Introduction

Cloud computing is the on-request availability of personal
computer (PC) system assets, particularly information stor-
ing and processing power, without an immediate unique
association by the customer [1]. The term is mainly used
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to describe server farms that cover a broad range of cus-
tomers via the Internet. In cloud computing, there are two
public and private clouds. A cloud might be restricted to a
singlefirm (private cloud) or be open to different firms (public
cloud). Several attacks are being launched on cloud systems
using modern tools and software [2].

Email, another approach to say, “electronic mail” is con-
ceivably the most widely used element of the Internet, close
by the web. It permits you to send and receive emails to
and from anyone with an email address wherever in the
world. The emails use different conventions inside the trans-
port control protocol/Internet protocol (TCP/IP) suite. When
designing an email account, you should describe your email
address, secret expression, and the server used to send and
receive messages. Fortunately, most webmail organizations
design your record consequently, so you simply need to enter
your email address and the secret code. In any case, if you
use an email client likeMicrosoft Outlook orApplemail, you
might need to configure each record truly. Besides the email
address and secret key, you may have to enter the approach-
ing and dynamic mail server and the right port numbers for
everybody [3]. Email currently supports hypertext markup
language (HTML), allowing messages to be constructed in
the same way destinations are. HTML email messages can
join, pictures, associations, and cascading style sheet (CSS)
designs. You can similarly send archives or “email associa-
tions” close-bye messages. Most mail servers license you to
send various associations with each message, yet they limit
all outsize. Toward the start of the email, associations were
usually confined to one megabyte; nonetheless, presently,
many mail servers support email associations that are 20
megabytes in size or more.

Phishing is a sort of digital attack that uses a bogus email
to steal sensitive client data worldwide, such as accounts
login information, MasterCard numbers, and so on. Several
spam and phishing email challenges have arisen [4]. These
measurements have demonstrated that the current enemy
of phishing solutions and endeavors is not powerful. Spam
might have various structures, including webspam, audit
spam, short message administration (SMS) spam, and email
spam [5]. Webspam tricks web search tools into settling on
some unacceptable choices in the positioning of web pages.
In survey spam, spammers frequently misuse audits by giv-
ing false positive (FP) audits; clients get SMS spam via text
messaging; it is tough to annoy clients, but it can also cause
financial loss to the specialized organization. Email spam
contains an ad or unimportant content, sent by spammers
having no relationship with the beneficiary’s email. Spam
emails are sent from numerous points of view, for example,
by utilizing an uncertain worker, utilizing computerized cre-
ated accounts, newsgroup postings, and utilizing malware
to get client addresses. Email spam causes a few threats,
for example, digital attacks, fake mail, and loss of lawful

messages [6]. For email spam identification, various ML-
based methodologies, such as content-based supervised
learning, rule-based learning, semi-supervised learning
what’s more, deep learning, have been proposed.

In the current research, email spam classification uses a
substance-based feature set; nonetheless, a set of features is
tested, which infrequently satisfies the classification require-
ments on its own [7]. This paper presents new feature-driven
content, client, spam vocabulary, and semantic features [8].
The hacker attacks individual clients, less precise correspon-
dences, loss of work efficiency, abuse of network transfer
speed, misuse of document worker extra space as well, com-
putational force, the spread of infections, worms, and trojan
ponies, financial losses due to phishing, email phishing, spear
phishing, denial of administration (Service) (DOS), index
harvesting attack [9]. A spam channel programmer assists
the client in labeling an email as spam or ham, indicating
whether the email is worth reading or not. It detects and stops
spam communications from reaching the inboxes of clients.
Based on certain measures spam filter is applied. Although
spam does not directly affect client security, it consumes a
significant portion of client inbox space [10].

This paper proposes solutions for email phishing attacks
usingML algorithms. This attack is used to attack your email
account and hack sensitive data easily. Phishing attacks are
randomly sent to individuals or groups without planning, but
spear attacks target the users. The main role of this attack is
to convince the users to read, sign and open this email. After
users follow these rules, the attacker attacks his data and
hack easily and reads personal data. In this scenario, we used
different machines and a deep learning algorithm to classify
the result to detect the attack. SVM, NB, and LSTM algo-
rithms are used to detect spear and phishing attacks. Support
vector machine (SVM) is an ML algorithm for text classifi-
cation because of its quick and great implementation. SVM
is best to generate execution reports within a nanosecond.
Naive Bayes (NB) is an ML algorithm for text classifica-
tion because of its quick and great implementation. NB is
better to generate execution results within a minute. Long
short-term memory (LSTM) is a deep learning (DL) algo-
rithm well-known text classification because of its rapid and
great implementation. LSTM is better to classify execution
reports within a minute.

In our work, we apply the SVM, NB and LSTM algorithm
to solve the email text phishing attack. This scheme simply
extracts the proposed features from the email’s parts (i.e.,
header, body, text, connections). Their extraction doesn’t
need any internet association or the utilization of outer
administrations or different systems. We collect spam and
not spam email datasets from CSDMC_SPAM online. We
train and test the model using email datasets and extract
all the.eml (email) datasets to get selected features. After
the dataset extraction, we convert it into a CSV file. Natural
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language processing (NLP) is used to import the CSV and
label file to check the spam or not spam dataset and apply text
processing to detect the error. We use SVM, NB, and LSTM
algorithms to classify the email phishing attacks in the next
step. Our model computes the results using different ML and
DL algorithms. However, SVM, NB and LSTM show better
execution time and system report. The results demonstrate
and evaluate the commitment of our features for spam email
sites and compare them to existing approaches for phishing
and harmful email detection.

The rest of the paper is coordinated as follows: Sect. Intro-
duction explains the brief introduction. Section Literature
work discusses the literature review. Section Problem state-
ment explains the security, phishing attack and the problem
of the paper. Section Proposed framework discusses the pro-
posed solution, selected algorithm working, classification
result, and compare with other and graphs. At long last,
Sect. Conclusion and future work discusses the conclusion
of the paper.

Literature work

Phishing attacks are a major threat to individuals and groups
in organizations nowadays. Phishing is a method of obtain-
ing a network client’s personal information by convincing
them to visit a fake website. Back propagation (BP) neural
organization is a major heuristic ML technique in phishing
site detection systems due to its active learning abilities and
superior classifying abilities for certain datasets., backpropa-
gation (BP) neural organization is a significant heuristic ML
strategy in phishing site’s location and prevention. However,
the inappropriate determination of beginning boundaries,
such as the underlying weight and edge, affects the BP
neural association into the local least and slow learning con-
federation. Focusing on these issues, this paper proposes
DF. GWO-Back propagation neural network (BPNN) is a
convincing phishing site revelationmodel based on the devel-
opedBPneural association and adouble component appraisal
framework [11]. The two-part evaluation process improves
the precision of phishing site identification. This model is
differentiated and a couple of existing phishing site revela-
tion models. The test outcomes have shown that our model
is precise and strongly adaptable.

The number of phishing attacks has expanded in Latin
America, exceeding the operational abilities of network pro-
tection experts. The intellectual security challenge proposes
using big data, machine learning, and information analysis
to improve attack detection reaction times [12]. This paper
presents an examination of the investigation of abnormal con-
duct related to phishing web attacks and how ML strategies
are used to remove the issue. This research utilizes data col-
lection and python apparatuses to develop machine learning

(ML) for detecting phishing attacks by investigating uniform
resource locators (URLs).

Cloud computing is an innovation in information tech-
nology (IT) that provides end-users with flexible, virtualized
on-demand resources with greater flexibility, lower main-
tenance, and lower structural costs. These resources are
organized by various board associations and distributed via
the Internet using well-known frameworks, standards, and
strategic plans. The basic advancement and legacy show dif-
ferent flaws and vulnerabilities that might allow attackers to
penetrate the system. DDoS attacks are among the best that
bring about certified harm and impact cloud execution [13].
This might result in a big loss for cloud structure associa-
tion data transfer or a significant portion of the server’s time
[14]. As a result, a DDoS area structure based on the C.4.5
algorithm was constructed to reduce the DDoS threat in this
study. We chose various ML algorithms and analyzed the
reports to validate our system.

Phishing is a social engineering attack type used to get
user-sensitive information such as login information, credit
and debit card details, and so forth [15]. This paper pro-
poses an original system to effectively perceive phishing sites
on the customer side by proposing the best program design.
This system uses the rule of extraction construction to elim-
inate the properties or features using the URL. These cycles
are performed out on the client’s end, with the help of a
modified process plan [14]. Today research has considered
ML frameworks to recognize phishing objections, yet they
are not in a state to be used by individuals having no spe-
cific data. To ensure that these devices are available to every
individual, this paper has brought area methods into the pro-
gram configuration named ‘Embedded Phishing Detection
Browser’ (EPDB) strategy to secure the current customer
experience while working on the security. We have proto-
typed this technique to progressively ensure the best security,
better precision execution report in the distinctive confirma-
tion of phishing sites.

In this paper [16], the attacker delivers harmful links or
attachments through emails that can perform various func-
tions, such as collecting the victim’s login credentials or
record data. These emails are harmful to receivers, causing
financial difficulties and fraud. A combination of defunding
and semantic analysismethodswas used to detect and prevent
the phishing scam. Furthermore, a database of phishing sites
is built, and the text, connections, images, and other informa-
tion on the site are analyzed for design verification. Finally,
we evaluated our proposed arrangement and compared it to
existing techniques [16]. The results show that our proposed
method can effectively manage phishing attacks.

In recent work, phishing is one of the most important risks
that a web consumer faces. These attacks continue to cost
billions of dollars to organizations associated with the terms,
requiring a more effective disclosure technique to reduce the
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threat [17]. This paper proposes a significant use of meticu-
lous imbalance learning in ensembles via selective sampling
to differentiate phishing attacks accurately. You can improve
your performance using this approach. Furthermore, a com-
parison report of example machine learning techniques such
as random forest (RF), naive Bayes (NB), and decision tree
(DT) reveals that the proposed MILES strategy provides
higher results and review. These attacks target individuals
and relationships’ information to arrange deals [18]. Phish-
ing sites provide a variety of indications in their content and
web program-based data. The purpose of this research is to
run an extremely learning machine-based request for 30 fea-
tures to the UC Irvine ML repository database that includes
phishing site data. In this report analysis, ELM was differ-
entiated from other ML techniques such as SVM and NB
and was shown to have the highest raised accuracy of 95.34
percent.

The worldwide spread of the coronavirus disease
(COVID-19) pandemic and its significant impact on health,
the economy, and almost every aspect of our lives, includ-
ing how we work, meet, transfer information, communicate,
and so on. Furthermore, many new cyberattacks target com-
panies, governments, health care, and other fundamental
services [19]. In this paper, attackers try to take advantage
of people’s fear of infection, flaws in data collection sen-
sors and Internet of thing (IoT) devices, and effort to explore
solutions or assurance. Review the concept of cyberattacks
linked to the COVID-19 occurrences. It includes a variety
of specialists and social-economic viewpoints and character-
izes three layers, end-user, device or sensors, and cloud. End
devices are either the source or the destination of data sent
over a network. A server is an endpoint device with tech-
nology installed that allows it to provide data to other end
network devices, such as email and web pages. Sensors are
placed at the remote site to identify any changes in the envi-
ronment and alert the user. After then, the modifications are
recorded and uploaded to the cloud server. I combined the
proposed model with security threats and protection strate-
gies to counter each layer’s network protection threats.

The main goal of the recent study is to develop a new
method for detecting phishing attacks and determining how
to protect against such threats. The life cycle is how to
construct a scrum-based used algorithm for programmed
learning, feature determination, and neural networks are
shown in this paper. This technique can detect and prevent
a phishing attack that has been enlisted within the email
worker [20]. For the approval of the obtained results mea-
surement, the blacklist of the fish tankwas used as a source of
data, which is a dynamic clearinghouse for information and
data concerning phishing on the Internet. The direct proof
of the idea shows that the actualized highlight determination
algorithm removes the qualities of the unessential mail. The
neural network algorithm obtains these attributes, resulting

in an appropriate level of learning with no redundancies. It
also shows the efficiency of the proposed structure.

Previous work discusses different types of attacks and
algorithms to solve the problem. Several papers used super-
vised, unsupervised, and deep learning techniques to solve
the attack.Many types of phishing attacks and algorithms are
discussed in this paper. This research examined email and text
phishing attacks and proposed a supervised and deep learning
method to solve them. In this paper, we use the SVM, NB,
and LSTM algorithms to solve the problem of email text
phishing attacks. Datasets of phish and non-phish emails are
collected. To extract features, extract the entire.eml (email)
dataset. After extracting the data, convert it to a CSV file.
We add CSV and label files in NLP to check the phish or
not phish data and apply text processing. We used a machine
and the deep learning algorithm to check better results and
system reports. Table 1 compares the performance of these
approaches.

Problem statement

Cloud computing

Cloud computing refers to the on-demand use of available
computer resources, especially data storage and processing
power, without the client handling them directly. Services in
large clouds are frequently distributed across multiple sites,
each of which is a cloud platform. In cloud computing, there
are two public and private Cloud. A cloudmight be restricted
to a single firm (private Cloud) or be open to different firms
(public Cloud).

Design of cloud

The cloud computing (CC) strategic plan demonstrates that
CC affects the five most important sections and poses a
security threat. The CC configuration is shown in Fig. 1,
and it comprises a start-to-end reference plan related to the
Open Systems Interconnection (OSI) layers. CC is a difficult
approach with several weak areas [21]. The following are the
components of the CC:

• Cloud Consumer: A cloud consumer is a firm that uses
cloud-based IT resources provided by cloud providers.

• Cloud Provider: A cloud provider is a firm that provides
services such as software, network, infrastructure, etc., to
cloud consumers.

• Cloud Auditor: A public gathering that allows cloud cus-
tomers to get a free evaluation of their cloud connections,
data model activities, execution, and security attacks.
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Fig. 1 Design of cloud
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• Cloud Broker: The issue that deals with the utilization,
execution, and development of cloud services, as well as the
development of a link that connects cloud buyers and suppli-
ers.

• Cloud Carrier: A service that provides a strategy of cloud
relationships from cloud providers to cloud customers.

• Service Management: Those service-related functions
required to manage and operate cloud services requested by
or proposed to cloud users are included in cloud serviceman-
agement. Cloud service management can be characterized
from the standpoints of business support, provisioning, con-
figuration, portability, and interoperability requirements.

• Security: Cloud security, also known as cloud computing
security, is the process of securing cloud-based data, applica-
tions, and infrastructure from cyber assaults and threats. It is
significant to remember that security is a cross-cutting issue
that affects all tiers of the reference model, ranging from
physical security to application security. The cloud provider
and cloud consumer share responsibilities in general.

• Privacy: The technique of securing a company’s data in a
cloud environment, regardless of where that data is located,
whether it’s at rest or in motion, and whether it’s handled
internally or externally by a third party, is described as cloud
data protection.

• Service Layer: The service layer is the upper layer, where
each of the three service models is defined and provisioned
by a cloud provider. This is where cloud customers use their
cloud interfaces to access cloud services.

•Control Layer: The resource description and control layer
is the middle layer. This layer provides the system com-
ponents that a cloud provider utilizes to give and control
software abstraction access to physical computing resources.
Hypervisors, virtual machines, virtual data storage, and other
resource abstraction and management components are often
included in this layer to enable efficient, secure, and depend-
able utilization.

• Resource Layer: The physical resource layer is the low-
est in the architecture, and it contains all of the physical
computing resources. Computers (CPU andRAM), networks
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(routers, firewalls, switches, network cables, and interfaces),
storage components (hard drives), and other physical com-
puting infrastructure parts are all included in this tier. It also
comprises resources for the physical plant, such as heating,
air conditioning (HVAC), and other features.

• Security Audit:A security audit is a thorough examination
of your company’s information system; often, this examina-
tion compares the security of your system to a checklist of
industry best practices, externally defined standards, or gov-
ernmental policies. The security auditing process should also
involve a check for regulatory and security policy compli-
ance.

• Privacy Audit: A privacy audit, also known as a privacy
compliance audit, is an evaluation tool that examines an
organization’s privacy policies and processes in light of cur-
rent applicable laws and regulatory regulations. A privacy
compliance audit might reveal significant liabilities for a cor-
poration.

• Performance Audit: A performance audit is an unbiased
examination of an organization’s operations to see if certain
programs or services are meeting their objectives. Because
most government entities receive federal funds, performance
audits are commonly connected with government agencies
at all levels.

Categorization of cloud threats

Cloud computing is a developing model with incredible
opportunities for success and is becoming increasingly
well-known; however, it faces various security issues and
challenges [5]. The classification is done on the Confiden-
tiality, Integrity, and Availability (CIA) Triad and attacks on
Cloud Components.

CIA cloud security threats

The significant security issues in distributed computing
are ordered under confidentiality, integrity, and availability
Threats.

Confidentiality threats The objective of ’confidentiality is
to ensure data protection by preventing unauthorized dis-
closure. Only those with real authority to access the data
should be allowed access, often called consents on the “need
to know” concept. Confidentiality aims to prevent sensitive
data from falling into the wrong hands everywhere [22].

Integrity threats This guideline aims to ensure the data’s
result, reliability, and validity throughout its life cycle. Data
may have value if it is accurate; as a report, appropriate

methods should be implemented to prevent the Modification
of information, whether extremely slowly or on the move,
by unauthorized people or cycles [22]. Whether extremely
slowly or on the move, the modification of information by
unauthorized people or cycles [22].

Availability threats The term “availability” refers to data
being made available to authorized employees as and when
they are needed. Monitoring is used to track the performance
of the equipment, programming, hardware, and communi-
cation channels used to store and process data is critical to
maintaining organizational consistency [23].

Security attacks

This section discusses different types of phishing attacks.
Figure 2 explains the phishing attack types.

Spear phishing

Spear phishing is a type of phishing attack that targets a
specific group of people, such as the organization’s struc-
tural administrator of a business. You could catch an old
boot, a phish, or any other type of phish if you go fishing. If
you’re doing spear phishing, you’ll choose a specific phish
to follow, something along the same lines as the name. The
destinations are little more than targets [24].

Whaling

Whaling is significantly more focused on the type of phish-
ing than effectively spear phishing because it targets whales,
the BIG fish. The CFO, or anybody else in the company, is
the target of these attacks. A whaling email may say their
company is threatened and needs to tap into the connection
for additional information [24]. The association then directs
users to a site where they can enter all the important informa-
tion regarding their relationships, such as their tax Id number
and record numbers.

Smishing

Smishing is an attack that uses our quality prompting or SMS
to make us stand out enough to be noticed. A smash attack
is active when a message is received on your phone through
SMS that has a relationship to explore or a phone number to
call. An SMS that appears to be from your bank and notifies
you that your account has been hacked and that you must call
or respond right away is an example of a common scenario
[24]. By then, the attacker has taken control of your finan-
cial balance and demands that you verify your bank account
number, social security number (SSN), and other personal
information.
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Fig. 2 Phishing security attack
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Fishing

Phishing attacks are similar to phishing attacks, except that
the attackers want the customer’s personal information or
sensitive company data. As a result, the name has a “v”
instead of a “ph.” Many people Microsoft has received a typ-
ical attack, and they are concerned about you because you
appear to get an infection on your machine. The consumer
provides theirMastercard information quickly to increase the
type of anti-infection software installed on their laptop. [25].
The attacker now has access to your Mastercard information
and has persuaded you to install malware on your computer.
From a financial trojan to a bot, the virus could contain any-
thing. The financial trojan will track your online activities to
gather more information about you, including your account
information and secret password.

Email phishing

These phishing emails have most certainly been the most
widely recognized type of phishing since the nineties. These
are themessages that software developers can send from their
email accounts. The email informs the sender that their per-
sonal informationhas beenhacked and that theymust respond
as soon as possible by pressing on the ‘this’ link. It frequently
occurs that someone used a translation tool to go through five
different varieties and then appeared in English a short time
later. Some messages are much more difficult to identify as
phishing scams. [24]. It is less likely to be identified as a

phishing email when the email is more carefully written in
terms of language and sentence structure.

Search engine phishing

In any case, web engine phishing, also known as search
engine optimization (SEO) harming or SEO trojans, occurs
when programmers attempt to rank first in a google or other
search engine. It takes them to their (software engineer) site
if they are compelling and can persuade someone to click on
their link [26]. By then, when you associate with it and enter
in sensitive data, they got you. The kinds of sites this could be
truly anything; the main competitors are banks, web-based
media, shopping, to give some examples.

Phishing

Phishing scams are email and SMS messages that focus on
the email text, body, etc., as one of the most common social
attack types. [27]. Then it tries to manipulate users into shar-
ing personal information, clicking on links to phishing sites,
or opening spam email files.

Malware attack

A malware attack is when cyber criminals make malicious
programming introduced on another person’s device without
their insight to access individual information or to damage
the device, as a rule for financial profit [9].
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Man-in-the-middle attack

Aman-in-the-middle security attack occurs when a responsi-
ble party gets involved in communication between a user and
an application, either to monitor the situation or to imperson-
ate one of the social gatherings, creating the appearance that
regular information exchange is occurring around. An attack
aims to steal personal information such as logins, records,
and visa numbers [26].

Email phishing attack problem

Social engineering attacks are carried out in one or more
steps and do not necessitate a high level of cybersecurity
knowledge. The Social Engineering Life Cycle begins with
identifying the victim, collecting information, and selecting
attack methods such as phishing emails or phone calls. The
second method is known as a Hook, and it involves fooling
the victim(s) to get a footing by engineering the target and
controlling the contact. For example, in phishing emails, an
attacker may get a victim to accept a fake job advancement in
the organization by clicking on a malicious or phishing link.
The attacker implements the attack and obtains the victim’s
information in the third procedure, which is known as a Play,
in which the attacker carries out the assault and obtains the
victim’s data Additionally, the attackers send a cyber-attack
when the victim clicks on a malicious link, and it quickly
spreads throughout the victim’s network. The final phase is
called an Exit, which implies that after the Social Engineer
has successfully carried out their attack, they conclude the
interaction by erasing all traces ofmalware and covering their
tracks so that theydonot get detected.Although anti-malware
or other software to protect the system, Social Engineering
attacks can still occur if the user is not properly trained about
the assaults. Baiting, Scareware, Pretexting, Phishing, and
Spear Phishing are among the five strategies used.

A phishing email assault is a type of phishing in which
attackers send out emails that appear to be authentic and push
users to take action. These activities could report the loss
of sensitive information, the download of malware, or even
financial loss. Phishing is the practice of defrauding people
by impersonating a trustworthy entity and taking advantage
of humanweaknesses to get sensitive information. This could
be personal information such as social security numbers or
important information that allows the target to gain access to
the organizationwhere theywork. Phishing can take the form
of text messages, phone calls, emails, or even manipulation
with search engine results.

Phishing is a social engineering attack frequently used
to collect user data, such as login details, emails, personal
data, credentials, etc. Phishing and spear attacks are carried
out by an individual or a group with the intent to benefit
financially. The communications provide data in the form

of text, music, video, and other media interactions. Phishing
attack’s primary objective is the collection of data,which they
used by a variety of methods to get data from users easily [6].
The email and web is a rapidly evolving innovation that has
connected people worldwide by eliminating all geographical
boundaries. However, because of fraudulent and phishing
emails and spam messages, users are losing a lot of money
and data, and the number of casualties is growing every day.

The number of phishing emails has increased in recent
years due to the number of email clients. Responding to a
large number of emails has become more challenging. As
a result, numerous researchers have conducted comparison
studies to look at different algorithms for classifying shows
and their results incorrectly displaying messages using a few
measurement systems [28]. Furthermore, for each evalua-
tion of email accuracy and phish or not phish classification,
choose an accurate algorithm that provides the best execution
time and shows the best result. Figure 3 explains the social
engineering life cycle and Fig. 4 discusses the problem of an
email phishing attack.

This paper explains email phishing attack issues. Nowa-
days, it is a major problem all over the world. Everyone does
not follow the rules and regulations to read the email. Due to
a lack of knowledge, attackers can send phishing emails to
users to hack and read your data. In the recent Covid year,
all hackers are attacking organizations, institutes, and other
email accounts to collect sensitive information. Email phish-
ing attacks have been a major issue in recent years. Attackers
can get the data using a different strategy. Every hacker fol-
lows the rules to attack emails to collect important data from
user sites.

Effect of phishing attack

The diagram below explains the email phishing attacks from
the previous and current years. In this paper, use phishing
and spear-phishing attacks. Different phishing email attacks
in various years are discussed in this graph. In COVID-19 all
the world doing work at home. The hacker is active in that
pandemic condition, attacking and hacking sensitive data.
Because of home-based office work, 99 percent of sensitive
data are sent and received via email. Everyone in this cir-
cumstance is unaware of the phishing email. So different
data hack during this pandemic situation. Figure 5 explain
and show the different years of the phishing attack.

Proposed framework

The proposed solution is based on supervised and deep
learning algorithms to detect an email phishing attack. The
proposedmodel consolidates anSVM,LSTMtechniques and
a bunch of algorithms used to recognize phishing attacks
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Fig. 3 Social engineering life
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[7]. The proposed approach will research new phishing tech-
niques and include the following phases: data extraction,
preprocessing, text processing, train model, text processing,
the target variable, split into two trains and test set, classifi-
cation set, and report using algorithms. Figure 6 shows the
overall proposed solution of a phishing attack using machine
and deep learning. In the proposed diagram, we have dis-
cussed all the procedures step by step. In this diagram, I have
shown how the attacker attacks your email and collects your
sensitive data. The attacker asks the user to open the email to
collect your data and hack your email account. We use this

deep and machine learning algorithm to resolve the issue in
this scenario. Using LSTM, NB, and SVM to detect email
phishing and spear-phishing attacks to control the hacking
attack. Using this algorithm show better execution time and
generates the report.

SVM

Supervised learning is a machine learning method in which a
limitation is learning to guide a commitment to a yield based
on technical data yield sets. One of the essential parts of data
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Fig. 5 Email phishing attack
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science is supervised learning. The supervisedMLmethod is
used for construction and unknown sources difficulties [29].

SVM is anML algorithm for text classification because of
its quick and great implementation. As a result of the prepa-
ration, it generates a hyperplane, a two-dimensional line that
classifies the classes. In a phishing email, various criteria are
used to analyze input, such as the existence or absence of a
certain phrase and the yield, which is either 1 or 0, and indi-
cates whether the email is spam or not. The SVM approach
detects phishing attacks in this research to improve perfor-
mance, enhance classification reports, and generate results.
The general SVM technique is shown in the equation below
and the results. Figure 7 shows the procedure of the SVM
algorithm. In Eq. 1 linear kernel is the most used kernel for
classification. It is used for a large number of features in
the dataset. The linear kernel is used for text classification
to improve the performance of the dataset. Once the data is
linearly separable, when it can be separated using a single
line, the Linear Kernel is utilized. It is one of the most often
utilized kernels. It is most utilized when a data set contains
many features. Text Classification is an example of a feature
with a lot of features, as each alphabet is a new feature. As a
result, execution measurement, Linear Kernel is commonly
used in text classification.

Linear kernel : K
(
xi , x j

) � xi T x j (1)

SVM pseudocode for classification

This pseudocode explains the overall procedure of the pro-
posed solution. SVM (Support Vector Machine) is used to
classify the outcome and accuracy result in this pseudocode
below. First, extract the data, followed by preprocessing and
training the model in this pseudocode. Text processing is
used to clean data and split it into 0 and 1 forms, after which
the data is trained and tested. The SVM algorithm is used
to show classification reports and generate results to identify
phishing attacks. Table 2 presents SVMclassification results.

Table 2 SVM classification result

Spam/not spam Precision Recall F1-score

0 1.00 0.97 0.99

1 0.99 1.00 0.99

Accuracy 0.99

Macro Avg 0.99 0.99 0.99

Weighted Avg 0.99 0.99 0.99
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Input: Dataset
Begin
If (Dataset is valid)

Extract Features
Else

Collect Valid Dataset
DfTrain= Preprocessing and MT Model Training
If (MT Model Train)

Not Train
Else 

Perform Preprocessing & MT
DfLabel= check DfTrain Dataset length 
DfTarget = Apply Label Dataset (0 Spam, 1 Not Spam)
MissingValue MV = Target Dataset to check
If (TD is Valid) # TD = Target Data  

Text Processing for cleaning Data
Else

Not Valid
Train & Test = Split data in Train & Test (X_Train, Y_Train, X_Test, Y_Test)
If (Feature Vector Fv & Target Variable Tv is Valid)

Data Convert into Train TS & Test TS
Else

Error Occur
Model Selection = Select Model for Classification (SVM)
SVM = Apply SVM with linear Kernel LK & C=1.0 
TS = Compare Train & Test Set
If (Train & Test TS is Accurate)

Accuracy Result Show
Else

Error Occur in Classification
End (Stop Algorithm)

LSTM

Deep Learning (DL) is a part of artificial intelligence that
simulates the activities of the human cerebrum in process-
ing information and developing designs for use in dynamic
settings.Another name for it is deepneural learningor organi-
zation. LSTM is a form of artificial recurrent neural network
(RNN) in deep learning. It can manage both individual data
centers and whole digital data sets [30].

LSTM is a deep learning (DL) algorithm well-known text
classification because of its rapid and great implementation.
It produces a hyperplane, a line in two measures that best
identifies the classes resulting from the preparation set sup-
plied. In a phishing email, input is handled by several criteria,
such as the presence or absence of a certain term, and the
yield, which is either 1 or 0, which indicates if the email is
a phish or not. The LSTM method is used in this research to
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identify phishing attacks, enhance performance, and provide
better classification-generated reports and results. The gen-
eral LSTM technique is shown in the equation below and the
result. Figure 7 shows the procedure of the LSTM algorithm.

Below Eqs. 2–7 show the difference to classify the report.
This paper characterizes the LSTM units at each time step t
to be a variety of vectors in Rd : an info entryway it, a recall
door f t , and yield door out , a memory cell cat , and a secret
state heat . D is the quantity of the LSTM units. The filtering
vectors it , f t , and it is in [0, 1]. The LSTM progress condi-
tions where cost is the contribution at the current time step,
σ signifies the strategic sigmoid capacity, and � indicates
element-wise enhancement. Therefore, the recall door deter-
mines howmuch eachmemory cell’s unit is deleted, the recall
door determines howmuch each unit is updated. The yielding
door controls the opening of the inside memory state. Extra
gates, known as the input, forget, and output gates, are used
in an LSTM cell to determine whether signals are passed to
another node. The recurrent link between the previous and
currently hidden layers is denoted by W . The inputs to the
hidden layer are connected by the weight matrix U. Ce is a
probably hidden state calculated using the current input and
the previous hidden state. C is the unit’s internal memory,
which is made up of the prior memory multiplied by the for-
get gate and the freshly calculated hidden state multiplied by
the input gate.

it � σ (Wi xt + Uiht−1 + Vict−1) (2)

ft � σ
(
W f xt + U f ht−1 + V f ct−1

)
(3)

ot � σ (Woxt + Uoht−1 + Voct ) (4)

c̃t � tanh (Wcxt + Ucht−1) (5)

ct � f it � ct−1 + it � c̃t (6)

ht � ot � tanh(ct ) (7)

LSTM pseudocode for classification

This pseudocode explains the overall procedure of the pro-
posed solution. LSTM (Long Short TermMemory) is used to
classify the outcome and accuracy in this pseudocode below.
First, extract the data, followed by preprocessing and train-
ing the model in this pseudocode. Text processing is used
to clean data and split it into 0 and 1 forms, after which the
data is trained and tested. The LSTM algorithm is used to
show classification reports and generate results to identify
phishing attacks. LSTM classification results are discussed
in Table 3.

Table 3 LSTM classification result

Spam/not spam Precision Recall F1-score

0 0.97 0.96 0.97

1 0.98 0.99 0.98

Accuracy 0.98

Macro Avg 0.98 0.97 0.98

Weighted Avg 0.98 0.98 0.98
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Input: Dataset
Begin
If (Dataset is valid)

Extract Features
Else

Collect Valid Dataset
DfTrain= Preprocessing and MT Model Training
If (MT  Model Train)

Not Train

Else 
Perform Preprocessing & MT

DfLabel= check DfTrain Dataset length 

DfTarget = Apply Label Dataset (0 Spam, 1 Not Spam)

MissingValue MV = Target Dataset to check

If (T D is Valid) # T D = Target Data  

Text Processing for cleaning Data

Else
Not Valid

Train & Test = Split data in Train & Test (X_Train, Y_Train, X_Test, Y_Test)

If (Feature Vector Fv & Target Variable Tv is Valid)

Data Convert into Train TS & Test TS

Else Error Occur

Model Selection = Select Model for Classification (LSTM)

LSTM = Apply padding embedded documents & fitting LSTM Model   

TS = Compare Train & Test Set

If (Train & Test TS is Accurate)

Accuracy Result Show

Else
Error Occur

CM = Classification Metrics

If (CM Process is Valid)

Show Classification Report
Else 

Error Occur in Classification

End (Stop Algorithm)
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Naive bayes

Supervised learning is a machine learning method in which a
limitation is learning to guide a commitment to a yield based
on technical data yield sets. One of the essential parts of data
science is supervised learning. The supervised ML method
is used for both the construction and unknown sources dif-
ficulties. Naive Bayes is a fast and simple machine learning
technique for predicting a class of datasets. It’s suitable for
both binary and multi-class classifications. In comparison
to other execution measurements, it performs well in multi-
class estimations. It is the most often used method for text

categorization. Figure 7 shows the procedure of the NB algo-
rithm.

Naive bayes pseudocode for classification

This pseudocode explains the overall procedure of the pro-
posed solution. NB (Naïve Bayes) is used to classify the
outcomeand accuracy in this pseudocodebelow.First, extract
the data, followed by preprocessing and training the model
in this pseudocode. Text processing is used to clean data and
split it into 0 and 1 forms, after which the data is trained
and tested. To identify phishing attacks, the Naïve Bayes
algorithm is used to show classification reports and generate
results as shown in Table 4.

Input: Dataset
Begin
If (Dataset is valid)

Extract Features
Else

Collect Valid Dataset
DfTrain= Preprocessing and MT Model Training
If (MT Model Train)

Not Train
Else 

Perform Preprocessing & MT
DfLabel= check DfTrain Dataset length 
DfTarget = Apply Label Dataset (0 Spam, 1 Not Spam)
MissingValue MV = Target Dataset to check
If (TD is Valid) # TD = Target Data  

Text Processing for cleaning Data
Else

Not Valid
Train & Test = Split data in Train & Test (X_Train, Y_Train, X_Test, Y_Test)
If (Feature Vector Fv & Target Variable Tv is Valid)

Data Convert into Train TS & Test TS
Else

Error Occur
Model Selection = Select Model for Classification (Naive Bayes)
Naive Bayes = Apply Naïve Bayes 

TS = Compare Train & Test Set
If (Train & Test TS is Accurate)

Accuracy Result Show
Else

Error Occur in Classification
End (Stop Algorithm)
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Table 4 Naive bayes
classification result Spam/not spam Recall Precision F1-score

0 0.97 0.95 0.97

1 0.97 0.96 0.97

Accuracy 0.98

Macro Avg 0.97 0.96 0.97

Weighted Avg 0.97 0.97 0.97

Proposed algorithm flowchart

This flowchart discusses the overall working of the email
phishing attack classification using machine and deep learn-
ing algorithms.We have discussed the LSTM, NB, and SVM
algorithm step by step to solve the phishing attack problem.
The phishing email classification technique is shown in Fig. 8
to detect an attack. The diagram below shows the whole pro-
cess of our work.

Result and discussion

Dataset preparation

This section, discuss feature selection and extract of the
dataset. Different types of features are selected from the
dataset and extracted using the code in this paper. To execute
and prepare the dataset, use the output command. The first
step is to email (.eml) dataset files, save them in any folder,
and rename data. This folder contains a variety of data. The
dataset is tested and trained and generate results in the out-
put folder. Choose a different variety of features. You choose
the features first, then type in the code and select the dataset
source and destination. Run the code using the extract. Pay
file to extract selected features after adding all libraries. Run
the code to ensure that the source and destination areworking
properly, and then save the CSV file to the appropriate folder.
So, convert all. Email files to CSV files easily. This section
collects the dataset online and adds some more (.eml) email
andmodifies it. After combining the dataset, we check all the
datasets deeply and set the label file. There is a four thousand
plus email (.eml) dataset and we select some features from
this dataset and extract them.

Preprocessing phase

There are two steps here at the pre-preparing stage. The
first stage is to identify which elements of each email’s
text and header should be deleted; these components reflect
the email’s numerous attributes. To speed up the layout and
modification of the classification model, the following phase
involves selecting the best solutions from the set separated in

the previous step. Data preprocessing is a phase in the data
mining and data analysis phase that turns raw data into a for-
mat that computers andmachine learning can understand and
evaluate. Cleaning, instance selection, normalization, trans-
formation, feature extraction and selection, and so on are
examples of data preprocessing. The final training set is the
system report of data preparation.

• Data cleaning/cleansing
Data in the real world is frequently incomplete, noisy, and
inconsistent. Data cleaning methods aim to fill in missing
values, smooth out noise while identifying outliers, and fix
data discrepancies.

• Data integration
As in data storage, data integration is involved in data ana-
lytic tasks that combine data from numerous sources into a
consistent data repository. Multiple databases, data cubes,
and flat files are examples of these sources. Schema inte-
gration is an important consideration in Data Integration.
It’s a hard situation.

• Data transformation
Data is translated into mining formats that are relevant
to the situation. The following steps are involved in data
transformation:

• In Normalization, the attribute data is scaled to fall inside
a limited predetermined range, such as − 1.0 to 1.0 or 0 to
1.0.

• Smoothing is a technique for removing noise from data.
Clustering, grouping, and regression are examples of such
procedures.

• Aggregate is the process of applying summary or aggre-
gation procedures on data. Daily sales data, for example,
might be combined to calculate monthly and yearly totals.
This phase is commonly employed while building a data
cube for data analysis at several granularities.

• Using concept hierarchies, low-level or primitive/raw data
is replaced with higher level ideas in generalizing the
data. Categorical qualities, for example, are generalized to
higher level notions such as street, city, and nation. Sim-
ilarly, numeric attribute values can be mapped to higher
level notions such as age, classified as youthful, middle-
aged, or senior.
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Fig. 8 Email phishing attack classification proposed solution

• Data reduction
Complex data analysis and mining on large datasets might
take a long time, considering such a study unaffordable or

impossible. Data reduction techniques are useful for ana-
lyzing a reduced representation of a data collectionwithout
compromising the original data’s integritywhile still yield-
ing qualitative knowledge.
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Fig. 9 SVM confusion matrix 269 7
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Text processing

It is a critical stage in any text analysis application. There
will be numerous unhelpful substances in the news that
can restrict the maintenance of an ML and DL model. The
machine and deep acquiring model would not work prop-
erly unless removed. Use the dataset and text processing for
classification at this stage and generate the result. The text
processing procedure gets effective when the algorithm is
being used to classify reported.

Experimental result

This paper discusses tree-based, SVM, NB, and LSTM clas-
sification algorithms. Different execution measures are used
to evaluate the performance of different classifiers, as shown
in this section. SVM, NB, and LSTM classify the dataset
with the highest precision of 99.62 percent, 97 percent, and
98 percent, respectively. Figure 9 shows the SVM confusion
matrix result. Equation 8 calculates the result measurement
using the accuracy formula. The following exhibition mea-
surements are utilized for assessing our model:

Accuracy � T P + T N

T P + T N + FP + FN
(8)

• Precision: This is defined by theminimal number of recov-
erable elements that are beneficial. In our situation, the
number of messages that are effectively delegated are
phished. The precision result of this approach is shown

in Eq. 9.

Precision � T P

T P + FP
(9)

• Recall: It is defined as the percentageof phishingmessages
that are phished from the dataset in terms of the number
of relevant objects recovered compared to the hundreds of
significant items in the dataset, i.e., the percent of phishing
messages that are collected are phished from the dataset.
Recall Eq. 10 was used to validate the outcome after the
precision report.

Recall � T P

T P + FN
(10)

• F-measure: It is characterized as the consonant mean of
accuracy and review. In below Eq. 11 used the precision
and recall formula to find an F—measure.

F − measure � 2 × Precision × Recall

Precision + Recall
(11)

• True Positives (TP)—True Positives (TP) happens when
anticipating a perception has a place with a specific class
and the perception has a place in that class.

• True Negatives (TN)—True Negatives (TN) happens
when anticipating a perception doesn’t have a place with
a specific class and the perception doesn’t have a place in
that class.
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Fig. 10 Confusion matrix TP, TN, FP, FN

• False Positives (FP)—False Positives (FP) happens when
perception has a place with a specific class; however, the
perception doesn’t have a place in that class.

• False Negatives (FN)—False Negatives (FN) happen
when predicted perception doesn’t have a place with a
specific class; however, the perception has a place in that
class.

The confusion matrix diagram shown in Fig. 10 shows the
outcome in several sections. The TP, TN, FP, and FN rates
are shown in this diagram. You can use this matrix to divide
the data into multiple forms and then use code to determine
whether the data is TF, TN, FP, and FN. To discuss the various
data rates, see the confusion matrix above.

Selected algorithm for classification

In this diagram, Fig. 11 shows the classification between
these algorithms SVM, NB and LSTM. To classify the
dataset, the approach below utilizes several phases. This
paper describes the various algorithms that may be used
to experiment with the dataset. Utilizing machine and deep
learning techniques, a classification report was generated.
The report of SVM, NB, and LSTM is shown in this figure.
LSTM has a 98 percent accuracy after classification, NB
has a 97 percent result after classification whereas SVM
has a 99.62 accuracy. This algorithm detects the attack with
the highest level of result. The accuracy of these selected
machines and deep learningmethods is shown inFig. 12. This
figure discusses the classification report. This paper explains
how to use the support vector machine and long short-term
memory algorithm to determine the outcome when a dataset
is provided. These proposed lines in the figure, describe the

system report after phishing and spear attack detection. Eval-
uate the graph’s performance and concluded that this research
has the best and properly checked phishing data.

Evaluation and performance of algorithm

Figure 13 analyzes all the algorithm results and compares
them with our report. These figures demonstrate the classi-
fication and accuracy report in comparison to other datasets
of various sizes. Analyze and filter the data throughout all
datasets. To begin, determine which dataset is the most effi-
cient. First, utilize code to extract email data Ed, then check
that all extract features are strong and appropriate for classi-
fication. The graphs below show that SVM, NB and LSTM
are greater in classification and generate the result. The SVM
algorithm classification result is 0.996 in nanosecondNS and
the NB, LSTM algorithm classification generates the report
is 0.97 and 0.98 min M. Figures 13 and 14 demonstrate our
execution time, report, and compared to the results of other
algorithms. Different types of datasets are shown in this dia-
gram for comparing our algorithm system result with other
execution time reports.

Comparative analysis

In today’s world, email is important for communication;
web users are connected, and email is necessary for online
communication. The phishing email is a major issue for
authorities to analyze and eliminate. Phish communications
are received in large numbers, and they include trojans,
contaminations, and malware are used to execute phishing
attacks [31]. This paper used several depiction approaches
to perceive phish mail and delete it, claiming that moving
towardmessages is spammail or ham. In backward probabil-
ity, naive Bayes classifiers are used, and choice tree methods
such as random, reduced error pruning (REP), random forest,
and J48 decision tree classifiers are used. The evaluation and
the implementation of the system report are done using weak
writing computer programs. At the collecting time of Weka
programming, game plan algorithms are utilized to find phish
emails in Weka Tool. These papers are important in elimi-
nating viruses, trojans, malware, and other dangers, such as
phishing threats and fake endeavors in the mails. Therefore,
RandomTree produces the best execution time for phishmail
classification.

Email is one of the most popular ways to communicate on
the Internet. Because of the rapid growth of the Internet, the
utilization of email correspondence for business, personal,
and other purposes has entered an era of electronic infor-
mation in increasing demand due to the fast development
of internet technology. As a generated report, the data must
be prepared for machine learning strategies to be executed
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more effectively. Inmachine learning applications like classi-
fication, clustering, and expectation, the preprocessing stage
is recommended to reduce the amount of data. [32]. In the
field of the email class, this paper offers a new data prepa-
ration strategy for imbalanced data to evaluate the effects of
different preprocessing strategies on various ML classifiers.
According to the accuracy analysis, the proposed technique
is based on the precision of all the ML classifiers used in
this study. According to the system report of this study, the

proposed technique achieved 90.39 percent exactness in the
achievement rate of logistic regression.

In the COVID-19 pandemic situation, individuals are
implemented to take on the ’home’ strategy. These days,
the Internet has become a strong tool for establishing social
bonds. The increasing dependence of people groups on
advanced technology provides opportunities for fraud. Phish-
ing is a cybercrime that involves stealing clients’ credentials
from online platforms such as web-based banking, online
business, online homeroom, digitalized commercial centers,

Fig. 11 Classification report
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Fig. 13 Different algorithm
classification
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Fig. 14 Different algorithm classification result

etc. Phishers create fake pages that look almost exactly like
the original and send spam messages to attract clients. Once
an online customer views the fake pages, phishing keeps
records of their credentials. Researchers have offered effec-
tive tools like boycotts, whitelists, and antivirus software to
identify phishing pages.Attackers are always coming upwith
new ways to get past digital protections by exploiting human
and organizational flaws. This study uses a deep learning

approach to provide an information-driven system for detect-
ing phishing internet pages. Amulti-facet perceptron is used,
also known as a neural network (NN) [28].

Cybercriminals have used phishing emails to success-
fully attack several significant data systems in recent years,
resulting in huge damages. The detection of phish mail from
large amounts of data has been brought to the public’s atten-
tion. In this paper, phishing mail is becoming increasing
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Fig. 15 Different algorithm
comparison
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Table 5 Comparison of
precision, recall, F-measure Classifier Precision Recall F-measure

SVM 0.996 0.996 0.996

LSTM 0.980 0.980 0.980

Random forest 0.945 0945 0.945

Logistic regression 0.939 0939 0.939

Random forest 0.88 0.88 0.88

NN 0.95 0.95 0.95

LSTM 0.95 0.95 0.95

Naive Bayes 0.97 0.97 0.97

day-by-day, and the current identification techniques can’t
correctly check for phishing email attacks. This paper pro-
posed anLSTMbasedphishing recognition strategy formany
emails information. The new strategy incorporates twomajor
phases, the test extension stage, and the testing stage under
suitable examples. In the example extension phase, consoli-
date k-nearest neighbors (KNN) with K-Means to extend the
informational preparation, collection, allowing the size of
preparing tests to address top-to-bottom learning issues. In
the testing phase, first preprocess these examples, counting

generalization, word division, and word vector age. Then, at
that point, the preprocessed information is utilized to prepare
an LSTM model. After that, the preprocessed data is used to
build an LSTM model. Finally, organize the spam messages
using the prepared model. This paper investigates the perfor-
mance of the suggested approach and classification reports,
concluding that our phishing attack detection system may
achieve an accuracy of 95%.

Figure 15 shows all the Precision, Recall and F-measure
execution reports in this paper. To classify email phishing
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Fig. 16 Label dataset spam or not
spam
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attacks, this paper use machine learning, and deep learn-
ing algorithms. Two different approaches are utilized in
this research to detect the attack. SVM, NB, and LSTM
algorithms are used to detect email attacks and provide
classification reports with high results. Compare our exe-
cution results to those of other research to see how precise,
recall, and F-measure are. Our experimental report shows

better research in terms of accuracy and classification per-
formance. In this study, we apply our chosen algorithm to
resolve email phishing attacks efficiently (Table 5).

Proposed spam or not spam data evaluation

The extracted feature dataset is shown in this figure. The
diagram below shows how many email datasets are spam or
not. Figures 16 and 17 illustrate the accuracy of the email
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Fig. 18 Train model gain
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Fig. 19 Train model loss
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dataset. To begin, gather information from a different area.
Also, save spam and non-spam email datasets to a folder
when collected. Choose a variety of email features to include
in the code. After adding unique features to code, use the
extracted command to extract the selected features Sf and
store them in a CSV file. CSV may be easily executed and
saved in the destination folder if the source and destination
are appropriate. I utilized the train label TL file to identify
whether email data was spam or not. Once you’ve applied the
code and added the features you want, you’ll have to execute
it. After running the code, the output displays if the email
is spam or not. As an exhibition measurement, 69 percent of
the data in this dataset are not spamming, whereas 31 percent
are spam. The figure below shows the percentages of spam
and non-spam emails.

Evaluation of train model gain and loss

The train and test data (TD) are discussed in this figure. The
model’s gain and loss are shown in this graph. You should
choose phishing and non-phishing email datasets before eval-
uating them. After extracting the dataset Ed adds label data
file led in the code. To identify and assess the algorithm’s per-
formance P, this paper utilizes two different methods. This
paper does the classification using machine learning SVM,
NB, and deep learning LSTM algorithms. Train model TM

is utilized to assess the classification result given in these
figures. As a result, Figd. 18 and 19 show the train model
dataset does gain and loss classification generates the report.
The train model accuracy is 0.996, 0.97, and 0.98 percent,
respectively, while the trainmodel loss is 0.01, 0.03, and 0.02
percent. In this scenario, the model loss is when you classify
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the result using an algorithm some data don’t detect that’s
why the loss of some data.

Evaluation and performances

Figure 20 compares the accuracy of different algorithmswith
our algorithm result for a different year. This research uses
different year email data outcomes and compares them with
our execution result. Use different datasets and label data
file sizes to detect and evaluate the algorithm’s performance.
Depending on the size of the dataset, the accuracy of every
line in the diagram changes. According to this dataset ds,
this paper’s execution measurement and performance are
better thanother classification reports. These algorithms thor-
oughly examine the phishing email attack classification in
this paper to generate a more accurate classification report
and generate the result. The graph below shows that our
classification results and reports are stronger than those of

another algorithm after conducting experiments and compar-
ing our execution time result with other mentioned reports.
Figure 20 shows the comparative system report of our paper.

Conclusion and future work

This paper discusses a technique for classifying emails as
phish and not phish and email phishing attacks with the help
of machine and deep learning algorithms. The dataset was
preprocessed and converted to a suitable design that could
be used to create classifiers using features taken from the
dataset. The chosen features are retrieved using (RE) regular
expression andNLP language inPythonprogramming.These
are grouped in an appropriate organizer, divided into multi-
ple classifiers. The SL and DL algorithms were employed,
which require an arrangement set to sort the test set. To par-
tition the dataset and cross-endorsement plan has been used.
SVM,NB, and LSTMclassifiers are used to detect a phishing
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attack. The system reports were used to get the best execution
time results, with 0.996%. 0.97% and 98% accuracy rates.
The email phishing attacks are explained in this work. You
mayquickly check for phish or non-phish data using the spec-
ified feature. After dividing phish or non-phish data, use text
processing to eliminate the error. The phishing attack was
detected and removed using supervised learning SVM, NB,
and deep learning LSTM algorithms, with the greatest exe-
cution time and the classification report result. The suggested
structure can be improved in the future bymerging both phish
and ham to establish a new unique dataset. The approach
would be closer to the real-life scenario where fraudsters are
regularly improving their techniques by changing up email
formats, both phished and non-phished. We could pass on a
consistent framework that could be used across associations
and confidentially protect customers against phishing attacks
if we used models.
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