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#### Abstract

Group decision making (GDM) is a wisdom extracting process where a group of decision makers (DMs) could reach a consensus on the optimal solution to the choice problem with a finite set of alternatives. This paper reports a consensus model in GDM, where the opinions of experts are expressed as fuzzy preference relations (FPRs) without additively reciprocal property to cope with the existing uncertainty. The concept of non-reciprocal fuzzy preference relations (NrFPRs) is proposed to capture the considered situation. A novel additive consistency index is constructed to quantify the inconsistency degree of NrFPRs using the relationship of two column/row vectors. An optimization model is constructed, where a new fitness function is proposed by considering the consistency degrees of NrFPRs and the consensus level of a group of experts. A novel concept of acceptable consensus standard is proposed to characterize the acceptance of the consensus process. The particle swarm optimization (PSO) algorithm is utilized to solve the constructed optimization problem. As compared to the existing models, numerical results show that the proposed model can be used to effectively reach an optimal solution to a GDM problem with NrFPRs.
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## Introduction

For dealing with a complex decision-making problem, the single DM should have the ability to address the situation with multi-objectives, uncertainty, time dynamic and competitiveness. However, one has been far from meeting the requirements. So we need to extract the group wisdom from multiple people involved in the decision-making problem and integrate a set of different individual opinions into a collective preference relation [1-3]. The process of extracting wisdom from a group of DMs is called GDM and it is a key activity in companies and organizations. Moreover, in a social group, due to the differences in cultural values and the conflicts of personal interests, the members could inevitably possess different preferences for various things [4-7]. Then it is interesting to develop the models of GDM; and an extensive attention has been attracted by consider-

[^0]ing various decision-making environments [8-11]. For the preference information of DMs, multiplicative and additive pairwise comparison matrices are the two typical forms when the alternatives are compared in pairs [12-15]. It is worth noting that many consensus reaching models have been proposed in terms of FPRs [16-20]. However, the complexity of the actual decision-making problems, the limitations of DM's level and the subjectivity in making judgments all lead to the fact that it is difficult for DMs to give completely accurate and logical judgments. Therefore, it is interesting to use fuzzy numbers to express preference information of DMs, such as interval numbers, triangular fuzzy numbers and intuitionistic fuzzy numbers [21-25]. Here to cope with the uncertainty experienced by DMs, a generic case is considered where the decision information is expressed as FPRs without additively reciprocal property (NrFPRs).

In the process of reaching consensus in GDM, DMs could discuss and negotiate many times. In each round of discussions, DMs could accept the suggestions of the others and constantly modify the initial judgments; then a final decision could be accepted by each DM [26,27]. But the consensus reaching process does not mean the perfect consistency of
decision information and the full agreement among DMs [27]. Then the consistency level of individual preference relations and consensus measurement of the group play a key role. Consistency level ensures the quantification of the random and illogical behavior in DMs' pairwise comparisons of alternatives. Consensus measurement quantifies the degree of agreement among DMs [15]. For example, the deviation degree of inconsistent FPRs from consistent ones is always used to propose a consistency index [15,18,28-30]. For the consensus levels, the distances between individual preference values and the collective one are generally used [ $18,29,30]$. This study focuses on a novel approach to the consistency index of NrFPRs, where the relationships between two column/row vectors are considered. In addition, it is worth noting that there is not a feasible method to determine the threshold of the consensus level. Here we provide an acceptable consensus standard to obtain the collective matrix.

In GDM, a group of experts work together to pursue a common goal [31]. But the negotiation process of GDM is complex $[32,33]$, and FPRs with the entries of fixed numerical values can not perfectly reflect the complexity of a GDM process. In the process of negotiation, DMs need to make a certain compromise and modify their initial judgments, meaning that DMs should have a certain degree of flexibility to express their opinions. This flexibility determines that the entries in preference relations are not simple real numbers, but information granularity such as intervals, fuzzy sets, rough sets and others [34-37]. It is seen that the PSO algorithm has been used to deal with the GDM problems with an allocation of information granularity [19,38-42]. The PSO algorithm is a dynamic iterative process that initializes a group of random particles (random solutions) and finds the optimal solution through iteration [43,44]. In each iteration, particles update themselves by tracking two "extremes". One is the optimal solution found by the particle itself and the other is the optimal solution exhibited by the whole population. The PSO algorithm has the advantages of less control parameters, simple operation, fast convergence speed and optimizing multi-objective problems [45,46]. In this paper, the consensus reaching process in GDM is addressed by proposing a novel fitness function to construct an optimization problem, which is solved by the PSO algorithm.

As shown in the above analysis, the novelty and contribution of the present study are covered as follows:

- The uncertainty in decision information is characterized by proposing the concept of NrFPRs. It is found that interval FPRs can be decomposed into two NrFPRs.
- The consistency index of NrFPRs is proposed using the relations between two column/row vectors. The thresholds of the proposed consistency index are computed for NrFPRs with acceptable additive consistency.
- A consensus model in GDM is established where the PSO algorithm is adopted to simulate the process of discussing and learning from each other. An acceptable consensus standard is defined such that the threshold of consensus level can be captured.

For achieving the above observations, the rest of the paper is divided into four parts. In Sect. "Fuzzy preference relations and additive consistency indexes", the concept of NrFPRs is introduced and an additive consistency index is proposed. It is found that the relations between two columns/rows in NrFPRs can be naturally used to quantify the inconsistency degree. Section "A novel consensus model in group decision making" offers a novel consensus model for GDM with NrFPRs. The novelty comes with the introductions of the novel fitness function and the acceptable standard of consensus level. Moreover, a new algorithm for solving the consensus model in GDM with NrFPRs is elaborated on. In Sect. "Comparison and discussion", numerical computations are carried out to illustrate the proposed model and compare with the existing models. Finally, we give some conclusions and directions for the future study in Sect. "Conclusions and the future study".

## Fuzzy preference relations and additive consistency indexes

Let us consider a GDM problem to choose the best one from a set of alternatives $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}(n \geq 2)$. A group of DMs $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}(m \geq 2)$ are invited to provide judgments on $X$ through their knowledge, motivation, ideas, attitudes and others. After some discussion and comprehensive consideration of individual opinions, the ranking of alternatives is obtained $[1,47]$. To formalize the decisionmaking process, we need a tool to effectively capture the opinions of DMs. In the following, we introduce the concept of NrFPRs and propose a novel additive consistency index to quantify the inconsistency degree.

## Non-reciprocal fuzzy preference relations

Following the idea of fuzzy set theory [48], the definition of fuzzy binary relations is given as follows:

Definition 1 [13] A fuzzy binary relation $B$ on a set of alternatives $X$ is a fuzzy set on the Cartesian product $X \times X$ characterized by a membership function $\mu_{B}: X \times X \mapsto$ $[0,1]$.

A fuzzy binary relation $B$ is expressed by the $n \times n$ matrix $B=\left(b_{i j}\right)_{n \times n}$, where $b_{i j}=\mu_{B}\left(x_{i}, x_{j}\right)(\forall i, j \in$ $\{1,2, \ldots, n\})$ is interpreted as the preference degree or the
preference intensity of the alternative $x_{i}$ over the alternative $x_{j} . b_{i j}=0.5$ means the indifference between $x_{i}$ and $x_{j}$ expressed as $x_{i} \sim x_{j} . b_{i j}=1$ indicates that $x_{i}$ is absolutely preferred to $x_{j} . b_{i j}>0.5$ implies that $x_{i}$ is preferred to $x_{j}\left(x_{i} \succ x_{j}\right)$. In particular, we have $b_{i i}=0.5$ for $\forall i \in\{1, \ldots, n\}$ since $x_{i} \sim x_{i}$. Moreover, it is usually to assume that FPRs have the following additively reciprocal property:

Definition 2 [13] If a FPR $B$ satisfies $b_{i j}+b_{j i}=1(\forall i, j \in$ $\{1,2, \ldots, n\}$ ), we call it having the additively reciprocal property.

It is seen that the assumption of additively reciprocal property in Definition 2 can decrease the workload of DMs in comparing alternatives. That is, one just compares the $n$ alternatives $n(n-1) / 2$ times to produce the matrix $B$. However, for a practical decision-making problem, the complexity could yield the uncertainty of the DMs' opinions. For example, interval-valued comparison matrices have been proposed to capture the uncertainty experienced by DMs [21,22]. Here it is found that the uncertainty can be characterized by relaxing the additively reciprocal property. For instance, if the DM gives $b_{i j}=0.3$ and $b_{j i}=0.6$ when separately offering the preference strength between the alternatives $x_{i}$ and $x_{j}$, it means that the interval-valued preference values $\bar{b}_{i j}=[0.3,0.4]$ and $\bar{b}_{j i}=[0.6,0.7]$ are determined. Moreover, it has been pointed out that FPRs may not always satisfy additively reciprocal property [12,19,49]. But to our best knowledge, the theory and methods related to NrFPRs are not studied systemically. Therefore, the definition of NrFPRs is given as follows:

Definition 3 If a FPR $B$ does not satisfy $b_{i j}+b_{j i}=1$ for at least a pair of $i, j \in\{1, \ldots, n\}$, which makes $0 \leq b_{i j}+b_{j i}<$ 1 or $1<b_{i j}+b_{j i} \leq 2$ hold, we call it a NrFPR.

For the alternatives $x_{i}$ and $x_{j}$, when $0 \leq b_{i j}+b_{j i}<1$, we say that the hesitancy of DMs is regarded as $1-\left(b_{i j}+\right.$ $b_{j i}$ ), and when $1<b_{i j}+b_{j i} \leq 2$, the hesitancy of DMs is computed as $\left(b_{i j}+b_{j i}\right)-1$. It is found that the difference between the above two situations is only one negative sign. In general, we can define the hesitancy of DMs to give additively reciprocal comparisons as
$h_{i j}=\left|1-\left(b_{i j}+b_{j i}\right)\right|$.
Moreover, we define the hesitancy degree as
$h=\sum_{i<j} h_{i j}$.
When $h=0$, NrFPRs degenerate to FPRs with additively reciprocal property. When $h \neq 0$, this means a NrFPR has
been given. In particular, an interval FPR $\bar{B}=\left(\left[b_{i j}^{-}, b_{i j}^{+}\right]\right)_{n \times n}$ can be decomposed into the two NrFPRs $B^{l}=\left(b_{i j}^{-}\right)_{n \times n}$ and $B^{r}=\left(b_{i j}^{+}\right)_{n \times n}$. This means that the decision making models with interval FPRs can be restudied according to the two derived NrFPRs.

## A novel additive consistency index

When investigating the decision information provided by individuals, we need to pay special attention to the consistency degree. For instance, one has the additive consistency definition of FPRs as follows:

Definition 4 [13] A FPR $B=\left(b_{i j}\right)_{n \times n}$ is additively consistent if
$b_{i j}=b_{i k}+b_{k j}-0.5, \quad \forall i, j, k \in\{1,2, \ldots, n\}$.

It is easy to compute that the additive consistency means additively reciprocal property, since we have $b_{i j}+b_{j i}=1$ ( $\forall i, j \in\{1, \ldots, n\}$ ) by applying (2). In other words, the additively reciprocal property is a necessary condition of consistent FPRs. Hence, a NrFPR must be inconsistent due to the existence of $0 \leq b_{i j}+b_{j i}<1$ or $1<b_{i j}+b_{j i} \leq 2$. It is of much importance to introduce a consistency index to quantify the inconsistency degree of NrFPRs. One can find that the existing consistency indexes of inconsistent FPRs are always based on the deviation degree from a consistent one [18,29,30]. Here we introduce a novel viewpoint to capture the consistency degree of FPRs.

First, let us report an equivalent finding of FPRs with additive consistency.

Theorem 1 Fora FPR $B=\left(b_{i j}\right)_{n \times n}$ and $\forall i, j \in\{1,2, \cdots, n\}$, the row and column vectors of $B$ are expressed as $\mathbf{b}_{i} .=$ $\left(b_{i 1}, b_{i 2}, \cdots, b_{i n}\right)$ and $\mathbf{b}_{\cdot j}=\left(b_{1 j}, b_{2 j}, \cdots, b_{n j}\right)^{T}$, respectively. If and only if $B=\left(b_{i j}\right)_{n \times n}$ is additively consistent, then we have $\mathbf{b}_{i \cdot}-\mathbf{b}_{k}=r_{i k} \cdot(1,1, \cdots, 1)$ and $\mathbf{b}_{\cdot i}-\mathbf{b}_{\cdot k}=$ $c_{i k} \cdot(1,1, \cdots, 1)^{T}$, where $r_{i k}$ and $c_{i k}$ are constants for $\forall i, k \in\{1,2, \cdots, n\}$.

Proof It is calculated that
$\mathbf{b}_{i .}-\mathbf{b}_{k}=\left(b_{i 1}-b_{k 1}, b_{i 2}-b_{k 2}, \cdots, b_{i n}-b_{k n}\right)$,
$\mathbf{b}_{\cdot i}-\mathbf{b}_{\cdot k}=\left(b_{1 i}-b_{1 k}, b_{2 i}-b_{2 k}, \cdots, b_{n i}-b_{n k}\right)^{T}$.

When $B=\left(b_{i j}\right)_{n \times n}$ is additively consistent according to Definition 4, the application of (2) leads to the following results:

$$
\begin{align*}
b_{i j} & =b_{i l}+b_{l j}-0.5, \\
b_{k j} & =b_{k l}+b_{l j}-0.5, \quad \forall i, j, k, l \in\{1,2, \ldots, n\} . \tag{5}
\end{align*}
$$

Then we have
$b_{i j}-b_{k j}=b_{i l}-b_{k l}, \quad \forall i, j, k, l \in\{1,2, \cdots, n\}$.
Letting $b_{i j}-b_{k j}=r_{i k}$ (constant), this results $\mathbf{b}_{i .}-\mathbf{b}_{k}$. $=$ $r_{i k} \cdot(1,1, \cdots, 1)$ by virtue of (3). Similarly, one can obtain the result of $\mathbf{b}_{\cdot i}-\mathbf{b}_{\cdot k}=c_{i k} \cdot(1,1, \cdots, 1)^{T}$ with a constant coefficient $c_{i k}$.

On the contrary, when we have $\mathbf{b}_{i} .-\mathbf{b}_{k}=r_{i k}$. $(1,1, \cdots, 1)$ and $\mathbf{b}_{\cdot i}-\mathbf{b}_{\cdot k}=c_{i k} \cdot(1,1, \cdots, 1)^{T}$ for $\forall i, k \in$ $\{1,2, \cdots, n\}$. Then in terms of (3) and (4), it follows:

$$
\begin{align*}
b_{i i}-b_{k i} & =b_{i j}-b_{k j}, \\
b_{i i}-b_{i k} & =b_{j i}-b_{j k}, \quad \forall i, j, k \in\{1,2, \cdots, n\} . \tag{7}
\end{align*}
$$

This means

$$
\begin{align*}
& b_{i j}+b_{j k}+b_{k i}=b_{i k}+b_{k j}+b_{j i} \\
& \quad \forall i, j, k \in\{1,2, \cdots, n\} . \tag{8}
\end{align*}
$$

Following the observation in [50], the matrix $B=\left(b_{i j}\right)_{n \times n}$ is additively consistent and the proof is completed.

It is seen from Theorem 1 that the additive consistency of FPRs can be captured using the special relationship of row and column vectors. This urges us to construct a novel additive consistency index of FPRs. The mean values of the elements in $\mathbf{b}_{i .}-\mathbf{b}_{k}$. and $\mathbf{b}_{. i}-\mathbf{b}_{\cdot k}$ are given as follows:
$\bar{r}_{i k}=\frac{1}{n} \sum_{l=1}^{n}\left(b_{i l}-b_{k l}\right)$,
$\bar{c}_{i k}=\frac{1}{n} \sum_{l=1}^{n}\left(b_{l i}-b_{l k}\right), \quad \forall i, k \in\{1,2, \cdots, n\}$.
Furthermore, the corresponding variances are computed as the following forms:
$v_{i k}^{r}=\sum_{l=1}^{n}\left(b_{i l}-b_{k l}-\bar{r}_{i k}\right)^{2}$,
$v_{i k}^{c}=\sum_{l=1}^{n}\left(b_{l i}-b_{l k}-\bar{c}_{i k}\right)^{2}$.
For convenience, the values in (9)-(11) are used to construct four matrices as:

$$
\begin{align*}
\bar{R} & =\left(\bar{r}_{i k}\right)_{n \times n}, \quad \bar{C}=\left(\bar{c}_{i k}\right)_{n \times n}, \quad V^{r}=\left(v_{i k}^{r}\right)_{n \times n}, \\
V^{c} & =\left(v_{i k}^{c}\right)_{n \times n} . \tag{12}
\end{align*}
$$

According to Theorem 1, we obtain the following corollary:

Corollary 1 If and only if a FPR $B=\left(b_{i j}\right)_{n \times n}$ is additively consistent, then the defined variances in (10) and (11) satisfy $V^{r}=V^{c}=0$.

Proof As shown in Theorem 1, the additive consistency of $B=\left(b_{i j}\right)_{n \times n}$ implies $\mathbf{b}_{i} .-\mathbf{b}_{k}$. $=r_{i k} \cdot(1,1, \cdots, 1)$ and $\mathbf{b}_{\cdot i}-\mathbf{b}_{\cdot k}=c_{i k} \cdot(1,1, \cdots, 1)^{T}$. That is, we have $\bar{r}_{i k}=r_{i k}$ and $\bar{c}_{i k}=c_{i k}$ for $\forall i, k \in\{1,2, \cdots, n\}$, meaning that $V^{r}=$ $V^{c}=0$.

On the other hand, when $V^{r}=V^{c}=0$, it follows $b_{i l}-$ $b_{k l}=\bar{r}_{i k}$ and $b_{l i}-b_{l k}=\bar{c}_{i k}$ for $\forall i, k, l \in\{1,2, \cdots, n\}$. Using Theorem 1, the matrix $B=\left(b_{i j}\right)_{n \times n}$ is additively consistent.

In addition, based on the construction of the four matrices in (12), an interesting result is determined as follows:

Theorem 2 For a NrFPR B, the constructed matrices $\bar{R}$ and $\bar{C}$ are antisymmetric. The two matrices $V^{r}$ and $V^{c}$ are symmetric.

Proof For $\forall i, j, k \in\{1,2, \cdots, n\}$, we can get:
$\bar{r}_{i k}=\frac{1}{n} \sum_{l=1}^{n}\left(b_{i l}-b_{k l}\right)=-\frac{1}{n} \sum_{l=1}^{n}\left(b_{k l}-b_{i l}\right)=-\bar{r}_{k i}$,
and
$\bar{c}_{i k}=\frac{1}{n} \sum_{l=1}^{n}\left(b_{l i}-b_{l k}\right)=-\frac{1}{n} \sum_{l=1}^{n}\left(b_{l k}-b_{l i}\right)=-\bar{c}_{k i}$.
So the matrices $\bar{R}$ and $\bar{C}$ are antisymmetric. Moreover, it follows

$$
\begin{align*}
v_{i k}^{r} & =\sum_{l=1}^{n}\left(b_{i l}-b_{k l}-\bar{r}_{i k}\right)^{2}=\sum_{l=1}^{n}\left(b_{i l}-b_{k l}+\bar{r}_{k i}\right)^{2} \\
& =\sum_{l=1}^{n}\left(b_{k l}-b_{i l}-\bar{r}_{k i}\right)^{2}=v_{k i}^{r} \tag{15}
\end{align*}
$$

and

$$
\begin{align*}
v_{i k}^{c} & =\sum_{l=1}^{n}\left(b_{l i}-b_{l k}-\bar{c}_{i k}\right)^{2}=\sum_{l=1}^{n}\left(b_{l i}-b_{l k}+\bar{c}_{k i}\right)^{2} \\
& =\sum_{l=1}^{n}\left(b_{l k}-b_{l i}-\bar{c}_{k i}\right)^{2}=v_{k i}^{c} \tag{16}
\end{align*}
$$

This implies that the matrices $V^{r}$ and $V^{c}$ are symmetric.
In what follows, the novel additive consistency index of FPRs is defined using the variances in (10) and (11).

Definition 5 For a FPR $B$, its additive consistency index $A C I_{V}$ is defined as follows:
$A C I_{V}(B)=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{k=1}^{n}\left(v_{i k}^{r}+v_{i k}^{c}\right)$.

According to Corollary 1, it is found that if and only if $A C I_{V}(B)=0$, the matrix $B$ is additively consistent. The larger the values of $A C I_{V}(B)$, the more inconsistent degree the matrix $B$ has. In particular, one can see that the additively reciprocal property is not assumed in Theorem 1. This means that the proposed additive consistency index is suitable for quantifying the inconsistency degree of NrFPRs. This observation is similar to the consistency measure of FPRs proposed in [18]. As compared to the additively consistency indexes in $[18,30]$, the basic ideas are different. In [18], the consistency level of $B$ is measured using the derivation degree of each entry from a consistent relationship. In [30], the additive consistency index is defined using the distance from a constructed consistent matrix. Here the additive consistency index is based on the relationships between two column/row vectors of $B$. The derived variances are used to quantify the inconsistency degree of a FPR. Furthermore, it is interesting to investigate the threshold of a NrFPR with acceptable additive consistency. The concept of acceptable consistency was proposed by Saaty for a multiplicative pairwise comparison matrix [14]. Recently, the idea in [14] was developed by considering the percentage of the values of the consistency index in [51]. The percentage $22.086 \%$ corresponds to the threshold 0.1 of the consistency ratio in [14]. Hence, we choose the percentage $22.086 \%$ to determine the threshold of $A C I_{V}(B)$. By randomly generating $100,000 \mathrm{NrFPRs}$, the thresholds of $A C I_{V}$ are obtained for different orders of NrFPRs and given in Table 1.

Example 1 For illustrating the above consistency index, we compute the additive consistency index of the NrFPR $B_{1}$ where
$B_{1}=\left(\begin{array}{ccccc}0.5 & 0.2 & 0.5 & 0.6 & 0.4 \\ 0.8 & 0.5 & 0.7 & 0.3 & 0.6 \\ 0.3 & 0.2 & 0.5 & 0.8 & 0.2 \\ 0.3 & 0.5 & 0.2 & 0.5 & 0.3 \\ 0.5 & 0.4 & 0.6 & 0.6 & 0.5\end{array}\right)$.

According to (9), we can get

$$
\bar{R}_{1}=\left(\begin{array}{ccccc}
0.00 & -0.14 & 0.04 & 0.08 & -0.08 \\
0.14 & 0.00 & 0.18 & 0.22 & 0.06 \\
-0.04 & -0.18 & 0.00 & 0.04 & -0.12 \\
-0.08 & -0.22 & -0.04 & 0.00 & -0.16 \\
0.08 & -0.06 & 0.12 & 0.16 & 0.00
\end{array}\right)
$$

$\bar{C}_{1}=\left(\begin{array}{ccccc}0.00 & 0.12 & -0.02 & -0.08 & 0.08 \\ -0.12 & 0.00 & -0.14 & -0.20 & -0.04 \\ 0.02 & 0.14 & 0.00 & 0.06 & 0.10 \\ 0.08 & 0.20 & -0.06 & 0.00 & 0.16 \\ -0.08 & 0.04 & -0.10 & -0.16 & 0.00\end{array}\right)$.

Then, using (10) and (11), we have
$V_{1}^{r}=\left(\begin{array}{lllll}0.0000 & 0.2520 & 0.1120 & 0.2080 & 0.0280 \\ 0.2520 & 0.0000 & 0.6280 & 0.3880 & 0.1920 \\ 0.1120 & 0.6280 & 0.0000 & 0.2720 & 0.1480 \\ 0.2080 & 0.3880 & 0.2720 & 0.0000 & 0.1320 \\ 0.0280 & 0.1920 & 0.1480 & 0.1320 & 0.0000\end{array}\right)$,
$V_{1}^{c}=\left(\begin{array}{lllll}0.0000 & 0.1680 & 0.0680 & 0.5280 & 0.0280 \\ 0.1680 & 0.0000 & 0.2520 & 0.4000 & 0.0920 \\ 0.0680 & 0.2520 & 0.0000 & 0.3320 & 0.0800 \\ 0.5280 & 0.4000 & 0.3320 & 0.0000 & 0.4120 \\ 0.0280 & 0.0920 & 0.0800 & 0.4120 & 0.0000\end{array}\right)$.

As shown in Theorem 2, it is seen that the matrices $\bar{R}_{1}$ and $\bar{C}_{1}$ are antisymmetric, and $V_{1}^{r}$ and $V_{1}^{c}$ are symmetric. In terms of (17), we can obtain $A C I_{V}\left(B_{1}\right)=0.3776$. As shown in Table 1, the threshold of acceptable additive consistency is $A C I_{V}=0.1278<0.3776$ for a NrFPR with $n=5$. This means that the matrix $B_{1}$ is not acceptable and it should be modified by proposing a method for obtaining a convincing priority vector $[14,30]$. In the following consensus model, the proposed additive consistency index is applied to measure inconsistency degrees of matrices. An optimization model is constructed such that the collective matrix can be adjusted to be with acceptable additive consistency.

## A novel consensus model in group decision making

In GDM, the group of DMs usually need to negotiate before reaching the optimal solution. In this negotiation process, each DM could make a certain compromise to get a result accepted by all members of the group and reach a high consensus. Obviously, if DMs' preference relations over alternatives are very close to each other, there could exist a high degree of consensus among DMs. Therefore, the distance between individual preference relations and the collective one is always used to measure the consensus level of DMs [18,26,38,39]. However, the objective of GDM is to give the optimal solution to a complex decision making problem. The existing consensus process has no direct dependence with respect to the ranking of alternatives provided by individuals. In this study, we propose a novel consensus reaching process in GDM where the optimal solutions provided by more than half of DMs are controlled to be identical.

Table 1 The thresholds of $A C I_{V}$ for a NrFPR with acceptable additive consistency under $22.086 \%$

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A C I_{V}$ | 0.0498 | 0.0958 | 0.1278 | 0.1599 | 0.1815 | 0.1976 | 0.2107 |

## Acceptable consensus level under the control of optimal solution

It is assumed that a group of experts $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ $(m \geq 2)$ evaluate their opinions on $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}(n \geq$ 2) as NrFPRs $B^{k}=\left(b_{i j}^{k}\right)_{n \times n}$ for $k=1,2, \cdots, m$. Applying an aggregation method, the collective matrix is written as $B^{c}=\left(b_{i j}^{c}\right)_{n \times n}$. To evaluate the degree of consensus reached by DMs, we focus on the distance between individual and collective matrices. As shown in the existing works [ $15,18,26,38,39$ ], the method of computing the distancebased consensus level is widely used. For the two NrFPRs $B^{k}$ and $B^{c}$, a similarity matrix $S M^{k c}=\left(s m_{i j}^{k c}\right)_{n \times n}$ is defined where
$s m_{i j}^{k c}=\left|b_{i j}^{k}-b_{i j}^{c}\right|$.
Then the consensus degree of $B^{k}$ and $B^{c}$ is computed as
$c l_{k}=\frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} s m_{i j}^{k c}$,
where the value of $s m_{i i}^{k c}=0$ for $i \in\{1,2, \cdots, n\}$ has been considered. When the consensus level of all DMs is quantified, we give the following equality:
$c l=\sum_{k=1}^{m} \lambda_{k} c l_{k}$.
Hereafter, we always assume that $\lambda_{k} \in[0,1]$ and $\sum_{k=1}^{m} \lambda_{k}=$ 1. One can see from (20) that the closer the value of $c l$ is to 0 , the greater the agreement among all DMs' opinions.

In the consensus reaching process, one of the important issues is that it is unnecessary to require the complete consensus of all opinions. Hence there is an important problem of how to give a threshold of the consensus level cl . In the existing works, the threshold of $c l$ is usually given in advance or not defined $[15,18,26,38,39]$. In what follows, we focus on the important problem and propose a method under the control of the optimal solutions of individuals. The following acceptable consensus standard is defined:

Definition 6 If the optimal solutions to a decision making problem determined by more than half of DMs are identical, the corresponding consensus level is called to be acceptable.

Definition 6 shows that under the acceptable consensus level, the group of DMs have an acceptable consensus on the opti-
mal solution. Now let us formulate the above consideration. By considering an individual matrix $B^{k}=\left(b_{i j}^{k}\right)_{n \times n}$, the priorities of alternatives should be derived using a method such as [52]:
$\omega_{i}^{k}=\frac{2}{n} \sum_{j=1}^{n} b_{i j}^{k}$,
where $\omega_{i}^{k}$ stands for the weight of $x_{i}$ elicited from $B^{k}$. It is supposed that the maximum of $\omega_{i}^{k}$ for $\forall i \in\{1,2, \cdots, n\}$ corresponds to the alternative $x_{s}^{k}$. When the opinions of more than half of DMs can be adjusted such that the optimal solutions are identical, the consensus level $c l$ is acceptable. Moreover, it should be pointed out that the simple prioritization method (21) is based on the consideration of summing the preference intensities of an alternative over the others. It is effective according to the discussion and comparison analysis with the existing methods [52]. When the other prioritization methods are applied to NrFPRs, some different rankings of alternatives may be obtained due to the inconsistency of NrFPRs. However, when NrFPRs are with acceptable additive consistency, the rankings of alternatives based on most prioritization methods could be identical. For the sake of simplicity, the formula in (21) is only adopted to derive the priority vector from a NrFPR with acceptable additive consistency. In the future, some novel prioritization methods will be developed to elicit priorities from NrFPRs.

## A novel optimization problem

To reach the consensus of GDM, it is requisite to offer each DM a flexibility degree [26,38,39]. Following the idea in [38], the granularity level of the expert $e_{k}$ is given as $\alpha_{k}$. Then the preference intensity of $e_{k}$ can be changed under the following constraint conditions [20]:

Case I: $\bar{b}_{i j}^{k} \in\left[\max \left(0.5, b_{i j}^{k}-\frac{\alpha_{k}}{2}\right), \min \left(1, b_{i j}^{k}+\frac{\alpha_{k}}{2}\right)\right]$,
for $0.5<b_{i j}^{k} \leq 1$, and
Case II: $\bar{b}_{i j}^{k} \in\left[\max \left(0, b_{i j}^{k}-\frac{\alpha_{k}}{2}\right), \min \left(0.5, b_{i j}^{k}+\frac{\alpha_{k}}{2}\right)\right]$,
for $0 \leq b_{i j}^{k}<0.5$. When $b_{i j}^{k}=0.5$, the preference intensity always remains unchanged in the optimization process. The
above considerations are attributed to the idea that the decision maker has the ability to give the transitivity relation of two alternatives. For convenience, the set of all the matrices whose entries satisfy (22) or (23) is written as $P\left(B^{k}\right)$.

Moreover, we construct an optimization model to optimize the individual NrFPRs. Two objectives are always considered [20,26,38,39]: (1) the consistency degree of preference relations, (2) the consensus level of a group of experts. For the first consideration, according to the novel consistency index of FPRs (17), the function is given as:
$Q_{1}=\sum_{k=1}^{m} \lambda_{k} A C I_{V}\left(B^{k}\right)$.
For the second objective, using (20), one has:
$Q_{2}=c l$.
It is seen that the smaller the values of $Q_{1}\left(Q_{2}\right)$, the more consistency (consensus) the individual NrFPRs (the group of experts). Therefore, the optimization problem is established as follows:
$\min \left(Q_{1}, Q_{2}\right)$.
This is a multi-objective optimization problem and the simplest solving method is to rewrite (26) as a linear case [20,26,38,39]:
$\min Q=p Q_{1}+q Q_{2}$,
where $p$ and $q$ are non-negative real numbers.
In addition, the decision variables and constraint conditions of the optimization problem (27) should be determined. Based on the above discussions, the individual matrices $B^{k}$ should be adjusted under the flexibility degree $\alpha_{k}(k=$ $1,2, \cdots, m)$. The collective matrix $B^{c}$ is determined using $B^{k}$ through an aggregation operator. For the sake of simplicity, the weighted averaging operator is used such that
$B^{c}=\sum_{k=1}^{m} \lambda_{k} B^{k}$.
Hence the entries in individual matrices $B^{k}$ are the decision variables except for those on the diagonal lines. This means that the dimension of the optimization problem is $m n(n-1)$. Furthermore, the entries in $B^{k}$ should be subject to some constraint conditions. Here we consider the case with the conditions (22), (23), the consistency index ACI threshold and the acceptable consensus level in Definition 6.

As compared to the existing fitness functions $[20,26,38$, 39], the novelty comes with the novel consistency index and the standard of the acceptable consensus level.

## Solution process based on particle swarm optimization

One can see that the constructed optimization problem (27) subject to the constraint conditions is nonlinear and complex. It is difficult to obtain the optimal solution in the closed form due to the nonlinearity and high dimension. For example, if there are 3 experts and 4 alternatives, the dimension of the optimization problem (27) is 36 , where the preference intensities $b_{i i}^{k}(i=1,2,3,4 ; k=1,2,3)$ are always chosen as 0.5 . The PSO algorithm is a population-based stochastic optimization technique proposed by Kennedy and Eberhart [43,44]. It is inspired by the social behavior of bird flocking and fish schooling. Particle swarm are a group of particles, which are the possible solutions of optimization problems in multi-dimensional search space $[43,53,54]$. The PSO algorithm has been successfully used to simulate the consensus reaching process in GDM [20,26,38-40]. Here the modified PSO algorithm is used to solve the constructed optimization problem.

The initial positions of DMs are the proposed NrFPRs $B^{k}$ $(k=1,2, \cdots, m)$. When the flexibility degree $\alpha_{k}$ is offered, the entries in $B^{k}$ are changed within the ranges shown in (22) and (23). For a randomly generated particle $x \in[0,1]$, the linear transformation $z=a+(b-a) x$ is used [38], where $z \in[a, b]$. For example, let us consider that $b_{i j}^{k}$ is equal to 0.6 and the admissible level of granularity $\alpha_{k}=0.1$. Applying (22), it follows $[a, b]=[0.55,0.65]$. If $x=0.4$, we have $z=0.59$, meaning that the initial position with $b_{i j}^{k}=0.6$ is changed to a new one with the value of 0.59 . When all the entries $b_{i j}^{k}$ for $i, j \in\{1,2, \cdots, n\}$ with $i \neq j$ and $k \in\{1,2, \cdots, m\}$ should be optimized, the particle in the PSO algorithm is generally expressed as the following vector:
$\mathbf{z}=\left(b_{12}^{1}, b_{13}^{1}, \cdots, b_{n(n-1)}^{1}, b_{12}^{2}, \cdots, b_{n(n-1)}^{m}\right)$.

It is seen that the dimension of the particle is $m n(n-1)$, which is based on the non-reciprocal property of preference relations. When the additively reciprocal property is considered, the dimension of the particle should be $m n(n-1) / 2$ [20,38,39]. Each particle is updated using the following guidelines [54]:

- The particle velocity is computed as

$$
\begin{align*}
\mathbf{v}(t+1)= & w \cdot \mathbf{v}(t)+\mathbf{u}\left(0, \phi_{1}\right) \cdot\left(\mathbf{z}_{p}-\mathbf{z}(t)\right)+\mathbf{u}\left(0, \phi_{2}\right) \\
& \cdot\left(\mathbf{z}_{g}-\mathbf{z}(t)\right), \tag{30}
\end{align*}
$$

where $t$ is the index of iteration. $\mathbf{z}_{p}$ represents the individual best position and $\mathbf{z}_{g}$ is the global best position developed in the whole population so far. The inertia
weight $w$ emphasizes the effect of opposing the current speed change. $\mathbf{u}\left(0, \phi_{i}\right)(i=1,2)$ stand for the vectors of randomly generated numbers uniformly distributed in $\left[0, \phi_{i}\right]$.

- The next position of the particle is calculated directly as follows:

$$
\begin{equation*}
\mathbf{z}(t+1)=\mathbf{z}(t)+\mathbf{v}(t+1) . \tag{31}
\end{equation*}
$$

Moreover, it is noted that the values of the parameters $w, \phi_{1}$ and $\phi_{2}$ are important and they have been discussed widely $[54,55]$. When the inertia weight $w$ is relatively large, the PSO has better global searching capability and less local searching capability. When the inertia weight $w$ is relatively small, the PSO has less global searching capability and better local searching capability. Here the weight $w$ is linearly changed from 0.9 to 0.4 with respect to the iteration times by following the observations in [55]. Then the global and local searching capability can be controlled when the PSO algorithm is performed. The learning factors $\phi_{1}$ and $\phi_{2}$ determine the effects of the particle's original optimal experience and group optimal experience on the particle's trajectory. It is considered that too large or too small values of $\phi_{1}$ and $\phi_{2}$ are not good for searching the optimal solution. The finding in [56] shows that the values of $\phi_{1}$ and $\phi_{2}$ are suitable to choose between 1 and 2.5. Here we choose the standard value of $\phi_{1}=\phi_{2}=2$ in the formula (30), which is the best learning factor verified by many experimental observations [54]. When the optimal solution is determined, the individual matrices can be reconstructed. The collective matrix is determined using (28) and the ranking of alternatives is given.

## A new algorithm

It is convenient to provide the algorithm to solve the GDM problem with NrFPRs by controlling the optimal solutions of DMs. The resolution process of a GDM with NrFPRs is shown in Fig. 1 and elaborated on as follows:

Step 1: In a GDM problem, a group of experts $E=$ $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ are invited to evaluate the preference intensities of alternatives in $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$.
Step 2: The $\operatorname{NrFPR} B^{k}$ is determined to represent the initial position of the expert $e_{k}$ with the flexibility degree $\alpha_{k}$ for $k=1,2, \cdots, m$.
Step 3: The fitness function $Q$ is constructed and the constraint conditions with (22) and (23) are considered.
Step 4: The PSO algorithm is used to solve the optimization problem (27). The matrices $B^{k}(k=1,2, \cdots, m)$ are optimized and written as $\bar{B}^{k}(k=1, \ldots, m)$.
Step 5: The acceptable consensus standard in Definition 6 and the consistency index value are checked. When it is not satisfied, one returns to Step 2 and the val-


Fig. 1 Resolution process of a GDM problem with NrFPRs
ues of $\alpha_{k}(k=1,2, \cdots, m)$ are adjusted. When it is satisfied, one proceeds to the next step.
Step 6: Using the optimized matrices $\bar{B}^{k}(k=1,2, \cdots, m)$, the collective one $B^{c}$ is obtained using (28).
Step 7: According to $B^{c}=\left(b_{i j}^{c}\right)_{n \times n}$, the priorities of alternatives are computed by (21) and the final solution is reached.

It should be noted that the computational complexity of the entire solution process is worth investigating [57]. One can see that the consensus model in GDM is proposed for $m$ DMs and $n$ alternatives. The constructed optimization model (27) is nonlinear according to the functions $Q_{1}$ and $Q_{2}$. When the numbers of DMs and alternatives are increasing, the computational complexity increases rapidly. By considering the dimension of particles $m n(n-1)$ in the PSO, at least the entire algorithmic complexity is $O(m n(n-1))$.

On the other hand, it is interesting to investigate the convergence of the GDM algorithm. First, it is convincing to consider that the PSO algorithm is convergent to reach the optimal solution to the optimization problem. The above result is based on lots of numerical experiments and applications of the PSO algorithm [54-56]. Second, we can arrive at the threshold of additive consistency index for the collective matrix. The underlying reason is attributed to the objective function $Q_{1}$, which is tending to the minimum value in the optimization process of individual matrices. With the increasing of the flexibility degrees, the minimum value of $A C I_{V}\left(B^{k}\right)$ is tending to zero. Third, the consensus standard in Definition 6 can be reached due to the objective function $Q_{2}$. When minimizing the objective function $Q$, the distances between individual matrices and the collective one are tending to minimum values. This implies that individual and collective matrices are tending to an identical matrix. Then the rankings of alternatives could be identical when using individual matrices. The above analysis shows that the
convergence of the proposed GDM algorithm is independent on the sizes of decision problems. When a sufficiently large iteration number of the PSO algorithm is used under a sufficiently large flexibility degree, the threshold of the proposed consistency index and the consensus standard can be simultaneously achieved. The observation will be verified by carrying out numerical examples in the following section.

## Comparison and discussion

In what follows, we report numerical examples to illustrate the proposed concepts and the effects of the parameters $\alpha$, $p$ and $q$ according to the algorithm. Then some comparisons with the existing models are offered to show the novelty of the proposed model.

## The effects of the parameters

It is interesting to investigate the effects of the parameters $\alpha$, $p$ and $q$ on the optimal values of $Q, Q_{1}$ and $Q_{2}$, respectively.

Example 2 Suppose that the four $\operatorname{NrFPRs}\left\{B^{1}, B^{2}, B^{3}, B^{4}\right\}$ are provided by the four DMs $E=\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ according to pairwise comparisons over the four alternatives $X=$ $\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$. The initial positions of DMs are expressed as follows:
$B^{1}=\left(\begin{array}{cccc}0.5 & 0.1 & 0.6 & 0.4 \\ 0.8 & 0.5 & 0.8 & 0.7 \\ 0.4 & 0.1 & 0.5 & 0.2 \\ 0.6 & 0.3 & 0.7 & 0.5\end{array}\right)$,
$B^{2}=\left(\begin{array}{cccc}0.5 & 0.2 & 0.7 & 0.6 \\ 0.6 & 0.5 & 0.8 & 0.3 \\ 0.3 & 0.2 & 0.5 & 0.5 \\ 0.1 & 0.7 & 0.5 & 0.5\end{array}\right)$,
$B^{3}=\left(\begin{array}{llll}0.5 & 0.7 & 0.5 & 0.3 \\ 0.3 & 0.5 & 0.6 & 0.8 \\ 0.5 & 0.4 & 0.5 & 0.8 \\ 0.6 & 0.1 & 0.2 & 0.5\end{array}\right)$,
$B^{4}=\left(\begin{array}{cccc}0.5 & 0.7 & 0.8 & 0.6 \\ 0.3 & 0.5 & 0.6 & 0.2 \\ 0.2 & 0.4 & 0.5 & 0.5 \\ 0.4 & 0.8 & 0.5 & 0.5\end{array}\right)$.
In the following, for the sake of simplicity, we choose $\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda_{4}=0.25$ and $\alpha=\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}$ for numerically computations. When running the PSO algorithm, the dimension of the particle is 48 , the swarm size and the maximum number of generations are all selected as 100 . Figure 2 is drawn to show the variations of the fitness function $Q$ versus the generation number with $(p, q)=(0.25,0.75)$ for $\alpha=0.3$ and $\alpha=0.4$, respectively. It is seen from Fig. 2


Fig. 2 Plots of $Q$ versus the generation number with $(p, q)=$ $(0.25,0.75)$ for $\alpha=0.3$ and $\alpha=0.4$, respectively
that with the increasing of the generation number, the values of $Q$ are decreasing to a stable one. This means that the optimal solution of the fitness function $Q$ can be obtained by running the PSO algorithm for 100 generations. The above phenomenon is in accordance with the known finding in [19,38,41]. One can also conclude from Fig. 2 that the iteration number 100 of the PSO algorithm is sufficiently large to obtain the optimal solution to the optimization problem. In addition, one can determine the values of $A C I_{V}, c l, Q_{1}$, $Q_{2}$ and the priorities of alternatives. For instance, we choose $\alpha=0.3$ to give the various values in Table 2 and the collective matrix as follows:
$\bar{B}_{0.3}^{c}=\left(\begin{array}{cccc}0.5000 & 0.4250 & 0.5500 & 0.4250 \\ 0.5125 & 0.5000 & 0.6500 & 0.6500 \\ 0.2000 & 0.2625 & 0.5000 & 0.4250 \\ 0.4375 & 0.4000 & 0.4375 & 0.5000\end{array}\right)$.

It is found from Table 2 that the final ranking is $x_{2} \succ x_{1} \succ$ $x_{4} \succ x_{3}$. The acceptable consensus standard in Definition 6 is satisfied since the best alternative is $x_{2}$ according to the priorities derived from $\bar{B}_{0.3}^{k}(k=1,2,3,4)$.

Moreover, the effects of the flexibility degree $\alpha$ on the optimal values of $Q, Q_{1}$ and $Q_{2}$ are shown in Fig. 3 by choosing $(p, q)=(0.25,0.75)$. The values of $\alpha$ are chosen from 0 to 0.4 with the step length 0.005 . The underlying reason is that the flexibility degrees of DMs are considered to be not too large. Certainly, from the view of numerical computations, the values of $\alpha$ could be any non-negative number. One can see from Fig. 3 that the optimal values of $Q, Q_{1}$ and $Q_{2}$ are not strictly monotonic decreasing and they exhibit some oscillations. The above observations are similar to the results in $[19,38,41]$. In addition, as compared to the findings in $[19,38,41]$, there is a difference among the optimal values of $Q$. It is seen that the greater the value of the flexibility degree $\alpha$, the stronger the oscillation of the value of $Q$ is. The main reason is that the optimal matrices have not the constraint of additively reciprocal property. When the pref-

Table 2 The values of $A C I_{V}$, $c l, Q_{1}, Q_{2}$ and the priorities of alternatives according to $\bar{B}_{0.3}^{1}-\bar{B}_{0.3}^{4}$ and $\bar{B}_{0.3}^{c}$, respectively

| Priorities | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | $A C I_{V}$ | $c l$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{B}_{0.3}^{1}$ | 0.7500 | 1.4750 | 0.6750 | 0.8500 | 0.0981 | 0.1333 |
| $\bar{B}_{0.3}^{2}$ | 0.9500 | 1.0500 | 0.5250 | 0.8250 | 0.1531 | 0.0938 |
| $\bar{B}_{0.3}^{3}$ | 1.0000 | 1.2000 | 1.0000 | 0.8000 | 0.1587 | 0.1354 |
| $\bar{B}_{0.3}^{4}$ | 1.1000 | 0.9000 | 0.5750 | 1.0750 | 0.0931 | 0.1188 |
| $\bar{B}_{0.3}^{c}$ | 0.9500 | 1.1563 | 0.6938 | 0.8875 | $Q_{1}=0.1258$ | $Q_{2}=0.1203$ |

erence relations are not with additively reciprocal property, the dimension of the particles in the PSO is twice as that with additively reciprocal property. The higher dimension of the particles leads to the greater oscillation of the value of $Q$.

At the end, the influences of $p$ and $q$ on the optimal values of $Q$ are investigated and shown in Fig. 4. The step length 0.05 of $\alpha \in[0,0.4]$ is chosen, which is different to 0.005 adopted in Fig. 3. For the values of $p$ and $q$, we consider the three cases: (a) $p=0.25$ together with the selected values of $q$; (b) $q=0.75$ together with the selected values of $p$; and (c) the selected values of $p$ under $p+q=1$. It is found from Fig. 4a, b that the increasing of $p$ and $q$ for a fixed $\alpha$ increases the values of $Q$. The observed results are in agreement with the finding in [20]. When considering the constraint $p+$ $q=1$, Fig. 4c shows that there are some intersections in the lines with $p=0,0.25,0.5,0.75,1$, respectively. The observation is different to those in Fig. 4a, b and similar to the phenomenon observed in $[19,38]$. Based on the above observations, some results are covered as follows:
(1) There are some small differences among the curves of $Q$ in Fig. $4 \mathrm{a}-\mathrm{c}$ when the same values of $p$ and $q$ are used such as $p=0.25$ and $q=0.75$. The reason behind this phenomenon is that some random parameters have been used in the PSO algorithm.
(2) When the value of $\alpha$ is fixed, different combinations of $p$ and $q$ could yield different values of $Q$.
(3) The parameters of $p$ and $q$ are mainly used as the weights of $Q_{1}$ and $Q_{2}$ to affect the optimal values.

## Comparative analysis

It is worth noting that the consensus models in GDM with FPRs or additive reciprocal matrices have been investigated in $[19,20]$. The initial positions of DMs are characterized using NrFPRs in [19] and FPRs with additive reciprocity in [20]. Here we still use NrFPRs to express the initial opinions of DMs. The main novelties are the novel consistency index (17) and the standard of acceptable consensus level (Definition 6). It is interesting to compare the consensus model in [19] using numerical results.


Fig. 3 Plots of the optimal values of $Q, Q_{1}$ and $Q_{2}$ versus $\alpha$ for the selected values of $(p, q)=(0.25,0.75)$

Table 3 Priorities of alternatives and the optimal solutions according to $B^{5}-B^{8}$

| Priorities | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | The optimal solutions |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $B^{5}$ | 0.8000 | 1.4000 | 0.6000 | 1.0500 | $x_{2}$ |
| $B^{6}$ | 1.0000 | 1.1500 | 0.8000 | 0.9000 | $x_{2}$ |
| $B^{7}$ | 1.0000 | 1.1000 | 1.1500 | 0.7500 | $x_{3}$ |
| $B^{8}$ | 1.0500 | 0.8500 | 1.1000 | 1.1000 | $x_{3}$ or $x_{4}$ |
| $B^{c}$ | 0.9625 | 1.1250 | 0.9125 | 0.9500 | $x_{2} \succ x_{1} \succ x_{4} \succ x_{3}$ |

Table 4 The priorities of alternatives and the optimal solutions according to $\bar{B}_{0.1}^{5}-\bar{B}_{0.1}^{8}$ and $\bar{B}_{0.1}^{c}$, respectively

| Priorities | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | The optimal Solutions |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{B}_{0.1}^{5}$ | 0.8750 | 1.3250 | 0.6750 | 1.0250 | $x_{2}$ |
| $\bar{B}_{0.1}^{6}$ | 0.9750 | 1.1250 | 0.8000 | 0.9000 | $x_{2}$ |
| $\bar{B}_{0.1}^{7}$ | 0.9750 | 1.0750 | 1.0750 | 0.7250 | $x_{2}$ or $x_{3}$ |
| $\bar{B}_{0.1}^{8}$ | 1.1250 | 0.8750 | 1.0750 | 1.1000 | $x_{1}$ |
| $\bar{B}_{0.1}^{c}$ | 0.9875 | 1.1000 | 0.9063 | 0.9375 | $x_{2} \succ x_{1} \succ x_{4} \succ x_{3}$ |

Table 5 The priorities of alternatives and the optimal solutions according to $\bar{B}_{0.2}^{5}-\bar{B}_{0.2}^{8}$ and $\bar{B}_{0.2}^{c}$, respectively

| Priorities | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | The optimal solutions |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{B}_{0.2}^{5}$ | 0.9038 | 1.4500 | 0.6500 | 1.0189 | $x_{2}$ |
| $\bar{B}_{0.2}^{6}$ | 0.9435 | 1.2000 | 0.9000 | 1.0000 | $x_{2}$ |
| $\bar{B}_{0.2}^{7}$ | 1.0000 | 1.1821 | 1.1000 | 0.8000 | $x_{2}$ |
| $\bar{B}_{0.2}^{8}$ | 1.1000 | 0.8780 | 1.0681 | 1.0907 | $x_{1}$ |
| $\bar{B}_{0.2}^{c}$ | 0.9868 | 1.1775 | 0.9295 | 0.9774 | $x_{2} \succ x_{1} \succ x_{4} \succ x_{3}$ |

Example 3 For convenience, the existing matrices without additively reciprocal property in [19] are still used for numerically computations:

$$
\begin{aligned}
& B^{5}=\left(\begin{array}{llll}
0.5 & 0.1 & 0.6 & 0.4 \\
0.8 & 0.5 & 0.8 & 0.7 \\
0.4 & 0.1 & 0.5 & 0.2 \\
0.6 & 0.3 & 0.7 & 0.5
\end{array}\right), \\
& B^{6}=\left(\begin{array}{llll}
0.5 & 0.2 & 0.7 & 0.6 \\
0.6 & 0.5 & 0.9 & 0.3 \\
0.3 & 0.3 & 0.5 & 0.5 \\
0.1 & 0.7 & 0.5 & 0.5
\end{array}\right), \\
& B^{7}=\left(\begin{array}{llll}
0.5 & 0.7 & 0.5 & 0.3 \\
0.3 & 0.5 & 0.6 & 0.8 \\
0.5 & 0.4 & 0.5 & 0.9 \\
0.6 & 0.1 & 0.3 & 0.5
\end{array}\right), \\
& B^{8}=\left(\begin{array}{llll}
0.5 & 0.8 & 0.2 & 0.6 \\
0.4 & 0.5 & 0.6 & 0.2 \\
0.8 & 0.4 & 0.5 & 0.5 \\
0.4 & 0.8 & 0.5 & 0.5
\end{array}\right) .
\end{aligned}
$$

First, let us compute the weights of alternatives according to the matrices $B^{5}-B^{8}$ and show in Table 3. It is seen from Table 3 that the optimal solutions using $B^{5}$ and $B^{6}$ are $x_{2}$,
and the others are $x_{3}$ or $x_{4}$. This means that the standard of acceptable consensus level in Definition 6 is not satisfied.

Second, the flexibility degrees are offered to DMs and the optimization process of NrFPRs is performed. By selecting $p=0.25, q=0.75$ and the maximum number of iterations 100 , some cases for different values of $\alpha$ are investigated. For example, when $\alpha=0.1$, the consensus model is applied to give the optimized matrices as follows:
$\bar{B}_{0.1}^{5}=\left(\begin{array}{llll}0.5000 & 0.1500 & 0.6500 & 0.4500 \\ 0.7500 & 0.5000 & 0.7500 & 0.6500 \\ 0.4500 & 0.1500 & 0.5000 & 0.2500 \\ 0.5500 & 0.3500 & 0.6500 & 0.5000\end{array}\right)$,
$\bar{B}_{0.1}^{6}=\left(\begin{array}{cccc}0.5000 & 0.2500 & 0.6500 & 0.5500 \\ 0.5500 & 0.5000 & 0.8500 & 0.3500 \\ 0.2500 & 0.3500 & 0.5000 & 0.5000 \\ 0.1500 & 0.6500 & 0.5000 & 0.5000\end{array}\right)$,
$\bar{B}_{0.1}^{7}=\left(\begin{array}{cccc}0.5000 & 0.6500 & 0.4500 & 0.3500 \\ 0.2500 & 0.5000 & 0.6500 & 0.7500 \\ 0.4500 & 0.3500 & 0.5000 & 0.8500 \\ 0.5500 & 0.0500 & 0.3500 & 0.5000\end{array}\right)$,
$\bar{B}_{0.1}^{8}=\left(\begin{array}{llll}0.5000 & 0.8500 & 0.2500 & 0.6500 \\ 0.4500 & 0.5000 & 0.5500 & 0.2500 \\ 0.7500 & 0.4500 & 0.5000 & 0.4500 \\ 0.4500 & 0.7500 & 0.5000 & 0.5000\end{array}\right)$.

Table 6 The priorities of alternatives and the optimal solutions according to $\bar{B}_{0.3}^{5}-\bar{B}_{0.3}^{8}$ and $\bar{B}_{0.3}^{c}$, respectively

| Priorities | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | The optimal solutions |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{B}_{0.3}^{5}$ | 0.8750 | 1.3250 | 0.8000 | 1.0000 | $x_{2}$ |
| $\bar{B}_{0.3}^{6}$ | 1.1000 | 1.2250 | 0.8000 | 0.9000 | $x_{2}$ |
| $\bar{B}_{0.3}^{7}$ | 1.0000 | 1.1750 | 1.1250 | 0.8500 | $x_{2}$ |
| $\bar{B}_{0.3}^{8}$ | 1.1500 | 0.9250 | 1.0750 | 1.0000 | $x_{1}$ |
| $\bar{B}_{0.3}^{c}$ | 1.0313 | 1.1625 | 0.9500 | 0.9375 | $x_{2} \succ x_{1} \succ x_{3} \succ x_{4}$ |

Table 7 The values of additive consistency index of $\bar{B}^{5}-\bar{B}^{8}$ and $Q_{1}$ under various flexibility degrees

| Flexibility degrees | $A C I_{V}\left(\bar{B}^{5}\right)$ | $A C I_{V}\left(\bar{B}^{6}\right)$ | $A C I_{V}\left(\bar{B}^{7}\right)$ | $A C I_{V}\left(\bar{B}^{8}\right)$ | $Q_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha=0.0$ | 0.0206 | 0.3856 | 0.4150 | 0.3725 | 0.2984 |
| $\alpha=0.1$ | 0.0275 | 0.2525 | 0.3706 | 0.2714 | 0.2305 |
| $\alpha=0.2$ | 0.0962 | 0.3301 | 0.2023 | 0.2022 | 0.2077 |
| $\alpha=0.3$ | 0.1362 | 0.2252 | 0.1056 | 0.1631 | 0.1575 |

The collective matrix is obtained as:
$\bar{B}_{0.1}^{c}=\left(\begin{array}{llll}0.5000 & 0.4750 & 0.5000 & 0.5000 \\ 0.5000 & 0.5000 & 0.7000 & 0.5000 \\ 0.4750 & 0.3250 & 0.5000 & 0.5125 \\ 0.4250 & 0.4500 & 0.5000 & 0.5000\end{array}\right)$.
The priorities of alternatives and the optimal solutions using $\bar{B}_{0.1}^{5}-\bar{B}_{0.1}^{8}$ and $\bar{B}_{0.1}^{c}$ are determined and shown in Table 4. It is found that the standard of acceptable consensus level is reached. The final solution is $x_{2}$ and the result has a high consensus level of DMs. In addition, based on the consensus model in [19], the optimized matrices for $\alpha=0.1$ are computed. The collective matrix is obtained as:
$\tilde{B}_{0.1}^{c}=\left(\begin{array}{llll}0.5000 & 0.4500 & 0.4750 & 0.4750 \\ 0.5250 & 0.5000 & 0.7250 & 0.5000 \\ 0.5000 & 0.3000 & 0.5000 & 0.5000 \\ 0.4000 & 0.4750 & 0.4750 & 0.5000\end{array}\right)$.
Then one can determine the priority vector as $(0.9500,1.1250$, $0.9000,0.9250$ ) and the ranking $x_{2} \succ x_{1} \succ x_{4} \succ x_{3}$. The obtained result is in agreement with the finding in Table 4. The main differences and novelties of the present study are the novel consistency index and the standard of acceptable consensus level. Moreover, letting $\alpha=0.2,0.3$ and others, the optimized and the collective matrices can be obtained. For the sake of simplicity, the obtained priorities and the optimal solutions for $\alpha=0.2$ and 0.3 are given in Tables 5 and 6, respectively. It is seen from Tables 4, 5 and 6 that with the increasing of the values of the flexibility degree $\alpha$, the ranking of alternatives could be changed. Under the proposed model, the optimal solution is kept with the high consensus level. Therefore, the proposed standard of acceptable consensus level can be considered as a good strategy to reach the final solution accepted by most DMs in GDM.

Table 8 The values of consensus level of $\bar{B}^{5}-\bar{B}^{8}$ and $Q_{2}$ under various flexibility degrees

| Flexibility degrees | $c l_{5}$ | $c l_{6}$ | $c l_{7}$ | $c l_{8}$ | $Q_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha=0.0$ | 0.1875 | 0.1500 | 0.1917 | 0.1750 | 0.1760 |
| $\alpha=0.1$ | 0.1510 | 0.1260 | 0.1656 | 0.1677 | 0.1526 |
| $\alpha=0.2$ | 0.1619 | 0.1217 | 0.1517 | 0.1503 | 0.1464 |
| $\alpha=0.3$ | 0.1260 | 0.1135 | 0.1052 | 0.1573 | 0.1255 |

Table 9 The best alternatives determined by individual matrices $B^{9}-$ $B^{12}$ and the collective ones under various flexibility degrees

| Flexibility degrees | $B^{9}$ | $B^{10}$ | $B^{11}$ | $B^{12}$ | $B^{c}$ | $\tilde{B}^{c}[19]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha=0.0$ | $x_{6}$ | $x_{3}$ | $x_{6}$ | $x_{1}$ | $x_{6}$ | $x_{6}$ |
| $\alpha=0.1$ | $x_{6}$ | $x_{6}$ | $x_{6}$ | $x_{1}$ | $x_{6}$ | $x_{6}$ |
| $\alpha=0.2$ | $x_{6}$ | $x_{3}$ | $x_{6}$ | $x_{6}$ | $x_{6}$ | $x_{6}$ |
| $\alpha=0.3$ | $x_{6}$ | $x_{6}$ | $x_{6}$ | $x_{1}$ | $x_{6}$ | $x_{6}$ |

Third, it is interesting to present the variations of the additive consistency index and the consensus level. The computed results are shown in Tables 7 and 8, respectively. One can find from Tables 7 and 8 that with the increasing of the flexibility degrees, the values of $Q_{1}$ and $Q_{2}$ decrease. When the acceptable consensus standard is chosen as a value of $Q_{2}$, it can also be achieved by adjusting the values of the flexibility degrees.

On the other hand, it is noted that the number of alternatives is only 4 in Examples 2 and 3. The proposed algorithm is suitable for different sizes of decision making problems with various alternatives and DMs. When the numbers of alternatives and DMs are increasing, the computational complexity increases rapidly due to the dimension of the particle in the PSO algorithm. In spite of this, the computational results could be similar to those in Examples 2 and 3, respectively.


Fig. 4 Plots of the optimal values of $Q$ versus $\alpha$ with the step length 0.05 under the conditions of a $p=0.25$ together with the selected values of $q ; \mathbf{b} q=0.75$ together with the selected values of $p$; and $\mathbf{c}$ the selected values of $p$ under $p+q=1$, respectively

As an illustration, here we choose the number of alternatives as 6 to give some further computations.

Example 4 Considering the alternatives $x_{1}-x_{6}$, the four DMs $e_{1}-e_{4}$ give the initial NrFPRs as follows:

$$
\begin{aligned}
& B^{9}=\left(\begin{array}{llllll}
0.5 & 0.4 & 0.6 & 0.6 & 0.4 & 0.3 \\
0.6 & 0.5 & 0.7 & 0.5 & 0.4 & 0.5 \\
0.4 & 0.4 & 0.5 & 0.4 & 0.6 & 0.3 \\
0.4 & 0.5 & 0.6 & 0.5 & 0.4 & 0.3 \\
0.7 & 0.6 & 0.4 & 0.6 & 0.5 & 0.4 \\
0.7 & 0.5 & 0.6 & 0.7 & 0.6 & 0.5
\end{array}\right), \\
& B^{10}=\left(\begin{array}{llllll}
0.5 & 0.5 & 0.4 & 0.4 & 0.4 & 0.4 \\
0.5 & 0.5 & 0.3 & 0.4 & 0.8 & 0.5 \\
0.6 & 0.7 & 0.5 & 0.4 & 0.4 & 0.5 \\
0.7 & 0.5 & 0.6 & 0.5 & 0.3 & 0.4 \\
0.3 & 0.2 & 0.7 & 0.7 & 0.5 & 0.3 \\
0.5 & 0.5 & 0.5 & 0.4 & 0.6 & 0.5
\end{array}\right), \\
& B^{11}=\left(\begin{array}{llllll}
0.5 & 0.3 & 0.4 & 0.6 & 0.7 & 0.5 \\
0.7 & 0.5 & 0.5 & 0.4 & 0.6 & 0.5 \\
0.7 & 0.4 & 0.5 & 0.8 & 0.3 & 0.4 \\
0.4 & 0.5 & 0.2 & 0.5 & 0.4 & 0.4 \\
0.4 & 0.4 & 0.7 & 0.6 & 0.5 & 0.3 \\
0.6 & 0.5 & 0.5 & 0.6 & 0.6 & 0.5
\end{array}\right), \\
& B^{12}=\left(\begin{array}{llllll}
0.5 & 0.6 & 0.4 & 0.6 & 0.7 & 0.6 \\
0.3 & 0.5 & 0.6 & 0.5 & 0.6 & 0.5 \\
0.6 & 0.5 & 0.5 & 0.5 & 0.3 & 0.4 \\
0.4 & 0.6 & 0.5 & 0.5 & 0.4 & 0.4 \\
0.4 & 0.3 & 0.7 & 0.6 & 0.5 & 0.3 \\
0.5 & 0.5 & 0.5 & 0.6 & 0.7 & 0.5
\end{array}\right) .
\end{aligned}
$$

Let us still choose $p=0.25, q=0.75$ and the maximum iteration number 100. Under various flexibility degrees, Table 9 shows the best alternatives determined by individual NrFPRs and the collective ones. It is seen from Table 9 that when $\alpha=0$, the acceptable consensus standard in Definition 6 is not satisfied. When the individual NrFPRs are optimized by offering a certain flexibility degrees, the acceptable consensus standard is achieved. The final solution is determined as $x_{6}$, which is in agreement with the result based on the model in [19]. Furthermore, the values of additive consistency index, consensus level, $Q_{1}$ and $Q_{2}$ are computed and given in Tables 10 and 11, respectively. One can see that with the increasing of the flexibility degrees, the values of $Q_{1}$ and $Q_{2}$ are decreasing. This means that the acceptable additive consistency level and acceptable consensus measure can be achieved in terms of the corresponding thresholds. The obtained results are similar to those in Example 3. By considering the thresholds in Table 1, the acceptable additive consistency has been reached for $\alpha=0.1,0.2,0.3$, respectively.

## Conclusions and the future study

This paper has reported a consensus model in group decision making (GDM) where non-reciprocal fuzzy preference relations (NrFPRs) are used to express the opinions of deci-

Table 10 The values of additive consistency index of $\bar{B}^{9}-\bar{B}^{12}$ and $Q_{1}$ under various flexibility degrees

| Flexibility degrees | $A C I_{V}\left(\bar{B}^{9}\right)$ | $A C I_{V}\left(\bar{B}^{10}\right)$ | $A C I_{V}\left(\bar{B}^{11}\right)$ | $A C I_{V}\left(\bar{B}^{12}\right)$ | $Q_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha=0.0$ | 0.1380 | 0.3667 | 0.2713 | 0.2069 | 0.2457 |
| $\alpha=0.1$ | 0.0957 | 0.2072 | 0.1950 | 0.1070 | 0.1512 |
| $\alpha=0.2$ | 0.0481 | 0.1353 | 0.0950 | 0.0608 | 0.0848 |
| $\alpha=0.3$ | 0.1001 | 0.0971 | 0.0541 | 0.0633 | 0.0787 |

Table 11 The values of the consensus level of $\bar{B}^{9}-\bar{B}^{12}$ and $Q_{2}$ under various flexibility degrees

| Flexibility degrees | $c l_{9}$ | $c l_{10}$ | $c l_{11}$ | $c l_{12}$ | $Q_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha=0.0$ | 0.1042 | 0.0892 | 0.0675 | 0.0575 | 0.0796 |
| $\alpha=0.1$ | 0.0727 | 0.0681 | 0.0578 | 0.0430 | 0.0604 |
| $\alpha=0.2$ | 0.0539 | 0.0578 | 0.0483 | 0.0372 | 0.0493 |
| $\alpha=0.3$ | 0.0455 | 0.0506 | 0.0271 | 0.0355 | 0.0397 |

sion makers (DMs). The novel consistency index has been proposed to quantify the inconsistency degree of NrFPRs. A novel optimization model has been constructed to consider the consistency degrees of NrFPRs and the consensus level. The particle swarm optimization (PSO) algorithm has been used to model the consensus process of reaching the final solution. Some findings are shown as follows:

- The proposed consistency index can be effectively used to quantify the inconsistency degree of NrFPRs. And it is easy to be computed and understood as compared to the existing ones.
- The standard of acceptable consensus level is adopted to keep the final solution to a GDM problem accepted by the most of DMs.
- The observations show that with the increasing of the flexibility degrees of DMs, the ranking of alternatives could be changed considerably.

In the future, the idea shown in NrFPRs could be used to propose the concept of non-reciprocal pairwise comparison matrices ( NrPCMs ) in the analytic hierarchy process (AHP). The relations among various preference relations could be investigated. The prioritization methods of NrFPRs and NrPCMs could be developed. The standard of acceptable consensus level could be extended to propose the consensus models with incomplete NrFPRs and others.

Acknowledgements The authors would like to thank the anonymous reviewers for the constructive suggestions for greatly improving the paper. This article was funded by National Natural Science Foundation of China (Grant Nos. 71871072, 71571054) and the Innovation Project of Guangxi Graduate Education (No. YCBZ2021003).

## Declarations

Conflict of interest The authors declare that they have no conflict of interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecomm ons.org/licenses/by/4.0/.

## References

1. Lu J, Zhang G, Ruan D, Wu F (2007) Multi-objective group decision making: methods, software and applications with fuzzy set techniques. World Scientific Publishing Co., Pte. Ltd., Singapore
2. Kacprzyk J, Nurmi H, Fedrizzi M (1997) Consensus under fuzziness. Kluwer Academic Publishers, Massachusetts
3. Dong YC, Xu JP (2016) Consensus building in group decision making. Springer, Singapore
4. Budescu DV, Chen E (2015) Identifying expertise to extract the wisdom of crowds. Manag Sci 61(2):267-280
5. Prelec D, Seung HS, McCoy J (2017) A solution to the singlequestion crowd wisdom problem. Nature 541:532-535
6. Chen K, Fine L, Huberman B (2004) Eliminating public knowledge biases in information-aggregation mechanisms. Manag Sci 50(7):983-994
7. Dong YC, Zha QB, Zhang HJ, Kou G, Fujita H, Chiclana F, HerreraViedma E (2018) Consensus reaching in social network group decision making: research paradigms and challenges. Knowl Based Syst 162:3-13
8. Matsatsinis NF, Grigoroudis E, Samaras A (2005) Aggregation and disaggregation of preferences for collective decision making. Group Decis Negot 14(3):217-232
9. Zhang Z, Gao Y, Li ZL (2020) Consensus reaching for social network group decision making by considering leadership and bounded confidence. Knowl Based Syst 204:106240
10. Liu F, Zhang JW, Liu T (2020) A PSO-algorithm-based consensus model with the application to large-scale group decision-making. Complex Intell Syst 6:287-298
11. Liu PD, Zhang XH, Pedrycz W (2021) A consensus model for hesitant fuzzy linguistic group decision-making in the framework of Dempster-Shafer evidence. Knowl Based Syst 212(5):106559
12. Orlovski SA (1978) Decision-making with fuzzy preference relations. Fuzzy Sets Syst 1:155-167
13. Tanino T (1984) Fuzzy preference orderings in group decisionmaking. Fuzzy Sets Syst 12(2):117-131
14. Saaty TL (1980) The analytic hierarchy process. McGraw-Hill, New York
15. Li CC, Dong YC, Xu YJ, Chiclana F, Herrera-Viedma E, Herrera F (2019) An overview on managing additive consistency of reciprocal preference relations for consistency-driven decision making and fusion: Taxonomy and future directions. Inf Fus. 52:143-156
16. Chen SM, Lin TE, Lee LW (2014) Group decision making using incomplete fuzzy preference relations based on the additive consistency and the order consistency. Inf Sci 259:1-15
17. Fan ZP , Ma J, Sun YH, Ma L (2006) A goal programming approach to group decision making based on multiplicative preference relations and fuzzy preference relations. Eur J Oper Res 174(1):311-321
18. Herrera-Viedma E, Alonso S, Chiclana F, Herrera F (2007) A consensus model for group decision making with incomplete fuzzy preference relations. IEEE Trans Fuzzy Syst 15(5):863-877
19. Cabrerizo FJ, Ureña R, Pedrycz W, Herrera-Viedma E (2014) Building consensus in group decision making with an allocation of information granularity. Fuzzy Sets Syst 255(16):115-127
20. Liu F, Zou SC, Wu YH (2020) A consensus model for group decision making under additive reciprocal matrices with flexibility. Fuzzy Sets Syst 398:61-77
21. Saaty TL, Vargas LG (1987) Uncertainty and rank order in the analytic hierarchy process. Eur J Oper Res 32(1):107-117
22. Xu Z (2004) On compatibility of interval fuzzy preference relations. Fuzzy Opt Decis Making 3(3):217-225
23. van Laahoven PJM, Pedrycz W (1983) A fuzzy extension of Satty's priority theory. Fuzzy Sets Syst 11(3):229-241
24. Atanassov KT (1986) Intuitionistic fuzzy sets. Fuzzy Sets Syst 20(1):87-96
25. Atanassov KT (2012) On intuitionistic fuzzy sets theory. Springer, Berlin Heidelberg
26. Herrera-Viedma E, Cabrerizo FJ, Kacprzyk J, Pedrycz W (2014) A review of soft consensus models in a fuzzy environment. Inf Fus. 17:4-13
27. Butler CT, Rothstein A (2007) On conflict and consensus: a handbook on formal consensus decision making. Food Not Bombs Publishing, Takoma Park
28. Kacprzak D (2020) An extended TOPSIS method based on ordered fuzzy numbers for group decision making. Artif Intell Rev 53:2099-2129
29. Herrera-Viedma E, Chiclana F, Herrera F, Alonso S (2007) Group decision-making model with incomplete fuzzy preference relations based on additive consistency. IEEE Trans Syst Man Cybern Part B Cybern 37(1):176-189
30. Xu YJ, Liu X, Wang HM (2018) The additive consistency measure of fuzzy reciprocal preference relations. Int J Mach Learn Cybern 9(7):1141-1152
31. Moreno-Jiménez JM, Aguarón J, Escobar MT, Salvador M (2020) Group decision support using the analytic hierarchy process. In: Kilgour D, Eden C (eds) Handbook of group decision and negotiation. Springer, Cham. https://doi.org/10.1007/978-3-030-12051-1_51-1
32. Pedrycz W, Chen SM (2015) Granular computing and decisionmaking: interactive and iterative approaches. Springer, Heidelberg
33. Saint S, Lawson JR (1994) Rules for Reaching Consensus: a modern approach to decision Making. Jossey-Bass/Pfeiffer Amsterdam and San Diego
34. Pedrycz W (2013) Knowledge management and semantic modeling: a role of information granularity. Int J Softw Eng Knowl Eng 23(1):5-11
35. Pedrycz W (2011) The principle of justificable granularity and an optimization of information granularity allocation as fundamentals of granular computing. J Inf Process Syst 7(3):397-412
36. Bargiela A, Pedrycz W (2003) Granular computing: an introduction. Kluwer Academic Publishers, Dordrecht
37. Pedrycz W, Al-Hmouz R, Balamash AS, Morfeq A (2017) Modeling with linguistic entities and linguistic descriptors: a perspective of granular computing. Soft Comput 21:1833-1845
38. Pedrycz W, Song ML (2011) Analytic Hierarchy Process (AHP) in group decision making and its optimization with an allocation of information granularity. IEEE Trans Fuzzy Syst 19(3):527-539
39. Cabrerizo FJ, Herrera-Viedma E, Pedrycz W (2013) A method based on PSO and granular computing of linguistic information to solve group decision making problems defined in heterogeneous contexts. Eur J Oper Res 230(3):624-633
40. Zhou XY, Ji FP, Wang LQ, Ma YF, Fujita H (2020) Particle swarm optimization for trust relationship based social network group decision making under a probabilistic linguistic environment. Knowl Based Syst 200:105999
41. Liu F, Wu YH, Pedrycz W (2018) A modified consensus model in group decision making with an allocation of information granularity. IEEE Trans Fuzzy Syst 26(5):3182-3187
42. Cabrerizo FJ, Morente-Molinera JA, Pedrycz W, Taghavi A, Herrera-Viedma E (2018) Granulating linguistic information in decision making under consensus and consistency. Expert Syst Appl 99:83-92
43. Kennedy J, Eberhart R (1995) Particle swarm optimization. In: Proc. IEEE Int Conf on Neural Networks. Perth, pp 1942-1948
44. Kennedy J, Eberhart R, Shi Y (2001) Swarm intelligence. Academic Press, Cambridge
45. Yang W, Chen L, Wang Y, Zhang M (2020) A reference points and intuitionistic fuzzy dominance based particle swarm algorithm for multi/many-objective optimization. Appl Intell 50(4):1133-1154
46. Yu H, Wang Y, Xiao S (2020) Multi-objective particle swarm optimization based on cooperative hybrid strategy. Appl Intell 50(1):256-269
47. Kacprzyk J (1986) Group decision making with a fuzzy linguistic majority. Fuzzy Sets Syst 18(2):105-118
48. Zadeh LA (1965) Fuzzy sets. Inf Control 8(3):338-353
49. Bodenhofer U, De Baets B, Fodor J (2007) A compendium of fuzzy weak orders: representations and constructions. Fuzzy Sets Syst 158(8):811-829
50. Herrera-Viedma E, Herrera F, Chiclana F, Luque M (2004) Some issues on consistency of fuzzy preference relations. Eur J Oper Res 154(1):98-109
51. Liu F, Zou SC, Li Q (2020) Deriving priorities from pairwise comparison matrices with a novel consistency index. Appl Math Comput 374:125059
52. Fedrizzi M, Brunelli M (2010) On the priority vector associated with a reciprocal relation and a pairwise comparison matrix. Soft Comput 14(6):639-645
53. Daneshyari M, Yen GG (2012) Constrained multiple-swarm particle swarm optimization within a cultural framework. IEEE Trans Syst Man Cybern Part A Syst Hum 42(2):475-490
54. Poli P, Kennedy J, Blackwell T (2007) Particle swarm optimization: an overview. Swarm Intell 1(1):33-57
55. Shi Y, Eberhant RC (1998) A modified particle swarm optimizer. Proc of IEEE World Congress on Comput Intell: 69-73
56. Clerc M (1999) The swarm and the queen: towards a deterministic and adaptive particle swarm optimization. Proc of IEEE Int Conf on Evol Comput: 1951-1957
57. Ehrgott M (2005) Multicriteria optimization, 2nd edn. Springer, Berlin

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    Fang Liu
    fang272@126.com; f_liu@gxu.edu.cn
    1 School of Mathematics and Information Science, Guangxi University, Nanning 530004, Guangxi, China

