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Abstract
We live in the era of Intelligent Transport Systems (ITS), which is an extension of Vehicular AdHoc Networks (VANETs).
In VANETs, vehicles act as nodes connected with each other and sometimes with a public station. Vehicles continuously
exchange and collect information to provide innovative transportation services; for example, traffic management, navigation,
autonomous driving, and the generation of alerts. However, VANETs are extremely challenging for data collection, due to
their high mobility and dynamic network topologies that cause frequent link disruptions and make path discovery difficult.
In this survey, various state-of-the-art data collection protocols for VANETs are discussed, based on three broad categories,
i.e., delay-tolerant, best-effort, and real-time protocols. A taxonomy is designed for data collection protocols for VANETs
that is essential to add precision and ease of understandability. A detailed comparative analysis among various data collection
protocols is provided to highlight their functionalities and features. Protocols are evaluated based on three parametric phases.
First, protocols investigation based on six necessary parameters, including delivery and drop ratio, efficiency, and recovery
strategy. Second, a 4-D functional framework is designed to fit most data collection protocols for quick classification and
mobility model identification, thus eradicating the need to read extensive literature. In the last, in-depth categorical mapping is
performed to deep dive for better and targeted interpretation. In addition, some open research challenges for ITS and VANETs
are discussed to highlight research gaps. Our work can thus be employed as a quick guide for researchers to identify the
technical relevance of data collection protocols of VANETs.

Keywords Best-effort protocols · Delay tolerant protocols · Data collection protocols · Intelligent transport systems ·
Real-time protocols · VANETs
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UVA Unmanned aerial vehicles
UVAR UAV-Assisted VANETs routing protocol
FCD Floating car data collection
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TEM Two Exponents Model
SOSM Simple Obstacle Shadowing Model
AddP Adaptive data dissemination protocol
ABCCM Adaptive beacon congestion control mecha-

nism
PGB Partitioning gradient based
DOT Distributed optimized time
RIDE Real-time traffic Information aware data col-

lection solution,
DDGP Distributed data gathering protocol
CSMA/CA Carrier sense multiple access/collision avoid-

ance
DCMPTB Data collection mechanism for smart grids

using public transportation buses
SDVN Software Defined Vehicular Networks
DRDCDA Data relationship degree-based clustering

data aggregation
PGB Preferred group based
ZRP Zone Routing Protocol
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DGRP Data gather based routing protocol
RTAD Real-time adaptive dissemination system
ECDGP Extended cluster-based data gathering proto-

col
BSP Transfer Utility of Node’s Buffer Scheduling

Strategy
S-GyTAR Secure-Greedy Traffic-Aware Routing Proto-

col
ADCS Adaptive Data Collection Scheme
CAC Call Admission Control
OLSR-V2 Optimized Link State Routing- Version 2
TCDGP Token based clustering data gathering proto-

col
TD-SDMA Token based-space division multiple access
ADOPEL Adaptive data collection protocol using rein-

forcement learning
HyBR Hybrid bio-inspired bee swarm routing pro-

tocol
SeDyA Secure dynamic aggregation
SAS Secure Data Aggregation Scheme
CS-DC Compressive sensing based data collection
ALCA Agent learning–based clustering algorithm
VeMAC MAC protocol for VANETs
OBV OFDMA based MAC protocol for VANETs
DiPRoPHET Distance-based probability routing protocol

using history of encounters and transitivity
CDGP Clustering data gathering protocol
QoI-DG Quality of Information- Data Gathering
DB-VDG Delay-Bounded Vehicular Data Gathering
SSS Strategy Selection Algorithm
Sp-Cl Spring clustering
HTAR Hybrid Traffic-Aware Routing
SMITE Stochastic compressive data collection
CMGM Dynamic Clustering-based Adaptive Mobile

Gateway Management
PBRS Probabilistic Bundle Relaying Schemes
LBCA Lane Based Clustering Algorithm
CGP Clustered Gathering protocol
GyTAR Greedy Traffic-Aware Routing Protocol
HVR History-based vector routing
CASCADE Cluster-based accurate syntactic compression

of aggregated data
M-DMAC Modified-Distributed and Mobility-Adaptive

Clustering
PBS Partitioning-Based Scheduling
WHA Whale Optimization Algorithm
CCA Cooperative Collision Avoidance

Introduction

VANETs are composed of vehicles with dynamic connec-
tions and rapidly changing, abrupt movements [1]. Different

vehicles are connected in an ad hoc manner, with vehicles
joining or leaving the group without generating any pre-
indication [2]. A massive increase in vehicles has imposed
significant challenges to fast, reliable and secure data col-
lection [3]. Recently, vehicular data collection has attracted
greater interest, due to increasing developments in Intelligent
Transport Systems (ITS) [4]. VANETs are highly dependent
on data exchanges, such as receiving data for traffic mon-
itoring, notification of accidents, weather alerts, all aimed
at maintaining a secure transportation system for the world
[5]. VANETs integrate wireless LANs, ad hoc and cellular
networks and differ from other ad hoc networks due to the
hybrid nature of the network architecture, high nodemobility
and dynamic application scenarios.

Data collection is critical because vehicles are equipped
with various sensors for speed, location, temperature and
pressure estimation, as well as audio and video streaming
support that demand intelligent data collection [7, 8]. Vehi-
cles can share the data using Vehicle to Vehicle (V2V) or
Vehicle to Infrastructure (V2I) communications. Source and
destination vehicles can also exchange data, as shown in
Fig. 1. The data collection process begins by taking data from
various incorporated sensors and then performing aggrega-
tion and compression to reduce communication cost and
time, depending upon the protocol and adapted scheme [9].
Data collection protocols are designed by considering both
predictable movement patterns and abrupt variation in speed.
Data is collected from distinct vehicles by involving inter-
mediaries, where the shortest path is selected by means of
routing protocols [10].

ITS can process the data to control environmental pollu-
tion, traffic prediction, accident analysis and road congestion
control [11]. Data collection schemes and protocols in
VANETs perform their task through deployment in cell
phones or embedded systems integrated into vehicles to
monitor sensor readings, while regularly fulfilling data col-
lection requirements. Collected data is transferred after
pre-determined intervals or in real-time to the data centres
via backbone networks for further analysis, processing and
storage [12]. Vehicles may also communicate directly with
the Roadside Unit (RSU), or share data via a base station, as
illustrated in Fig. 1.

Three kinds of data collection protocols exist in VANETs,
i.e., Real-Time (RT) data collection protocols, Delay-
Tolerant (DTN) and Best-Effort (BE) protocols. Real-time
data collection protocols in VANETs are time-sensitive, and
data must be collected and transmitted within a tolerable
time-delay. However, real-time protocols are extremely sen-
sitive to packet delays and packet loss. Therefore, efficient
data dissemination is one of the most crucial elements to pro-
pel the desired flow of VANETs services, particularly related
to real-time specifications. These protocols are essential in
medical emergencies, security agencies, or when amass-
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Fig. 1 VANETs architecture and data collection scenarios

ing sensitive military and defence-related information [13].
Real-time data collection is challenging due to the density
of vehicles, dense road topologies, and high dependability
requirements for a large set of intelligent applications, com-
bined with cloud services [14]. Changes in traffic patterns,
whether urban, rural or highway scenarios, also affect the
functionality of real-time data collection protocols [15].

DTN-based data collection protocols in VANET canman-
age delays in receiving and sending data within relaxed and
pre-defined thresholds [16]. In case of frequent network fail-
ures, DTN can achieve better performance than real-time
scenarios [17, 18]. DTNs arewell suited to highlymobile and
terrestrial environments, assuring delivery of data by means
of automatic store-and-forwardmechanisms. Immediate data
forwarding is also possible in a DTN when the required
sources are available. However, the timeliness of data trans-
mission is sometimes affected in DTNs, which is acceptable
in specific applications in VANETs, such as in routine
matters, weather prediction systems, audio/video streaming
applications, underwater communication, and wildlife mon-
itoring.

Best-effort protocols are designed to achieve the “best”
possible attainableworkload at a designated timewith a prob-
ability of violation at run time [19]. These kinds of protocols
do not provide guaranteed reliability and functional and offer
no definite bounds on delivery time. Internet Protocol (IP)
assists in a best-effort delivery system, trying to reduce data
loss as much as possible, though data loss is inevitable in
exceptional cases, such as network hardware failure. Differ-
ent packets may take different routes throughout the network
and be subjected to random delays. However, these kinds
of protocols still work for scenarios where data timeliness
and reliability are can afford to be somewhat compromised.

Higher layer protocols are usually used to add reliability
and cost-effectiveness to take full advantage of the network’s
capabilities.

Recent work over the past decade has considered new
algorithms, protocol refinement and standardization, result-
ing in the IEEE 802.11p [20] and IEEE 1609 standards [21].
Due to the dynamic requirements of VANETs, an intelli-
gent protocol for routing aware data collection is essential
[22–24]. Routing involves the best path selection between
source and destination. This affects timely data transmis-
sions; optimizing data collection mechanisms alone does not
guarantee timely delivery to the destination. Furthermore,
routing can be expensive when two-way paths are set up
among vehicles and the base station (BS) [25].

Optimized data collection is carried out using additional
information, like vehicle location, direction and average road
speeds, to find long-lived one-way data paths from data
sources to the BS. In some cases, no data path exists between
vehicles and the BS, and this can be resolved using the ‘store,
carry and forward’ strategy, where vehicle data resides data
at the link layer until delivered to the next hop towards the
BS, as in a DTN approach.

Various state-of-the-art projects are based on data collec-
tions throughout theworld [26]. These includeTheCar-2-Car
Communication Consortium (C2C-CC) [27], which par-
ticularly focuses on improving road safety through the
Cooperative Intelligent Transport System (C-ITS) [28]. Net-
works on Wheels (NOW) [29] adopts the same theme, while
additionally considering security and Vehicle Infrastructure
Integration (VII) [30–33]. Secure Vehicle Communication
(SeVeCOM) [34, 35], Internet Intelligent Transport Sys-
tem Consortium [36, 37] and the Advanced Safety Vehicles
Projects [38–40] are also among the highlighted projects.
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The aim of this work is to explore, taxonomize, and dis-
cuss existing data acquisition techniques in VANETs. We
are particularly interested in the communication and routing
aspect of these techniques in DTN, best-effort, and real-
time based VANET models. The motive is to provide an
all-inclusive overview on data acquisition techniques to help
users in making the right choice of the protocol. In literature,
numerous works focus on summarizing the data acquisi-
tion techniques for vehicular ad hoc networks. In [41], the
authors investigate topology-based, cluster-based, location-
based and fog-based data collection techniques and highlight
important issues that need to be addressed in data collection
protocols for VANETs. In [42], prediction based protocols
for vehicular ad hoc networks are summarized. The article
highlights the results of traffic conditions, driving conditions
and urban layout on the predictability of vehicle locations.
A thorough investigative study and taxonomy of clustering
protocols for VANETs is presented in [43]. The authors also
provide a comparison of different parameters, including sta-
bility, density and convergence, for thorough understanding
of VANET clustering algorithms. In [44], the authors pro-
vide a critical representation and taxonomy of named data
networking-(NDN)-based data dissemination algorithms for
VANETs. The authors provide a qualitative comparison on
the basis of forwarding strategy, granularity, caching scheme
and latency, etc.

However, one or more of the following limitations have
been found in the existing works:

(1) The existing surveys are not comprehensive, and do not
cover all types of data collection techniques;

(2) The existing surveys are not up to date anddonot include
recent works on data collection protocols;

(3) Application-specific analysis of data collection
approaches is not provided.

(4) The existing surveys lack a standard classifica-
tion/evaluation criteria, eventually ignoring application-
specific analysis of data collection approaches.

In addition to addressing these limitations, this article
makes the following contributions:

(1) It provides more profound knowledge and summarizes
diverse sets of current and/or important data collection
protocols, while covering two decades of advance-
ments made in the area of data collection protocols.
Specifically, the work includes DTNs, Best-effort, and
real-time data collection protocols for VANETs.

(2) ADetailed taxonomy is provided for data collection pro-
tocols in VANETs with four-step hierarchal divisions.
This taxonomy enables researchers to quickly get up to
speed without digging into details and lengthy discus-
sions (Fig. 2).

(3) An area-based critical analysis and comparison is per-
formed by considering six fundamental parameters for
relevant schemes.

(4) A 4-D functional framework is designed for explaining
and analysing data collection protocols under standard
application requirements. The proposed 4-D functional
framework critically covers deep underlying factors to
analyse various protocols presented in each category.
It also accommodates almost every protocol to fit the
VANETs category, due to its flexible and adaptable
design.

(5) A detailed qualitative analysis is presented to guide
readers on the merits and demerits of data collection
protocols.

(6) Some open research challenges are coveredwith respect
to recent literature with a detailed dendrogram that can
act as a guide to potential research areas for researchers
looking for research gaps.

To assist readers, a list of acronyms is provided in the
appendix of this work.

The remaining part of the survey is organized as fol-
lows: “Delay tolerant network protocols” provides details
of delay-tolerant network protocols, with related subsec-
tions (Random and probability, Flooding and variance,
Geo-location, Movement vector), followed by detailed sum-
mary and analysis in table form. “Best-effort protocols”
gives details of best-effort protocols, along with subsections
for hierarchical protocols and flat data acquisition proto-
cols. Hierarchical protocols are further categorized based on
predictive, infrastructure, distributed, and zone-based clus-
tering forms. In subsequent subsections, we also provide
sub-classifications of Infrastructure based clustering while
covering multi-hop, MAC-assisted (contention-based and
contention-free) forms, followed by a detailed summary
and supporting analysis in table form. “Real-time proto-
cols” presents real-time protocols, with subsections related
to cluster-based and position-based protocols, followed by
a detailed summary and deep analysis in table form. “4-
D Functional analysis” presents a multi-dimensional model,
named 4D functional analysis, that covers further categorical
analysis based on various parameters, both in table and text-
based format. “Open research challenges” discusses open
research challenges and “Concluding notes” concludes the
survey.

Figure 2 illustrate the taxonomy of data collection proto-
cols for VANETs. There are three main categories including
delay tolerant, best-effort and real-time protocols. Delay
tolerant protocols are sub-divided into random, flooding,
geolocation and movement vector based protocols. Best-
effort protocols for hierarchical category are sub-divided
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Fig. 2 Taxonomy of data collection protocols for VANETs

into predictive, infrastructure, distributed and zone-based
clustering. Best-effort protocols for flat data collection pro-
tocols are sub-divided into reactive and proactive protocols.
Real-time protocols are discussed and categorized based on

cluster and position-based protocols. Aforementioned cate-
gories and subdivisions with associated examples are briefly
discussed in their respective sections.
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Delay tolerant network protocols

Networks with inconsistent connectivity and non-
consecutive end-to-end paths between nodes are named
Delay-Tolerant Networks (DTNs) [45]. DTNs follow a
“store-carry-forward” mechanism to manage frequent con-
nectivity disruption. For example, suppose a node receives
data when there is no connection to transmit it: in that case,
the message resides in a buffer until it recognises a chance
to disseminate after establishing a connection. Now, the
question arises, what are the best strategies for deciding
about time quanta to hold the data and efficiently forward
in a timely manner. For this purpose, dynamic and static
network information can be used for decision making.

Dynamic network information includes area, collision
and vehicular information, while the static network contains
social connectivity details among nodes [45]. Both types
of information play their role in seeking the best node and
time to transmit messages. In VANETs, links are period-
ically disconnected to save energy or frequently fail due
to high mobility. Ad hoc networks are decentralized types
of networks that are infrastructure-independent and do not
require any pre-existing infrastructure [46]. The lack of fixed
infrastructure contributes to new research problems, such as
network configuration, device discovery, topology mainte-
nance, ad hoc addressing and self-routing [47]. DTNs are
sub-divided into various categories, discussed below.

Random and probabilistic protocols

In random forwarding protocols, nodes forward data packets
to other nodes that contact them in the first instance. Forward-
ing of packets starts with a random search for the destination.
Sometimes, packets keep on moving within a specific set of
nodes or may reach a dead end. Random forwarding is fur-
ther divided into two categories, i.e., deterministic routing
and stochastic DTN routing. In deterministic routing, knowl-
edge of the current topology is extended future behaviour,
and changes are predicted accordingly. Stochastic routing,
on the other hand, is based on the unknown or randommove-
ment of nodes in which few or no future predictions can be
made. Packet distribution in this scenario is achieved through
random, hop-by-hopmovements with a certain probability of
getting to the destination; i.e., there is no guaranteed delivery.

In random probabilistic protocols, data is sent to the hosts
in a specific order. This particular order is taken into account
for hop counts and data delivery, based on previous encoun-
ters. Maurice et al. [48] proposed a Probabilistic Bundle
Relaying Scheme (PBRS) for a two-hop vehicularDTN. This
scheme probabilistically determines the carrying capacity of
each vehicle according to the suitability of transmitted data
packets. Data Bundles are given to the current vehicles only

if doing so contributes to reducing the mean transit delay.
PBRS is functional with minimal knowledge of the network.

Nidhi et al. [49] proposed a probabilistic relaying scheme
(PRS) that is an extension of PBRS. It includes multi-copy
vehicular DTNs [48]. In PRS, multiple copies are gen-
erated to increase the packet delivery ratio, while giving
more benefits over multi-hop protocols. Transmitting mul-
tiple copies might increase data consumption but increases
the packet delivery ratio. Anders et al. proposed a Prob-
ability Routing Protocol using History of Encounters and
Transitivity (PRoPHET) [50]. This is a probabilistic rout-
ing protocol in which data from past encounters is utilized
to optimize the packet delivery ratio. Better performance is
attained by determining the next suitable hops for given pack-
ets.Distance-basedPRoPHET (DiPRoPHET) [51], enhances
(PRoPHET)’s protocol delivery ratio, as well as covering
message delivery delay issues, by introducing it in a cross-
layer process to retrieve the distance value from the lower
layer and then use it in the upper layer.

Flooding and variance

Flooding is a strategy in which data packets keep replicat-
ing through a sufficient number of nodes until destination
nodes receive them. Network knowledge can be utilized to
select a subset of nodes to create a path and reach the des-
tination. Each node is supposed to retain a copy or multiple
copies of each message to transmit opportunistically. How-
ever, flooding causes network congestion and reduces the
message delivery ratio. It also increases competition for net-
work resources like bandwidth and storage.

Flooding can be classified into Single-Copy (SC) and
Multi-Copy (MC) methods. In the single-copy form, a sin-
gle data packet in the network is forwarded by various
nodes, whereas in multi-copy, replicated data packets are
forwarded through contact-based sharing [52]. Guizhu et al.
[53] proposed a Transfer Utility of Node’s Buffer Schedul-
ing Strategy (BSP) to forward multiple copies dynamically.
Amrita et al. proposed a SeasonalityAware Social (SAS) [54]
forwarding technique that focuses on controlled forward-
ing through modelling contact history between node-pairs. It
focuses on the weighted similarity index through repetitive
contact patterns in realmobility traces via direct connections.

Geolocation-based protocols

Geolocation-based protocols are suitable when the source
knows the coordinates of the destination node [6, 55].

Pierpaolo et al. [56] proposed a Floating Car Data (FCD)
collection protocol for urban scenarios to provide connectiv-
ity through Dedicated Short Range Communication (DSRC)
and cellular communication, such as Long-Term Evolution
(LTE) offloading. Onboard LTE radio modules are consid-
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ered as collecting vehicles. FCD is capable of collecting
data directly from LTEs through individual LTE channels.
In this scenario, delays are increased during dense cellular
traffic. Moreover, Cooperative Awareness Messages (CAM)
are periodically exchanged to report vehicle mobility and
interaction scenarios.

Rui et al. [57] proposed a Gateway Location Awareness
(GLA) scheme. This is a location-aware ranking classifica-
tion that chooses vehicles with a higher tendency to forward
information within a short span, while interpreting nodes
according to moving patterns. GLA is combined with Aging
Social Aware Ranking (ASAR) for improved performance.
ASAR additionally allows the selection of a vehicle with
more frequent connections, rather than selecting one with
little or no connectivity with corresponding vehicles. This
hybrid approach maximizes the data delivery with a lower
data overhead.

Bilgin et al. proposed a Data Collection Mechanism for
smart grids, using Public Transportation Buses (DCMPTB)
[58] while using smart metres and smart grid communication
systems. This protocol is designed to utilize I2V andV2V for
data transfers from smart metres to public buses (I2V) and
then moves from one bus stop to another bus stop through
V2V. The source already knows the following coordinates of
the destination node; i.e., buses know the next bus stop.

Vasco et al. originated the idea of GeoSpray [59], in which
the hybrid approach is designed for single and multiple copy
requirements. It follows asynchronous communication with
the store-carry-forward mechanism. To exploit alternative
paths, GeoSpray starts with a limited number of multiple
copies and then switches towards a forwarding scheme to
take the best possible advantage of all the vehicles in contact.
In other words, GeoSpray uses two schemes in one design to
gain maximum benefit from it.

Movement vector

Movement vectors specify the speed and direction of move-
ment of a vehicle. They are shared by vehicles to update
their current location. Position-based routing protocols use
it to choose the shortest paths with low delays. It also helps
to decide on path re-establishment and whether data packets
should be replicated or not, according to link characteristics
and vehicle mobility. Packets are replicated if a neighbour
moves with high velocity and is close to leaving the group in
a particular region. Packets are not replicated when vehicles
are moving in the same direction towards the destination.

Hyunwoo et al. proposed History-based Vector Routing
(HVR) [60] that allows each node to maintain the vec-
tor information of other encountered nodes, and then this
information is shared to other nodes. While utilizing his-
toric information, nodes start predicting the location of each
packet’s destination to achieve accurate forwarding. Zhao-

jun et al. proposed the Pass and Run protocol [61], which is
specifically designed to protect the privacy of communica-
tion in DTNs. This protocol is tracking-resistant (i.e., does
not allow tracking) and works through addressing the vehicle
location and considering the driving patterns and history of
vehicles to prevent misuse of information. Pass and Run uses
greedy and random strategies to decide whether to submit the
data packet to the RSU or to transfer it to the next vehicle.

A summary analysis of the aforementioned DTN proto-
cols is given in Table 1, based on parameters like End-to-end
delay, Average forwarded messages, Packet delivery ratio,
Packet drop ratio, Recovery strategy, and Effect of traffic
Density. End-to-end delay is the time taken by a data packet to
traverse from a source to destination. It is calculated through
d � N*L/R (Packet of length L over N links with transmis-
sion rate R). ‘Average forwarded messages’ is defined as the
number of messages forwarded at a given time to deliver a
data packet. ‘Packet delivery ratio’ is the ratio of the number
of packets initiated from the source and the number of pack-
ets received at the destination. ‘Packet drop ratio’ calculates
the total number of data packets received at the destination
divided by the number of data packets sent from the source.
‘Recovery strategy’ refers to the capability of the protocol to
respond to unpredictable failure or collapse. Moreover, the
recovery strategy illustrates if a ‘plan B’ exists to deal with
accidental and unusual scenarios. The effect of traffic density
on protocols’ performance is another integral aspect in the
analysis of performance and the success ratio. Traffic den-
sity indicates the number of vehicles present/interacting at a
given time and location (road segment).

From Table 1, it can be seen that low end-to-end delay
yields a high level of forwarded messages, better packet
delivery ratio and low packet dropping ratio. Thus, it can
be concluded that a high ratio of packet delivery indicates
better performance. However, exceptions like Pass and Run
[61], where the packet drop ratio is high, withmedium packet
delivery rate but high average forwarded messages indicate
that different design constraints result in moderate results.
Although the Pass and Run protocol tries to keep delay to a
minimum by transmitting data packets to the nearest nodes,
it does not assure the sender that the packet will be delivered
to the destination in due course, because of unpredictable
paths of vehicles. DTNs are thus better suited for weather
prediction systems, underwater communication and wildlife
monitoring, where some delay is tolerable and the value of
the data and time are equally important; i.e., slight delays are
fine as long as data is securely received in a cost-effective
way.
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Table 1 Summary of delay-tolerant network protocols

Protocol
category

Protocol title End-to-end
delay

Average
forwarded
messages

Packet delivery
ratio

Packet drop
ratio

Recovery
strategy

Effect of traffic
density

Random and
probability

PBRS Low High Medium Medium No High Traffic �
High
queueing
delay

PRoPHET Medium High High Medium Yes High Traffic �
better
performance

DiPRoPHET Low Low High Low No Adaptable to
traffic

Flooding and
variance

BSP Medium Medium High Low Yes Adaptable to
traffic

SAS Low Low Medium Low No No influence of
traffic density

Geo-location FCD Low Medium Medium Low Yes High Traffic �
better
performance

GeoSpray Low Medium High Medium Yes Adaptable to
traffic

DCMPTB Low Low High Low Yes High Traffic �
High data
transmission
time

Movement
vector

HVR Low High High Low No High Traffic �
better
performance

Pass and run Low High Medium High No High Traffic �
better
performance

Best-effort protocols

Best-effort protocols try to achieve the “best” possible attain-
able workload per given time, with a probability of violation
at run time [62]. These kinds of protocols seek to maximize
application benefits by meeting most of the requirements.
They do not claim complete reliability, which is supposed to
be provided by the higher layer protocols, but to deliver pack-
ets towards a destination within designated time constraints.

Hierarchical protocols

Hierarchical protocols are distributed at multiple levels of
clustering, alongwith sub-groups [43, 63]. They tend toman-
age the assigned tasks individually. Data being forwarded to
one group is not necessarily given to another group. These
protocols are applicable for wide-area grouping of vehicles,
where standalone sub-groups can also be set up along with a
Cluster Head (CH). Each CH exchanges the information to
member vehicles in a hierarchy.

Predictive clustering

Predictive clustering utilizes the recent geographic positions,
specific interests and predicted future behaviour of vehicles
to structure a cluster [64]. Clusters and cluster-head selec-
tion are based on predictable movements of vehicles [65],
assigning priorities for controlled access of cluster forma-
tion. Although vehicles keep on changing their positions,
they are somewhat detectable due to the routes of roads [66].
Saliha et al. proposed Fitness Clustering [67] based on rapid
and real heuristics. It primarily targets data dissemination in
emergency cases.

In Fitness Clustering, the original message is optimized
to reduce the number of exchanged packets. It focuses on
making stable clustering by considering parameters like
transmission period, the degree of connectivity, relative
velocity and the lifetime validity of the link. Islam et al.
proposed a Prediction-Based Efficient Clustering Scheme
(MPECS) [68] that uses a Voronoi Diagram to divide the
area into distinct regions and then allow every vehicle to
decide its own longevity and cost the cluster head in its cur-
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rent area. This technique evaluates the vehicle’s impact on
clustering stability and cost, so that more extended cluster
stability comes with minimal overhead and cost.

Intelligence-based clustering Intelligence-based cluster-
ing maintains the hierarchy to eradicate unbalanced cluster
formation by utilizing machine learning and artificial intel-
ligence [69, 70]. In these protocols, CH election is mainly
performed after cluster formation [71]. Neeraj et al. proposed
an Agent-Learning-based Clustering Algorithm (ALCA)
[72] to eradicate the issues related to high density, random
mobility and finding an exact route. Agents learn from the
deployed environment, where neighbouring agents also col-
laborate for information sharing, and estimation of vehicles
is maintained through clustering. The CH is elected through
node density and the direction of vehicle mobility.

Reward or penalty functions are suggested based on var-
ious parameters, such as the agent’s ID, action set, learning
rate, and learning factor. Learning agents decide to increment
or decrement the parametric values through these functions
until maximum values are achieved. Manisha et al. proposed
an intelligent forwarding–based stable and reliable data dis-
semination scheme (IF-BS) [73]. IF-BS works intelligently
to let vehicles decide the next forwarding node by consider-
ing the stability of connecting edges and waiting for metrics.
When the next node is assured from source to destination, less
link disruption occurs, and more data delivery is assured.

Position based clustering In position-based Clustering,
position coordinates of vehicles and CHs are the main con-
sideration for clustering. Cluster structure depends on the
vehicle’s geographic positioning, and its CH is elected based
on priorities associated with vehicle requirements [74]. Sta-
ble CHs are preferred, and their stability is evaluated through
various factors, including amore extended trip of the vehicle,
high speed and proximity to the base station (BS) [75]. These
clusters can manage the rapid movement of vehicles and are
considered a key clustering protocol for VANETs.

Ismail et al. [76] proposed a geographical Clustered Gath-
ering Protocol (CGP)where theCHperforms data collection,
aggregation and dissemination. It then transfers this data to
a sink or BS. CGP uses an opportunistic approach, with a
store-and-forwardmechanism that is usedwhen the next road
segment is empty, and the vehicle has to wait for the CH to
come closer to it. CGP works on single-way communication
and is applicable to single and straightforward road topolo-
gies. However, it is not easy to manage for more extensive
and complex regions. Cluster management overhead is also
a constraint associated with CGP.

Position-based routing can be managed efficiently by uti-
lizing the RSUs, BSs and smart vehicles with internet access
to directly access the servers to reduce the communication
overheads associatedwithV2Vmessaging. Shahab et al. pro-

posed Probabilistic Direction Aware Cooperative Collision
Avoidance (P-DACCA) [77], which estimates the probabil-
ity of a collision based the expected state of nodes. Through
this calculation, an earlywarning is generatedwhen the prob-
ability exceeds a predefined threshold. This factor avoids
upcoming threats of collisions and reduces the number of
collisions, but also reduces communication overhead, as well
as giving low latency.

Zhenzehn et al. proposed the Software-Defined Vehicular
Network (SDVN) [78], the first-ever algorithm that suc-
cessfully utilized cooperative cellular and ad hoc network
accesses for extensive data collection. After SDVN, multi-
ple protocols have been designed and suggested that follow
the same mechanism. SDVN possesses high monetary cost,
but it fulfils the data delivery ratio through a cellular predic-
tive process. It takes a predictive decision based on real-time
network status, rather than empirical knowledge.

Rakesh et al. proposed the Data Relationship Degree-
based Clustering Data Aggregation (DRDCDA) [79], which
is based on universal delegate sensing vehicle selection. This
kind of selection is used as a unique factor to calculate the
vehicle data and then measure a correlation with data from
neighbouring vehicles to perform local cluster formation.

Lane based clustering Lane based clustering protocols esti-
mate the road lanes, based on the traffic flow of vehicles. In
some schemes, it is assumed that each vehicle knows its lane,
while other schemes often consider a virtual lane to assume
lane-based connectivity. The CH is elected based on levels
given in a lane in relation to other lane nodes. For example,
a vehicle with a high lane level will be elected as CH, and so
on.

Mohammad et al. [80] proposed a Lane-Based Clustering
Algorithm (LBCA) as a stable clustering method where each
vehicle identifies its lane using a lane detection system. Lane
analysis is performed using weight-based metrics for right
lane, left lane and no turn. It shows a longer CH lifetime than
the Lowest-ID, Highest-Degree and Utility Function algo-
rithms.

Interest-Based clustering Interest-based clustering utilizes
the area of interest for specified intentions of getting results.
It is a “concern centred” technique that is suitable when data
collection anddelivery is desired for a specified area of partic-
ular interest. It is primarily applicable in emergency scenarios
[81]. For example, from the complete road topology data, it
extracts data where an accident or emergency occurs. Thus,
it achieves high efficiency with low communication costs.

Yaoyao et al. [82] discussed a Partitioning-Based Schedul-
ing (PBS) algorithm that utilizes mobile devices as mechan-
ical information carriers in partitioned networks. PBS stores
the partitioning of nodes and cluster formations in aKD-Tree,
where powerful nodes maintain records [83].
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Tarek presented a hybrid, dynamically allocated resource
policy for quality of service and fair data packet schedul-
ing via a Call Admission Control (CAC) scheme. The CAC
scheme dynamically utilizes vehicles and vehicle density
transmission powers to provide the desired throughput for
real-time communication. The performance of vehicular
communication is enhanced when all stations are consid-
ered greedy to transfer packets. For contention-based channel
access, a back-off mechanism is used to provide fairness
among hostile 802.11p users of the same access category
[84].

Ghada et al. proposed All-Member-Interests-basedMerg-
ing (AMIM) [85], in which decisions are taken for the
benefit of all members of clusters, rather than only con-
sidering the CH. AMIM considers vehicle speed, position
and direction, focussing on Link Expiration Time (LET) and
Signal-To-Noise Ratio (SNR). AMMI works together with
Double-HeadCluster (DHC),where two functioningCHs are
selected to overcome frequent re-clustering. When a Cluster
member loses its connection with its CH, the alternative CH
catches it to carry on processing data delivery in the area of
interest.

Infrastructure-based clustering

Infrastructure-based clustering is about cluster formation
based on a partially defined infrastructure of clusters for the
communication process [86]. Clustering focuses on a low
degree of velocity and high node connectivity for cluster
leadership [65]. CH is elected based on a vehicle’s relative
velocity [87]. This scheme also plays a vital role in prevent-
ing cluster re-ordering when two CHs come within range
simultaneously.

Multi-hop clustering Cluster formation is accomplished
through multiple hop distances, where every node is consid-
ered a maximum of K-hops away from at least one CH [88].
It is significant in extending cluster sizes and reducing the
number of cluster heads. Two primary factors are the number
of K-Hop neighbours and identification IDs. Grzegorz pre-
sented aModifiedMobility-AdaptiveClustering (M-DMAC)
[89] for high-mobility nodes,where a vehiclewith the highest
neighbouring ratio is selected as CH. M-DMAC is a modi-
fied version of DMAC in which a generic clustering is used,
which is not reliable for dealing with a changed mobility
pattern. M-DMAC focuses on avoidance of re-clustering by
incrementing the stability of clusters through estimating con-
nection time for moving nodes, i.e., freshness checking.

MAC-assisted clustering MAC-assisted clustering uses link-
layer information for cluster formation. The topological
insights available to the link-layer help in selecting CHs
with minimum relative speeds and distances to all neigh-

bours. For instance, a point coordinator (access point) in the
IEEE 802.11 family can be considered as a CH. Similarly,
parameters like neighbour count, mean squared deviation in
received signal strengths, and relative distances to the regis-
tered RSUs can be used in a fully distributedMAC.However,
MAC-assisted clustering increases link-level traffic, which
also raises the probability of collisions in contention-based
MAC protocols. Collisions trigger retransmissions at appli-
cation and/or transport layers. As a result, lower transmission
efficiency is achieved. This issue is addressed through the
reduction of channel contention for timely and reliable mes-
sage delivery [87]. In addition, these protocols are less
affected by variation in vehicle speeds [88]. CSMA/CA-
based protocols are inherently designed to wrestle collisions.
In CSMA/CA, every associated terminal should be able to
detect the transmission of all other terminals [91]. However,
not all packets transmitted from different terminals can be
sensed, due to the hidden node problem,mobility, and various
other infrastructure-based obstacles. This factor negatively
affects CSMA’s performance. Increased collisions result in
extended delays, rescheduling of transmissions, data loss,
and wastage of resources. To better utilize CSMA perfor-
mance on VANETs protocols, various modifications have
been proposed that are discussed thoroughly in this section.

Contention-based protocols

Contention-based protocols are flexible and responsive to
the dynamic nature of networks with appropriate intermit-
tent and short message sharing. These protocols are reliable
for sharing safety messages [90]. They allow multiple users
to utilize the same channel without predefined coordination.
Bouziane et al. discussed aDistributedDataGathering Proto-
col (DDGP) [91] that uses vehicles and mobile collectors for
data collection. DDGP enables vehicles to access the channel
in a distributed way, based on their location information. The
efficiency of the protocols is increased by removing expired
and redundant data. A Col packet is sent that contains the
length of the collection area, data packet type, acknowledge-
ment packet, and announcement packet. Data collection is
accomplished through these parameters, along with segmen-
tation and clustering [92]. Two segments, i.e., Collection
Segments (CS) and Silence Segments (SS), increase effi-
ciency. However, these segments cannot deal with hurdles
or blockages in road topology, such as road blockage in acci-
dents.

Contention-free protocols

Contention-free protocols require centralized scheduling
by proper allocation of resources, i.e., time slots, channels
and positioning of nodes, to avoid collision [90]. These
protocols consider time-synchronization of nodes that is
not applicable for large-scale VANETs. It results in slow
responses to distributed networks. For example, multiple
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access techniques, Time DivisionMultiple Access (TDMA),
result in low throughput with collision-free medium access.
Multiple Access Techniques become problematic in low traf-
fic loads due to idle slots [93].

TDMA-based systems encounter issues in the synchro-
nization of nodes due to rapid topology change. Secondly,
changing time slots in a decentralized scenario is also a
tedious task to perform. Hassan et al. proposed a TDMA-
based protocol, VeMAC [94], that exclusively targets hidden
terminal problems through single- and multi-hop broadcast
services at the control channel level. VeMAC eliminates
transmission collisions through excessive node mobility,
which avoids collisions by allocating disjointed sets of time
slots to nodes in opposite directions compared to road-
side units. This characteristic makes VeMAC favourable for
attaining higher throughput at the control channel.

In Frequency Division Multiple Access (FDMA), a
collision-free medium-access technique handles commu-
nication with different radio channels [95]. However, it
increases the cost of sensor nodes, because each channel is
assigned to only one user at a time. Therefore, Alessandro
et al. [96] proposed an orthogonal FDMA-based Obvious
(OBV) protocol that uses carrier frequency and available
bandwidth through control channels. OBV is divided into
segments, or frames, with each frame separated by a con-
tention period (CP) and a contention-free period (CFP). The
CP is retrieved through a contention-based algorithm and uti-
lized to exchange resources to be used in the CFP for data
transmission in the specified resources.

In Spatial Division Multiple Access (SDMA), a geo-
graphical zone is partitioned into multiple divisions and
then mapped to the respective channel. It allows scheduled
access time slots based on a vehicle’s location on the road
topology. Although it does not maximize the usage of avail-
able bandwidth, it is a widely accepted technique for stable
resource allocation for vehicular mobility [97]. However,
SDMAhas the least applicability inmulti-hopmessage deliv-
ery. In SDMA-based protocols, a time slot is given that is also
called the allowed time for a vehicle to transmit data.

Bouziane et al. proposed a Clustered Data Gathering Pro-
tocol (CDGP) [98] that minimizes the extent of collisions in a
highly dense network and enhances the robustness and relia-
bility of data collection. Its clustering technique is based on a
hybrid architecture, a data collection phase throughDynamic
SDMA (D-SDMA) and a retransmission mechanism to han-
dle faulty messages. CDGP comprises three main tasks, i.e.,
propagation of collectionmessages through aRoad SideUnit
(RSU) for initiation of the data collection process; formation
of clusters, along with CH election, in each collection seg-
ment; and a data collection phase. The CH in each segment
allocates a time slot to each block of road containing a vehi-
cle. In the propagation of collectionmessages phase, theRSU
starts the collection process by dispatching a beacon packet

(Col) that contains the RSU position (RSU-POS), length (A),
direction (DC), data type (DT) and validation time (VT).

In the cluster formation process, clusters and CH are
formed within the validation time. Second, if the CH allo-
cates a time slot to an empty block, then the whole duration
of the slot is wasted, thus increasing the waiting time.
Another protocol based on CDGP is Extended Cluster-Based
Data Aggregation (ECDGP) [99]. ECDGP is proposed to be
applicable on DTN, as well as Real-time Scenarios, with
additional features of supporting multiple data types and
aggregation of data before delivering them to the initiator.
Moreover, it offers flexible data collection through aggre-
gation and segmentation. The retransmission mechanism is
developed to ensure reliability.

Wang et al. proposed TrafficGather [100], adapting the
same SDMA concept. TrafficGather divides roads into road
blockswith separate clusters. This protocol allows each vehi-
cle to transmit traffic information at a designated time slot.
The only drawback of this protocol is that TrafficGather is
limited in that a large number of time slots are lost when they
are allocated to empty cells, especially in a sparse network.
Furthermore, the use of a flooding strategy during the last
phase may cause the ‘broadcast storm’ problem.

InDynamic SpatialDivisionMultipleAccess (D-SDMA),
reallocation and retransmission functions for erroneous data
packets are further included [91]. Bouziane et al. [101]
presented a Token-based Clustered Data Gathering Proto-
col (TCDGP) one year after the previous presented CDGP;
TCDGP is meant to overcome gaps in the earlier protocol.

TCDGP is slightly different from CDGP in its function-
alities. It inherits all the characteristics of CDGP and adds
one, i.e., token-based dynamic SDMA (TD-SDMA). In TD-
SDMA, each CH periodically sends a token packet with two
fields: a Block_num of the packet intended for sending and
an Ack field (a single bit) that is used as receipt of data to
retransmit the data in case of error. TCDGP allows reser-
vation of a time slot only for vehicles having data to send,
thus resolving a slot wastage problem. On the other hand, the
TCDGP protocol has more message overhead, due to trans-
mitting a token packet to each block segment to assign time
slots.

Distributed clustering

Distributed Clustering Protocols are designed to control CH
allocation in a distributed environment [102]. In distributed
clustering, the number of links increases with the number of
channels, while making inter-cluster communication more
effective. However, it shows reduced effectiveness in realistic
vehicular speed scenarios, due to high transmission overhead
and low vehicle density situations. Distributed clustering is
also known as decentralized clustering, because of its more
insufficient cluster connection time and cluster stability.
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Inter cluster links initially increase due to overlapping
regions of vehicles, but keep on declining and disconnecting
because of rapid vehicle movement. Transmission efficiency
becomes affected by the rapid vehicle movement and makes
it more decentralized.

Leandros et al. [103] proposed a distributed Spring Clus-
tering (Sp-Cl) scheme for stable clustering. It focuses on
making fewer clusters as compared to other lower ID clus-
tering schemes. Cluster stability is measured through cluster
configuration against vehicle mobility. Nodes keep on join-
ing and leaving the clusters with Sp-Cl dealing with vehicle
transitions among clusters by reducing re-clustering.

Oliveria et al. proposed Adaptive Data Dissemination
Protocol (AddP) [104], a multi-hop broadcasting protocol
that deals explicitly with the high-density area, following
distributed clustering. In AddP, CH is selected based on
vehicles’ position and velocity, thus making relay selection
dependent upon density and distance factors. It dynamically
adjusts the periodicity of beacon messages, while reducing
the communication overhead.

A modified version of AddP is later proposed as Optimal
Adaptive data dissemination Protocol OAddP [105], which
deals with different traffic flow, utilizing prediction-based
decision-making schemes to generate clusters and dissemi-
nate data. Selo et al. proposed a distributed approach based on
Coalitional Game Clustering (CGC) [106] that allows every
vehicle tomake a distributed clusterwith other vehicles based
on coalition value. This value is based on connection lifetime
and speed difference among vehicles. In CGC, distributed
clustering only requires values like link quality and speed of
neighbouring vehicles. This approach helps in achieving a
high SNR with balanced distributed clusters.

Zone-based clustering

Zone-based clustering works based on the highest residual
energy in each zone specified for providing location and
detecting objects for real-time reporting [107]. It is con-
cernedwith the formationof clusters in different zones. These
zones can be formed based on different parameters, i.e., N-
Hop neighbours, interest group, energy, etc. Data acquisition
schemes may vary within zones, outside zones and among
different zones. Clusters are formed based on zone interests.
In zone-based clustering, the clustering process is relatively
controlled, and this ultimately makes the CH election and
packet delivery ratio effective [108].

Abderrahim et al. [109] proposed a Clustering-based,
Multi-metric adaptivemobile GatewayManagementMecha-
nism (CMGM) for aVANET-3G integrated network architec-
ture that further uses the concept ofmobile gateways.CMGM
works for clustering gateway candidates, in which the CH
acts as a gateway to interface VANET with the 3G environ-
ment.

Brendha et al. proposed a Zone-Based Cluster Head for
Routing (CZCHR) [110]. Forwarding collector packets are
generated from one road end to another, based on vari-
ous parameters like buffer queue, length and link lifetime.
Despite sending forwarding collector packets (FCP) in all
nodes in the zone, it follows the traffic-aware technique to
send FCP when the nodes in the zone leave from the current
road to the intersection. This strategy makes it lightweight,
less crowded and energy efficient.

Flat data collection protocols

All nodes connected to a network are treated as equally oper-
ational on a flat topology in flat data collection protocols.
A sink is supposed to receive data from sources through
multi-hop paths [111]. Flat protocols are also known as
homogeneous protocols because all nodes have the same
capabilities. Flat data acquisition protocols can be imple-
mented in small networks because small networks give better
results with a flat topology [112]. Reactive routing protocols
maintain only active routes, unlike conventional routing pro-
tocols. Routes are maintained for the nodes that are currently
being used for sending data packets.

Nodes are supposed to take path information from packet
headers or their internallymaintained routing tables. In larger
and mobile networks, reactive routing is suitable, especially
in VANETs [113]. Anjana et al. [114] proposed a Data Gath-
ering based Routing Protocol (DGRP). Without maintaining
a routing table, it allows the adoption of changes to opt for
the best possible choice by considering Quality of Service
parameters. All routing paths are created through source
nodes present in the network. After collecting all the infor-
mation, source nodes send a query to destinations through
the network system. Complexity and overhead requirements
for a distributed location database service can be considered
as DGRP constraints.

Omar et al. [115] proposed an intelligent Unmanned
Aerial Vehicle Assisted Routing protocol (UVAR) for urban
VANETs. UVAR improvises data routing and vehicle con-
nectivity through an aerial UAV, while targeting the ground
only when the network is poorly dense. Furthermore, UVAR
targets forwarding data packets through aerial vehicles to the
ground reactively to outperform conventional V2V commu-
nications. Thus, it is functional in both environments, i.e., in
the ground for improving data delivery efficiency and in the
sky for transmission of data packets using reactive routing.

UVAR is remarkable in re-establishing communication
links, along with re-linking disconnected road segments.
However, UAVs, despite being efficient, add extra costs for
batteries, fuel, and maintenance. This protocol compliments
UAV-UAV communication and UAV-to-Ground-Vehicles to
retain diverse information about the connectivity status [116].
This additional cost makes it difficult to incorporate UVAR
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as a better solution. Moreover, UVAR does not utilize GPS
information and trajectory calculation during route discovery
and data forwarding.

Boangoat et al. designed a protocol named PROMPT
[117], which is a cross-layer, position-based, delay-aware
communication protocol. PROMPTworks on positions inde-
pendently of vehicle movement and relies on vehicle monitor
information exchange statistics that help in selecting themost
suitable paths. In contrast, proactive protocols are functional
on shortest-path algorithms; these are table-based protocols
and keep all the required information of connected nodes in
tables. Tables are usually shared with neighbouring nodes,
so that every change must be also updated to other nodes
[118]. In VANETs, proactive protocols are not suitable, due
to rapid changes in positioning. Moreover, consumption of
more bandwidth and large table sizes of information make
proactive protocols inappropriate for VANETs.Wassim et al.
proposed a proactive protocol named Adaptive Data Collec-
tion Scheme (ADCS) using 3G/LTE [119]. ADCS being a
proactive protocol, ended up giving a high packet loss ratio.

A summary of Best-Effort Protocols is given in Table 2.
This summary illustrates that best-effort protocols are bet-
ter suited for high traffic density due to their adaptability
to traffic conditions [76–79]. Second, unlike DTN protocols
[48, 51, 60, 61] the average levels of forwarded messages
in best-effort are either low or medium for the majority of
protocols [72, 73, 79, 83, 84, 94, 96, 98–101, 104, 105, 110,
114, 117, 120] but still give a better packet delivery ratio:
this is another positive factor of best-effort protocols. A bet-
ter packet delivery ratio, along with a lower packet drop
ratio, distinguishes them from DTNs. Furthermore, best-
effort protocols are significantly higher performers in terms
of flexibility in adaptability to traffic density. However, a
recovery strategy is less well followed in best-effort pro-
tocols due to the nature of their operations; i.e., they are
neither time-bound nor guarantee reliability. Best-effort pro-
tocols are thus considered suitable when the value of cost and
space are more important than timely and reliable data col-
lection and delivery, as, for example, in retrieving data about
weekly accident cases on a specific road for future traffic
analysis [121].

Real-time protocols

In real-time protocols, the value of data decreases rapidly
with time and limits the tolerable delay [122]. The value of
data is of prime concern because of VANETs’ high depen-
dence on current data to make decisions, to improve user
safety, traffic flows and to assist auto driving. Data delivered
after the designated time is least helpful in rapidly changing
traffic conditions. Outdated or delayed data does not offer the
desired real-time traffic monitoring which is essential aspect

of the smart traffic navigation services currently used by mil-
lions of drivers. Thus, real-time protocols are significant and
better suited for analysing current and live traffic conditions.
In this case, primitive sensor readings are not required to be
stored at the device, reducing storage overhead. However,
data being sent to a network can be relatively large and, thus,
the communication overhead increases. In addition to time
constraints, the diversity of areas for information extraction
and dynamic path selection are also critical factors for eval-
uation. We have categorized the protocols as follows.

Cluster-based protocols

Clustering involves the grouping of nodes according to
density, velocity, position, and geography. Due to frequent
mobility in VANET, clustering algorithms perform dynamic
restructuring of connectivity patterns among neighbouring
vehicles. It works on a few clusters to have more control over
its structure without exceeding a communication overhead.
These protocols work on a virtual backbone infrastructure to
efficiently deliver and collect data in VANETs [11, 123].

Zongjian et al. proposed a Real-time traffic-Information-
aware Data Extraction (RIDE) [122] scheme for satisfying
data collection time constraints. It treats data collection
as a schedule optimization problem and proves it to be
an NP-complete problem. It is a real-time traffic adaptive
data collection protocol that considers the criticality of time
to minimize the data transmission overhead [122]. RIDE
is based on a Dynamic Programming (DP)-based solution
designed to manage small-scale data collection where only a
small number of vehicles are involved. DP gives an optimal
solution in which one problem can be divided into sub-
problems, whose solution can be memorized to substitute
for future values instead of recalculation. RIDE further uses
a Genetic Algorithm (GA) for substantial road segments and
complex situations. GA works by choosing a random neigh-
bour of the source in the next layer. After that, it assigns data
forwarding counts randomly according to the constraints.
The iteration keeps on repeating until it reaches the BS, thus
achieving real-time data collection [122].

Clustering Adaptation Near Intersection (CANI) [85],
uses Online Sequential Extreme Learning Machine (OS-
ELM) to let vehicles continuously learn and update in
real-time to predict behaviour and adapt clustering near inter-
sections to accomplish data collection.

Position-based protocols

In position-based protocols, each vehicle keeps track of its
neighbouring vehicles by periodically sending beacon mes-
sages [124]. It maintains dynamically updatable data storage
at the sink, which causes communication overhead. The
sender traces the position of the destination by utilizing
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coordinates. Salim et al. has explored a Hybrid Bee Swarm
Routing (HyBR) protocol based on a continuous learning
paradigm for maximum data packet delivery with minimum
delay. It combines two routing methods, i.e., topology and
geography-based routing, where the former works through
sending beacon messages where all nodes are informed of
their neighbours and activated links. Each node possesses
its routing table, which contains various routes toward the
desired destination. In the latter case, a fitness function is
given in which optimal route discovery is made by select-
ing mutation operators, parents and crossovers, according to
the geographical information of the vehicles [125]. The main
problems in HyBR are route poisoning and outdated infor-
mation in the routing table.

Ion et al. proposed a protocol named DISCOVER [123]
that collects the data in a large city area using a single net-
work structure, i.e., a multi-hop made up of vehicles only.
DISCOVER is distributed and adapted for different traffic
densities and traffic conditions in a real-time manner. There
are two designated waves, i.e., a forward wave and a reverse
wave. The forward wave is meant for dissemination, and the
reverse wave works for data collection. In this protocol, FCD
works for periodic delivery of vehicular data via the RSU.

Tarek et al. proposed the Secure-Greedy Traffic-Aware
Routing protocol (S-GyTAR) [126]. Real-time traffic eval-
uation is performed to identify malicious nodes and thus
stop them from forwarding data. This protocol continuously
monitors traffic for secure data communication in real-time
scenarios. In S-GyTAR, CH evaluates the trustworthiness
of cluster members through Reputation Model (RM). This
protocol is a modified version of GyTAR (a position-based
protocol) [127], in which data is sent through the network,
intersection by intersection, until it reaches its final destina-
tion. Although a part of this protocol relies on clustering, it
is best suited in position-based protocol due to its ability to
position suspicious vehicles and then stop them from func-
tioning ahead.

Julio et al. presented a Real-Time Adaptive Dissemina-
tion (RTAD) [128] that allows each vehicle to automatically
adopt the best-suited dissemination scheme for specific sit-
uations. RTAD utilizes parameters like vehicle density and
topological characteristics. As a result, more vehicles are
informed through fewermessages, thusmitigating broadcast-
ing storms.

A summary of real-time protocols is presented in Table 3.
In real-time protocols, the levels of average forwarded mes-
sages are relatively high, which ensures guaranteed packet
delivery with a lower packet drop ratio. One of the critical
aspects of real-time protocols is the presence of recovery
strategies in their design that makes them preferable when
dealing with any accidental situation when it is important to
deliver data within a designated time. Real-time data collec-
tion protocols add considerable cost for the functioning of

the network, but facilitate updated, timely, and reliable data
transfers. We can see in Table 3 that end-to-end delay is low
for all protocols, with high levels of forwarded messages.
However, exceptions like [122, 125] exist that give high
packet delivery ratios with low average forwarded messages
and low packet drop ratios. Real-time protocols are now con-
sidered through hybrid and intelligent operational domains
that facilitate low forwarded messages with a better delivery
ratio. [122, 125] are designed based on artificial intelligence
approaches that shift the paradigm gradually from high-cost
protocols to cost-effective protocols.

Another possibility of real-time protocols that can be seen
from Table 3 is their adaptability to deal appropriately with
different traffic patterns. However, real-time protocols can
be compromised occasionally by the packet dropping ratio
[123, 126, 127] and high number of forwardedmessages [85,
123, 126–128], and their high cost, but these protocols can-
not compromise over data delivery. Thus, the packet delivery
ratio cannot be low in real-time protocols to ensure guaran-
teed data delivery within the specified time. These protocols
are ideally considered for defence services and emergency
applications, where the value of data is more critical then
cost.

4-D Functional analysis

A functional framework is designed to analyse data collec-
tion protocols based on four characteristics: node mobility,
protocol class, protocol type and data acquisition initiation,
as illustrated in Fig. 3. We analyse the protocols according to
these four characteristics, as explored inTable 4.Nodemobil-
ity identifies whether a protocol supports static and mobile
sinks or sensors. It has been observed that most of the pro-
tocols follow the pattern of mobile sensor, static sink (MS)
or mobile sensor, mobile sink (MM). Only PBS [83] and Sp-
Cl [103] follow the static sensors, mobile sink (SM) option,
where the mobile data collector takes the data from sensing
points that collect the data from vehicles. No one adopted the
static sensors, static sink approach, as vehicles are in motion,
together with sensors. The next characteristic, titled “proto-
col class”, is used to identify the category of the protocol,
such as flat protocol (FP), hierarchical or cluster-based (CB)
and semi-structured (SST), which are hybrid.

The next characteristic, “Protocol Classification”, iden-
tifies the suitability of the protocol for Real-Time (RT),
Delay Tolerant (DT) or Best-Effort (BE) scenarios as shown
separately in each category. The “Data Initiator” for data
acquisition initiation can detect when the sink node pulls data
as “Sink Pull (PS)” or data is pushed by the source node as
“Sensor Push (SP)”. Most protocols follow the SP approach,
which is adopted to continuously push the sensing data to
central repositories. However, it may cause a bottleneck, and
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Table 3 Summary of real-time protocols

Protocol
category

Protocol name End-to-end
delay

Average
forwarded
messages

Packet delivery
ratio

Packet drop
ratio

Recovery
strategy

Effect of traffic
density

Real-time
clusters

RIDE Low Low High Low Yes Adaptable to
traffic density

CANI Low High High Low No High density,
better
clustering

Real-time
position
based

HyBR Low Low High Low Yes Adaptable to
traffic density

GyTAR Low High Medium Medium Yes Adaptable to
traffic density

DISCOVER Low High High Medium Yes Adaptable to
traffic density

S-GyTAR Low High High Medium Yes High density �
increased
overhead

RTAD Low High High Low Yes Adaptable to
traffic density

Data Initiator 

Protocol Classification 

Protocol Class 

Node Mobility

MM (Mobile Sensor, Mobile Sink)

SM (Static Sensor, Mobile Sink)

MS (Mobile Sensor, Static Sink)

SS (Static Sensor, Static Sink)

SP PS
(Sensor Push) (Sink Pull)

Fig. 3 4-D Functional Framework

data may be lost during transmission in case of congestion.
PS-based approaches are used when the query forwarded to
all sensors is weak, resulting in loss of critical data.

Table 5 explores a comparison of data collection proto-
cols that are categorized as DTN, BE or RT. It explores
the system model, proposed technique, and related metrics.
It shows how a protocol is good in privacy protection, but
not energy-efficient, and similar combinations of advantages

and limitations. We also consider efficiency, latency, motion
estimation, area of application, environment, and mecha-
nism. It has been observed that the majority of protocols
are designed and tested to be functional in an urban envi-
ronment. This gives irregular patterns, with a high density of
vehicles, along with a high ratio of traffic jams, accidents,
and greater chances of being attacked by malicious nodes.
This is why the urban environment gives a more challenging
environment to newly developed protocols, and thus most
researchers choose it for beneficial results and analysis.

The protocol’s system model or deployment environment
is based on the urban (U) orHighway (H) scenario. In the next
column, we identify the mechanism adopted in the protocol.
Next, the clustering and cross-layer support is identified as
Yes or No. The source of delivery is mostly Vehicle (V),
but other options are Transport Buses (TB), CANI and UAV
in [58, 78] and [115], respectively. It can be noticed that
protocols involved inmulti-tasking andwhich cover multiple
attributes in addition to data collection are likely to be less
energy efficient [49, 56, 59, 115]. This is becausemore energy
is consumed if a protocol is dealing with multiple attributes.

Another critical aspect of the protocols designed in
VANETS is that not every protocol developed for them
uses vehicles as the source for data collection. For exam-
ple, unmanned aerial vehicles [115] and public transport [58]
are relatively new trends to consider for data collection in
VANETs. Next, we explore whether the protocols consider
privacy protection and what type of routing approaches are
used, selecting from Reactive (R), proactive (PR) or hybrid
(HY). In the following column, we note that most of the pro-
tocols adopted the AWS mobility model, and a number of
simulation tools are also presented. Moreover, the protocols
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Table 4 4-D Functional
mapping on data collection
protocols

Protocol category Protocol name Node mobility Protocol
classification

Protocol class Data initiator

Best-effort protocols

Intelligence based ALCA MM BE CB PS

IF-BS MM BE FP SP

Position based SDVN MS BE CB SP

P-DACCA MM BE CB SP

DRDCDA MS BE CB SP

Lane based LBCA MM BE CB SP

Interest based CAC MS BE CB PS

PBS SM BE CB PS

M-Hop M-DMAC MM BE CB SP

MAC (contention
based)

DDGP MS BE CB SP

Mac Assisted
(contention free)

OBV MM BE FP SP

VeMAC MS BE CB SP

CDGP MS BE CB SP

TrafficGather MM BE CB SP

TCDGP MS BE CB SP

ECDGP MS BE CB PS

Distributed
clustering

Sp-Cl SM BE CB SP

CGC MM BE CB SP

AddP MM BE CB SP

OAddP MM BE CB SP

Zone based
clustering

CMGM MS BE CB SP

CZCHR MM BE CB SP

Flat data
acquisition
protocols

SDVN MM BE FP SP

PROMPT MM BE FP SP

DGRP MS BE FP PS

DCMPTB MS BE FP SP

Real-time protocols

Cluster based RIDE MS RT CB PS

CANI MM RT CB SP

Position based HYBR MM RT SST SP

GyTAR MM RT SST SP

DISCOVER MM RT SST SP

S-GyTAR MM RT CB SP

RTAD MM RT SST SP

Delay tolerant networks protocols

Random and
probability

PBRS MM DT SST SP

PRoPHET MS DT SST SP

PRS MM DT SST SP

DiPRoPHET MS DT SST SP

Flooding and
variance

BSP MM DT SST SP

SAS MS DT SST SP

Geo-location FCD MM DT SST SP

GeoSpray MS DT SST PS
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Table 4 continued
Protocol category Protocol name Node mobility Protocol

classification
Protocol class Data initiator

GLA MM DT SST SP

DCMPTB MS DT CB PS

Movement vector HVR MM DT SST SP

Pass and run MS DT SST SP

D
ata

 T
he

ft 

Poor Data Algorithms 

Pseudonym
 Usage 

Fig. 4 Dendrogram of open research challenges for VANETs

are also analysed to present position verification, latency,
and motion estimation support. These matrices are essential

for designing a dependable, optimised, adaptive and scalable
protocol for data collection in VANETs (Fig. 4).
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In Table 5, parameters like Energy Efficiency, Privacy
Protection and Routing Approach are amendable to improve
protocols performance. Energy Efficiency as key component
of data collection protocols is relevant to protocol categories
as well. For example, DTN protocols are not energy effi-
cient mostly. This is due to the fact that while waiting for the
data to be delivered, vehicles keep on transferring the data to
other vehicles and sometimes retain it to themselves while
using massive memory units. That’s why, energy efficiency
largely compromised over DTN. On the other hand, Best-
Effort protocols are mostly energy efficient in comparison
with DTN and Real-Time protocols, because of their nature
of collecting data only when it is feasible without replicating
and transferring it unnecessarily.

Another critical aspect is, Real-Time protocols are also
energy efficient due to their time bound characteristics. They
generate high targeted average forwardedmessages to reduce
regenerations and avoid keeping data for longer period of
time. Privacy protection is a matter of overall protocol pri-
orities. To save protocol resources and completion time,
researchers avoid privacy protection. That’swhy, irrespective
of category only 12 protocols out of almost 60 protocols has
incorporated privacy protection factor. Routing approaches
are mainly Hybrid, Reactive, and Proactive. The choice of
approach is also based onprotocols need to interactwith other
vehicles and BS. For example, in Table 5, Hybrid, Proactive,
and Reactive are randomly distributed among different cate-
gories.

Layered perspective deals with identification of protocols
on the basis of cross layer, network layer, physical layer,
application layer, and link layer. Majority of protocols are
cross-layer protocols because cross-layer design allows pro-
tocol to share and exchange network information among
different layers. This quality ensure the best route selection
by considering energy consumption as well as other perfor-
mance requirements. Network layer protocols are better in
handling the routing and sending the data between differ-
ent networks. Link layer protocols are operational only on
local network segment (link). Application layer protocols
are mostly shared communication protocols that defines how
application processes among clients and servers.

As per above mentioned discussion, we can interpret the
factor like energy efficiency, routing approach and privacy
protection can be amended, but change in one factor may
result in change of protocol category as well. A protocol
can be converted to energy efficient, but while increasing
efficiency we may limit the delivery time. Hence, changing
DTN or Best Effort to Real-time protocol. Similarly, to add
privacy protection we may need to compromise on time and
efficiency and a Best effort may switched to DTN resultantly.
A slight change in one parameter influence others and create
changes in protocols classifications.

Protocols standardization indicate whether the protocols
have been standardized in industry or just proposed by
academia. 74% protocols are academically researched and
proposed and 26% protocols are practically implemented in
various industrial scenarios and actual cities. Academically
proposedprotocols arewell-supported and tested throughvir-
tual environments created by SUMOandMobisim. Protocols
that are actually implemented as a data collection solution for
real environment of cities/counties are the ones that are indus-
trially standardized. As per stat, there are lesser amount of
protocols that are standardized in industry i.e. 26% and more
protocols are merely proposed in academia.

It is likely that energy and time efficiency is not swiftly
being implemented among actual cities. This trend is
expected to be changed and future may bring more indus-
trially supported protocols as interest in smart cities and IoV
based projects are considerably rising. An important factor
related to standardization is lack of standardizing bodies.
There are few standardization bodies i.e. Internet Engineer-
ing Task Force (IETF) that work for internet routing protocol
standardization criteria and document internet standards for
routing criteria. There are no prominent VANETs standard-
ization bodies as such that particularly deals with Intelligent
Transport systems, VANETs and particularly data collection
protocols for VANETs. Protocols that are implemented in
cities and counties are approved through IETF, IEEE and
related umbrella standardization bodies.

Open research challenges

VANETs have drawn remarkable interest in both industrial
and academic sectors due to their potential applications and
services. The boom in self-driving cars and other prediction-
based traffic services has significantly increased the demand
for improvement in VANETs. However, locating vehicles’
positioning, maintaining, and interpreting an exact view of
the entire network, a high number of nodes, rapidly chang-
ing node mobility, swift topological changes, and frequent
network disconnections add potential challenges in the area
of VANETs.

Designing energy-efficient and cost-effective communi-
cation approaches for data collection is a dire need at this time
[142, 143]. VANETs are challenging for data communication
because of frequent node disruptions, high node density, and
limited infrastructure availability to cope with the change
[144, 145]. Furthermore, the intervention of suspicious and
malicious vehicles affects normal vehicle operations in terms
of data collection and makes it a critical task [146]. Data is
collected from all kinds of vehicles together, raising authen-
ticity concerns and adding doubt in analysing it. Therefore,
different protocols are being designed nowadays to meet the
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challenging data communication needs in the best possible
manner [147].

When a protocol is developed, researchers focus on sin-
gle or multiple objectives. Some of them focus on making
lightweight protocols, and others target energy efficiency to
save considerable space. It is nearly impossible to incorporate
all the desirable factors in one protocol without compromis-
ing any of the factors of storage, time or efficiency. In other
words, there are always trade-offs.

Other challenges include geographical mapping and
addressing, risk management and trust analysis, data con-
firmation and authenticity evaluation, inter-vehicular and
intra-vehicular communication baselines, reliability checks,
data prioritization, addressing andmonitoring issues, privacy
and anonymity, real-time changes and protocol competency
to deal with real-time changes and so on. The challenges are
infinite and exploit different parameters, making VANETs
vulnerable to various attacks. A few of the latest and most
crucial research challenges are discussed here.

Hardware hacks

VANETs are directly and indirectly dependent on hardware,
as vehicles use hardware-based sensors for speed, temper-
ature, location and various other devices for monitoring
and security purposes. Manipulation of sensors by hardware
hackers might alter actual and real-time data to deliver fabri-
cated information to alter planned routes and affect vehicles’
navigation for effective data communication.Attackers find it
easy to exploit hardware along the path of the data to the desti-
nation; it passes through various nodes assisted by hardware,
thus creating chances to over-write it. Hardware authenti-
cation is challenging in VANETs because of the millions
of hardware devices involved at any given time. Data trust-
worthiness becomes complicated when an infinite number of
devices communicate concurrently to effect the desired data
collection. Hardware hacks for safety–critical systems are
even more critical to handle [148]. Lack of tamper resistance
(intentional causing of malfunctions by users) in sensors and
devices allows exploitation of physical access to system and
vehicular products. Although there are many data protection
techniques for VANETs, energy-efficient hardware protec-
tion from hacks is still an area to be resolved [23].

Delay constraints for data delivery

Due to rapidly changing traffic conditions, data needs to be
delivered within a specific amount of time; updated data is
most credible and valuable for different real-time applica-
tions. Security-based data is especially important to receive
within a certain deadline due to its high sensitivity, costs,
and the risk factors associated with it. The time factor is
incorporated with private data to give the least possible time

for attackers to exploit data authenticity [149]. The contam-
ination of redundant data, along with rebroadcasting, affects
data delivery and leads to unforeseeable delays. Delay is pur-
posefully added through slowmessage propagation to limit or
pause the next data initiation phase, which results in schedul-
ing delays.With redundant, rebroadcasted and outdated data,
come quality compromises and delayed transmissions.

Maliciously induced delays significantly damage traf-
fic routes, causing jams and poor monitoring. Plausibility
checks also occasionally add delays; in other words, while
checking quality reasonability, delay happens.Unidentifiable
encryption, route breakage, accountability issues, encryption
failures and authentication failures are other critical causes
of delays in data delivery. Heterogeneous networks collab-
orating to accomplish data communication is also another
leading aspect of extreme network congestion and network
isolation that requires reconstruction of network scheduling
strategies.

When the desired information takes a more extended
period than expected or exceeds the allowed threshold, this
indicates the theft of data by attackers before it could reach
the required destination [147]. This problem arises in data
communication because of rapidly changing traffic condi-
tions and other factors, such as link disruption or road jams,
resulting in delays in data delivery, thus giving more time to
attackers for data theft. Thedelaying factorsmentioned above
are areas that need considerable attention to fully explore the
desired solution and ensure timely data delivery [144].

Massive datamanagement

A considerable amount of work has been done for data
communication in nearly all possible scenarios, but the man-
agement of the enormous data blocks coming from amassive
number of vehicles that are sending data at high rates per
second is still challenging. Such massive data management
becomes even more complicated with poor identification of
data sources. Unpredictable data sizes, duplicated data, mali-
cious data involvement, andmanipulated data also make data
management a complex task. Duplicated and manipulated
data considerably increase data sizes, adding to the com-
plexity of data handling. Data analysis sometime requires
data rearrangements upon locating, for instance, identifica-
tion spams, broadcasting failures, and unidentifiable data.

Data management with signalling disruptions, intercon-
nected topologies, and complicated cryptographic structures
hinders the smooth functioning of data algorithms. The
exploitation of the data already saved is subject to saving
data in such a way as to avoid data theft, protect saved data
blocks, and allow changing and overwriting data without cre-
ating opportunities for manipulation by potential attackers.
There is a need for algorithms to deal with a massive amount
of data storage units. These concerns are the least answered
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questions and still give researchers space to investigate these
areas to drive potential solutions [150].

Standardization in VANETs

When the term ‘vehicle’ is mentioned in this context, it does
not only indicate a normal car used for personal tasks. The
word ‘vehicle’ is a broader term that includes public buses,
trains, electric scooters, motorbikes, six-wheelers, loaders,
taxis, and ambulances—some of the vehicles better suited for
urban scenarios and some for highways. There are even some
categories of vehicles that are not yet identified; unidenti-
fied vehicle categories with broader and ambiguous contexts
make it complicated to properly define the functionalities
and scope of VANETs. For example, electric two-wheelers
are not allowed on some motorways and big highways. A
taxi might give less link disruption than a privately owned
car that spends less time on the road. What are the standards
for all vehicles to develop a data communication protocol
for variable clustering requirements [77]?. The word ‘vehi-
cle’ itself is a generic and broad term, and standardization
of these small things can significantly impact the design of
protocols and algorithms.

Integrity and data trust

VANETs are highly dependent upon V2V and V2I commu-
nication. At this time, there is a critical need to establish
protocols to resolve data integrity issues in both V2I and
V2V communication [150]. When data is transferred hop by
hop (vehicle to vehicle), datamust be received from source to
destination without any alteration [151]. Malicious vehicles
try to drop or fabricate received data and then send manip-
ulated data without anyone even knowing about suspicious
activities [152].

An efficient and effective detection scheme to deal with
such V2V frauds is needed to handle fabrication and modifi-
cation in a real-time manner, or preferably before it happens
[153]. Data trust can be exploited during data cloud failures,
especially during storage, synthesis, updates and movement.
Data duplication also challenges integrity, alongwith various
other trust management concerns, e.g., localization chal-
lenges, privacy breaches, or anonymity with geographical
addressing.

Traceability and revocation

Extensive and remarkable work is being carried out to catch
malicious and suspicious nodes during data communication,
dissemination, and routing processes [154]. However, the
least focus is given to permanently blocking malicious nodes
from contacting the network again. In other words, protocols
work to highlight malicious nodes, but do they keep data

of those malicious nodes to permanently block their access
to the same network again? Every time a malicious node
is detected and rejected, it has to pass through the same
process repeatedly to get access. Eventually, the protocol
will be detecting it frequently to stop its possible attempt.
Researchers can maintain a database of malicious nodes to
save time, energy, and effort.Moreover, non-traceable packet
transfer with redundant information and re-entry of suspi-
cious nodes makes this area of VANETs yet to be explored
and challenging at the same time.

Concluding notes

VANETs have been critically challenged recently, due to
their extensive applicability in ITS, Internet of Vehicles
IoV and growing interest in smart cities. Data collection
has been a widely studied aspect of VANETs for secure
and smooth communication flows. Data collection protocols
are paramount for ITS and IoV, regarding efficiency, effi-
cacy, time and cost-effectiveness. This paper encapsulated a
detailed overview of data collection protocols based on three
primary categories of VANETs, i.e., DTN, BE, and RT. We
examined these protocols with a structured taxonomy design
to provide broader insight into categories, sub-categories
and relevant supporting examples suitable for data collec-
tion in VANETs. Each technique is thoroughly interpreted
and investigated, based on various evaluative parameters,
such as End-to-End Delay, Packet Delivery Ratio, Packing
Drop Ratio, Average Forwarded Messages, Recovery Strat-
egy, since these parameters affect the success of a VANETs.

Later, we supported our comparative analysis via a 4-D
functional framework comprised of four integral data col-
lection areas, i.e., Node Mobility, Data Initiator, Protocol
Class and Protocol Classification. Our proposed 4-D func-
tional framework can categorize any VANET-based protocol
without requiring researchers to pass through extended liter-
ature readings. Finally, a comparison table of data collection
protocols with different evaluative parameters is provided
to assist users in determining the better choice based on
suitability and credibility. Due to the diversity of data col-
lection protocols, we have mapped them in various general
categories for feasibility and ease of understandability. This
diversity of data collection protocols demands selection cri-
teria based on mechanism adapted, network layers, routing
approach, latency, privacy approach, motion estimation and
sources of delivery used. In this regard, we have performed
an exhaustive categorical comparison to highlight the advan-
tages and disadvantages of data collection schemes under
different metrics, highlighting varying network characteris-
tics.

Moreover, we have included the simulation tools used in
the selected schemes to guide researchers as to the cred-

123



2618 Complex & Intelligent Systems (2022) 8:2593–2622

ibility of other research experimentation. This parameter
enables us to analyse the worth and actual capabilities of
DTN, RT and BE protocols for data collection schemes
associated with VANETs. A three-step analysis (Parametric,
4-D functional and Categorical) allows readers to instantly
identify a protocol’s advantages, disadvantages, operational
benefits, constraints, and other valuable features necessary
to fully understand its domain. Furthermore, we have opted
to mark and highlight every protocol in a tabular format to
avoid lengthy literature reads for researchers. Current open
research challengeswith brief dendrogram is presented in the
last section to broadly specify the barriers and application
gaps of VANETs. These challenges can facilitate researchers
of this area to proposed solution in response to any of the gap
identified. Covered open research challenges deduced after
studying more than sixty data collection protocols to draw
researchers’ attention to unexplored and underserved areas
to bridge various gaps can let us enjoy the full benefits and
services of VANETs.
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