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Abstract
Solving multiobjective optimization problems with interactive methods enables a decision maker with domain expertise
to direct the search for the most preferred trade-offs with preference information and learn about the problem. There are
different interactive methods, and it is important to compare them and find the best-suited one for solving the problem in
question. Comparisons with real decision makers are expensive, and artificial decision makers (ADMs) have been proposed to
simulate humans in basic testing before involving real decision makers. Existing ADMs only consider one type of preference
information. In this paper, we propose ADM-II, which is tailored to assess several interactive evolutionary methods and is able
to handle different types of preference information. We consider two phases of interactive solution processes, i.e., learning
and decision phases separately, so that the proposed ADM-II generates preference information in different ways in each of
them to reflect the nature of the phases. We demonstrate how ADM-II can be applied with different methods and problems.
We also propose an indicator to assess and compare the performance of interactive evolutionary methods.

Keywords Decision making · Preferences · Performance comparison · Many-objective optimization · Interactive methods

Introduction

Multiobjective optimization problems refer to optimizing
multiple conflicting objectives and arise in many application
areas such as engineering, economy, or industry. Usually, no
solution exists inwhich all objectives achieve their individual
optima at the same time. Instead, there exists a set of the so-
called Pareto optimal solutions, at which an improvement in
one objective is only possible at the expense of getting worse
values in, at least, one of the others. All Pareto optimal solu-
tions form the Pareto optimal set.

Pareto optimal solutions are mathematically incompara-
ble, so additional preference information, usually coming
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from a decision maker (DM), who is an expert in the problem
domain, is required to identify the most preferred solution
(MPS) as the final solution. The role of theDM in the solution
process varies depending on the type of multiobjective opti-
mizationmethod [19]. In a priori methods, the DM expresses
her/his preferences before the solution process starts, while
in a posteriori methods, preferences are used in selection
once a representative set of Pareto optimal solutions has been
generated. On the contrary, solution processes with interac-
tive methods consist of iterations, where the DM is actively
involved by directing the searchwith preference information.
(S)he iteratively sees information about the solutions avail-
able, and expresses and fine-tunes or even changes her/his
preference information at each iteration until (s)he is satis-
fied with some of the solutions.

The main benefit of interactive methods is that the DM
can learn which types of solutions are feasible without deal-
ing with large amounts of data at once. At the same time,
(s)he can progressively adjust one’s preferences based on the
gained insight into the problem. Actually, in an interactive
solution process, we can often distinguish two phases [21]: a
learning phase, where the DM explores different solutions to
find a region of interest (ROI) formed by the Pareto optimal
solutions that satisfy her/him the most; and a decision phase,
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where (s)he fine-tunes the search within this ROI to select
her/his MPS.

Over the years, many interactive methods have been
proposed [18–20]. Among them, interactive evolutionary
multiobjective optimization (EMO) methods [4] are suitable
for problems with, e.g., discontinuous and non-differentiable
functions. EMO methods incorporate preference informa-
tion into an evolutionary process to generate a population
of solutions approximating the ROI best by reflecting the
given preferences [18,29]. To find a suitable method among
the many alternatives available, we must test and compare
different interactive methods to understand their potential to
fulfill different needs of the solution process successfully.
However, the quantitative assessment of interactive methods
involving real DMs is not a trivial task due to several rea-
sons [2,16].

It is expensive to involve many DMs with the appropriate
domain expertise to run a sufficient amount of tests. Nat-
urally, DMs learn about the problem during the interactive
solution process, and thus, the order in which methods are
applied affects their performance. To compensate for this,
we would need an even higher number of DMs. A survey
of published comparisons of interactive methods is given in
[2], where the need for characterizing desirable properties of
interactive methods is emphasized. Overall, the survey sup-
ports the need for improved means for comparing interactive
methods.

Overall, it is hard and time-consuming to design exper-
iments with human DMs to compare different interactive
methods due to their subjectivity, learning of the problem,
human fatigue, and other limiting factors. However, to some
degree, comparisons can be conducted without humans.
According to [26],we can divide interactivemethods intonon
ad-hoc and ad-hoc ones depending on whether a value func-
tion can be used to replace the DM or not, respectively. If the
preference information used in the method cannot be derived
from a value function, we need different means for assessing
interactive methods, and this is the focus of this paper. So-
called artificial DMs (ADMs) have been introduced in the
literature to replace the DM and run ad-hoc methods con-
veniently. However, they are suited for methods involving a
single type of preference information.

To thebest of our knowledge, there are only a fewADMs to
compare interactivemethods: [1,3,13,24]. The one suggested
in [13] simulates the learning of a DM by progressively nar-
rowing the angle of a cone, which is defined based on a
pre-defined MPS. In [3,24], ADMs are proposed for com-
paring reference point-based interactive methods (the former
directed at EMO methods). Both of them consist of a pre-
defined steady part that includes an aspiration point initially
set (formed by aspiration levels for the objectives), which
the solution process must converge to and which remains
unchanged, and a current context that evolves based on the

knowledge gained about the problem during the solution pro-
cess. Note that these ADMs are based on a goal point set
initially (anMPS in [13] and an aspiration point in [3,24]) and
their performance highly relies on this point. These ADMs
run each of the methods individually, which means that the
preferences used at each iteration with each of them are dif-
ferent, since they are generated based on the output of every
single method.

We focus here on ADMs for comparing interactive EMO
methods of ad-hoc type. We extend our previous ADM [1],
which was tailored to methods applying reference points, to
compare interactive EMO methods applying different types
of preference information. We call it ADM-II. Both ADMs
are designed to run all themethods to be compared simultane-
ously using similar preference information at each iteration.
Furthermore, these are the first ADMs that generate prefer-
ences depending on the phase (learning or decision) of the
interactive solution process to allow a better analysis of the
performance in each phase.

As said, the main novelty of ADM-II is its ability to gen-
erate different types of preference information, thus clearly
extending the scope of the existing ADMs. Besides a ref-
erence point, the following types of preferences can be
generated: selecting one or several preferred solution(s)
or non-preferred solution(s) among a set of alternatives,
specifying preferred ranges for the objective functions, and
performing pairwise comparisons among solutions. The
further novelty lies in the way preference information is gen-
erated in the decision phase (compared to [1]).

At each iteration, ADM-II generates preference informa-
tion based on the solutions obtained so far by all methods that
are compared. In this way, we adapt the preferences to the
insight gained during the solution process. To perform a fair
comparison, the same computational resources (i.e., number
of function evaluations or generations per iteration) are inter-
nally assigned to each interactive EMO method compared.

To evaluate the performance of a method, we must mea-
sure the quality of the solutions produced at each iteration
taking into account the preferences, and we propose a perfor-
mance indicator for this purpose. This indicator counts the
number of nondominated solutions which are in a composite
front consisting of the nondominated solutions of populations
of all compared methods. This composite front is updated,
while ADM-II is performing iterations. Our indicator mea-
sures the number of nondominated solutionswithwhich each
method has contributed to building the composite front. It
indicates the exploratory potential of each method and its
adaptation capacity to the changes in the preference infor-
mation in each phase. Furthermore, in the decision phase,
the quality (i.e., Pareto optimality) of the final MPS reached
can be evaluated using, e.g., an achievement scalarizing func-
tion [28], which provides a measurement of each method’s
convergence capability. It is important to note that the quality
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of the results obtained depends on the methods themselves,
not on ADM-II.

To summarize, our main contribution is proposing ADM-
II to provide a computational tool to gain deeper knowledge
about the performance of different interactive EMOmethods
without involving human DMs. This means that many repe-
titions can be done in stable conditions. Unlike [1], our ADM
is able to compare methods using different types of prefer-
ences, which has not been done earlier in the literature. Thus,
it can be used to test several interactive methods. We do not
claim that ADM-II can investigate all human biases that can
affect decision making, but ADMs provide good means for
finding viable candidate methods that can be further tested
with humans or directly applied to solve the problem in ques-
tion.

In addition, we demonstrate how ADM-II can be applied
by comparing some interactive EMO methods with a set of
benchmark problems with up to nine objectives. Besides the
new indicator, we also report the number of function eval-
uations used and apply a quality indicator developed for a
priori EMO methods.

The rest of the paper is organized as follows. We present
the background concepts of multiobjective optimization
in “Background concepts”. “Artificial decision maker for
interactive EMO” gives a detailed description of the pro-
posed ADM-II while, in “Computational experiments”, we
demonstrate the performance of ADM-II comparing several
interactive EMOmethods applying different types of prefer-
ence using benchmark problems. Finally, we conclude and
mention future research directions in “Conclusions”.

Background concepts

In general, amultiobjective optimization problem can be for-
mulated in the following form:

minimize { f1(x), f2(x), . . . , fk(x)}
subject to x ∈ S,

(1)

where fi : S → R are the k conflicting objective functions
(with k ≥ 2) to be optimized at the same time. The decision
vectors x = (x1, x2, . . . , xn)T belong to the feasible set S ⊂
R
n , whose images in the objective space, denoted by f(x) =

( f1(x), f2(x), . . . , fk(x))T , are called objective vectors.
Usually, the conflict degree among the objectives makes

it impossible to find a solution where all the objectives can
reach their individual optimum. Therefore, we are interested
in the so-called Pareto optimal solutions, at which no objec-
tive function value can be improved without impairing, at
least, one of the others. Given z1, z2 ∈ R

k , we say that
z1 dominates z2 if z1i ≤ z2i for all i = 1, 2, . . . , k and
z1j < z2j for, at least, one index j . If z1 and z2 do not dominate

each other, they are (mutually) nondominated. Furthermore,
a decision vector x∗ ∈ S is Pareto optimal if there does
not exist another x ∈ S, such that f(x) dominates f(x∗).
The corresponding objective vector f(x∗) is called a Pareto
optimal objective vector. The set formed by all Pareto opti-
mal solutions is called the Pareto optimal set, denoted by
E , and its image in the objective space is referred to as the
Pareto optimal front, denoted by PF. Since we deal here with
EMO methods, they cannot guarantee Pareto optimality, but
we deal with nondominated solutions approximating Pareto
optimal ones.

The ranges of the objective function values in the
PF are defined by the ideal and the nadir points. The
ideal point z� = (z�1, . . . , z

�
k)

T is obtained by z�i =
minx∈S fi (x) = minx∈E fi (x) (i = 1, . . . , k) and contains
the lowest objective function values. The nadir point znad =
(znad1 , . . . , znadk )T can be defined as znadi = maxx∈E fi (x)
(i = 1, . . . , k) and is formed by the highest (i.e., the worst)
objective function values between Pareto optimal solutions.
In practice, the nadir point is usually approximated, since its
computation is difficult as the set E is unknown (see, e.g.,
[9,19,27] and references therein). Alternatively, the DM can
also be asked for the worst possible objective function values
and consider them as the components of the nadir point.

There are different ways of expressing preferences [17,
19,25]. The options available for expressing preferences in
the ADM-II that we propose here are the following:

• Giving a reference point q = (q1, . . . , qk)T , where each
qi is a desirable aspiration value for the objective function
fi (i = 1, . . . , k).

• Selecting p (with p ≥ 1) solutions as the most preferred
ones among a set of solutions. Let us denote them by
PS1, . . . ,PSp.

• Selecting np (with np ≥ 1) solutions as the most non-
preferred (unacceptable) ones among a set of solutions.
Let us denote them by NPS1, . . . ,NPSnp.

• Specifying preferred ranges with desirable values for the
objective functions. We denote by [ f li , f ui ] the preferred
range for the objective function fi (i = 1, . . . , k). As a
result, the preferences are determined by a k-dimensional
hyper-box [ f l1, f u1 ]×· · ·×[ f lk , f uk ] in the objective space.

• Performing pairwise comparisons of solutions, i.e., given
two solutions, the DM decides which one satisfies
her/him the most.

In the literature, there exists a plethora of interactive
methods for solving multiobjective optimization problems
(surveyed, e.g., in [4,18–20,29]). As mentioned in the intro-
duction, the solution process with interactive methods can
often be observed to have two phases aimed at different pur-
poses [21]. First, in the learning phase, the DM explores
the problem to learn about the conflict degree among the
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objectives and what kind of solutions are feasible reflect-
ing different preferences. At the end of this phase, an ROI is
identified according to the DM’s desires. Second, in the deci-
sion phase, (s)he further explores this ROI by progressively
fine-tuning her/his preferences to finally converge to her/his
MPS.

Artificial decisionmaker for interactive EMO

In this section, we describe the new ADM-II for comparing
the performance of interactive EMOmethods. Asmentioned,
ADM-II can handle various types of preference information
such as providing a reference point, selecting either the most
preferred or themost non-preferred solution(s) among a set of
alternative solutions, specifying desirable objective function
ranges, or performing pairwise comparisons. To compare the
methods in a meaningful way, all of them are run simultane-
ously using the same computational resources (i.e., number
of function evaluations or generations per iteration). If all of
the interactive methods being compared use the same pref-
erence type, ADM-II produces the preference information in
the same way for all methods. In case methods utilizing dif-
ferent types of preferences are compared, ADM-II generates
the preferences accordingly and produces the type of pref-
erence information each method expects, but the philosophy
underlying the generating procedure for the different types
is similar.

Internally, our ADM-II follows a different strategy to gen-
erate the preferences at the iterations of eachof the twophases
of the interactive solution process. In the learning phase,
it simulates an exploratory search in the objective space to
inspect possible solutions. To this aim, the preference infor-
mation for each iteration of this phase is generated in a way
that the search is oriented toward the least explored region of
the PF. At the last iteration of this phase, an ROI is found. In
the decision phase, the behavior of ADM-II pursues a finer
search within this ROI to find anMPS. Thus, at each iteration
of this phase, the preferences produced by ADM-II are gen-
eratedwithin the ROI to refine the solutions in it. The number
of iterations carried out in each phase is set at the beginning.
In what follows, we refer to the number of iterations in the
learning and the decision phases by L and D, respectively.
They are parameters of ADM-II.

To generate new preferences depending on the responses
of all the methods, ADM-II makes use of the solutions found
so far by allmethods included in the comparison.At each iter-
ation, the solutions generated by the methods are combined,
and a composite front is formed by deleting the dominated
ones, as can be seen in Fig. 1a. To be more specific, at each
iteration, the composite front is constituted by the nondom-
inated solutions generated so far by all the methods. It is

important to note that no information about the true PF is
required to generate new preferences.

The generation of preferences in ADM-II is based on
dividing the objective space into sub-areas. This is done fol-
lowing the philosophy of the so-called decomposition-based
EMOmethods (like [5]), although any other procedure allow-
ing us to have information about sub-areas of the PF can
also be used in ADM-II. EMO methods of this type usually
decompose the original problem into several sub-problems.
We use this idea to make a distinction between sub-areas of
the PF that have already been explored more or less (i.e., the
exploration degree of the different parts of the PF). Based
on this, we decide how to generate the preferences at each
iteration to guide the search for new nondominated solutions
toward a specific part of the PF.

Let us describe the algorithm designed to divide the com-
posite front into several sub-areas to identify the regions to be
explored at each iteration. Initially, ADM-II creates a set of
reference vectors uniformly distributed along the PF. To do
this, the canonical simplex-lattice design method [7] is used,
as suggested in [5,6]. In this method, the number of reference
vectors that are created is controlled by a lattice resolution,
which is given by

(l+k−1
k−1

)
, where l is a pre-fixed parameter.

Subsequently, at each iteration, ADM-II calculates the angles
between each solution in the composite front and each refer-
ence vector. Then, each solution is assigned to the reference
vector with the smallest angle. Figure 1b depicts an exam-
ple for a bi-objective problem, where two reference vectors
(V1 and V2) and three solutions (S1, S2 and S3) are shown.
Solution S1 is assigned to V1, given that the angle between
S1 and V1 (denoted by β) is smaller than the angle between
S1 and V2 (denoted by α). In the same way, S2 is assigned to
V1 and S3 is assigned to V2.

Once all solutions in the composite front have been
assigned to the reference vectors, ADM-II gets information
about the exploration degree of each region of the PF at the
current iteration by counting the number of assigned solu-
tions to each reference vector. The more solutions assigned
to a reference vector, the best explored the sub-area is, where
the reference vector lies. This information is conveniently
used in ADM-II to generate new preferences at each itera-
tion of the learning and decision phases depending on the
needs, as described in “Preference generation in the learning
and decision phases”.

ADM-II also considers how the interactive EMOmethods
compared reflect the preference information in the solutions
they produce. As described in “Performance evaluation”, it
employs performance indicators that internally consider the
preferences used along the iterations. Furthermore, cumu-
lative indicator values are also computed separately in the
learning and decision phases, since they allow us to evaluate
the performances of the methods in both phases. In addition,
we propose a new performance indicator, called contribution
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Fig. 1 Division of the PF internally performed in ADM-II

to CF, which is obtained as the number of nondominated
solutions each method has contributed to build/extend the
composite front along the iterations.

Algorithm 1 contains the main steps of ADM-II.

Algorithm 1 Main steps of ADM-II
Step 0: Initialize all methods and provide the first preferences ran-
domly.

Step 1: Run all methods with the same computational budget (number
of generations or function evaluations) and the previously generated
preferences.

Step 2: Build or update the composite front using the solutions obtained
by each method until this iteration.

Step 3: Evaluate the methods’ performances taking into account the
preferences used.

Step 4: Generate new preferences for the next iteration based on the
composite front and phase (learning or decision) of the iteration being
performed, according to the strategy designed for each preference
type:

a) In the learning phase, generate the new preferences for the least
explored area of the composite front. At the end of the learning
phase, identify the best explored area as the ROI.

b) In the decision phase, generate the new preferences within the
ROI identified at the end of the learning phase.

Step 5: If a termination criterion is met, terminate the process and cal-
culate cumulative indicator values for each phase. Else, continue with
Step 1.

Preference generation in the learning and decision
phases

As previouslymentioned, in the learning phase, themain pur-
pose of ADM-II is to explore the whole set of Pareto optimal
solutions. Therefore, it progressively inspects the sub-areas

of the PF that have been poorly covered so far. At each iter-
ation of this phase, a set of uniformly distributed reference
vectors on the composite front is first obtained, and the solu-
tions of the composite front are assigned to reference vectors,
as described before. Then, the least explored area of the com-
posite front is determined based on the reference vector that
has the lowest number of assigned solutions. ADM-II gen-
erates preferences for the next iteration to direct the search
for new nondominated solutions toward this region. In the
example of Fig. 2a, V2 would be selected as the vector defin-
ing the least explored area. It should be noted that ADM-II
does not consider the vectorswith no solutions assigned. This
prevents algorithms from being compelled to search for solu-
tions in areas where no solutions exist in the true PF. Once
the iterations corresponding to the learning phase have been
completed (until iteration L), ADM-II finds the reference
vector with the highest number of assigned solutions. Let us
refer to this vector as VD . The part of the PF where the vector
VD is located can be assumed to be the best explored area of
the composite front. Then, the ROI to be explored in detail at
the next D iterations (corresponding to the decision phase) is
formed by the solutions assigned to VD , and the preference
information is obtained at each iteration based on this vector.

As one can note, the way of generating the preference
information in both phases depends on the reference vector
selected. In what follows, we describe the strategy designed
to generate different types of preference information for the
two phases.

Giving a reference point

In the learning phase, the reference vector selected at each
iteration (identifying the least explored area) and the solu-
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Fig. 2 Reference point as preference information in ADM-II

tions assigned to this vector are used to find the location of
the new reference point. For this, the distances of these solu-
tions to the ideal point of the current composite front are
calculated, and the one with the minimum distance (denoted
by |d|) is identified. The next reference point is then located
on the selected reference vector according to this distance |d|.
Figure 2a graphically shows how the new reference point is
generated, which is denoted by q.

At the iterations of the decision phase, reference points
are generated to progressively converge toward the PF by
performing a finer search in the ROI identified at the end of
the learning phase to find anMPS. ADM-II finds the solution
assigned to the reference vector VD with the minimum dis-
tance |d| to the ideal point of the composite front. Then, |d|
allows us to generate the next reference point, as shown in
Fig. 2b. First, we obtain the point labeled as q̄ along the ref-
erence vector VD using |d|, and then, the new reference point
q is generated by applying a perturbation to each component
of this point. For the perturbation, the distance |d̄| between
q̄ and the nearest solution to q̄ from the composite front is
calculated, and then, each component of q is obtained as the
corresponding component of q̄ minus |d̄|. This way of pro-
ducing reference points in the decision phase assures that the
new reference point always dominates the previously gener-
ated points. In practice, this means that the reference points
generated in this phase get progressively closer to the ideal
point as the iterations are performed, since the solutions pro-
vided by themethods,which are used to update the composite
front, progressively converge to the PF.

It is noteworthy that theway of generating reference points
in the learning phase is similar to the procedure designed in
the previous ADM [1]. Nevertheless, in the decision phase,
the behavior of ADM-II for producing new reference points

is totally different from [1] (where the reference points gen-
erated in this phase always lie on the reference vector VD of
the ROI being explored).

Selecting the preferred solution(s)

At each iteration of the learning phase, the most preferred
solution(s) are selected among the solutions assigned to the
reference vector of the least explored area. First, the distance
of each solution to the ideal point of the current composite
front is calculated. Then, all the assigned solutions are ranked
in descending order according to their distances to the ideal
point, and the first p solutions are selected as the most pre-
ferred solutions PS1, . . . ,PSp. It may happen that ADM-II
has to find a higher number of preferred solutions than the
number of assigned solutions to the selected reference vector.
In this case, the reference vector of the second least explored
area is found, and ADM-II selects the necessary number of
preferred solutions from the solutions assigned to this vector,
in a similar way, based on their distances to the ideal point.

In the decision phase, ADM-II selects the most pre-
ferred solutions in a similar way, considering the solutions
assigned to the reference vectorVD (which represents the best
explored area at the end of the learning phase). If the number
of assigned solutions to VD is lower than the required number
of preferred solutions, the remaining preferred solutions are
the closest ones to VD based on the angle values, even if these
solutions are assigned to other reference vectors. Since the
purpose of ADM-II is to refine the search for solutions in the
ROI defined by VD , we provide the preference information
within this ROI and near to it if needed.

This preference generation in the learning phase is exem-
plified in Fig. 3a, where V3 is the vector representing the least
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Fig. 3 Selecting the p most preferred solutions as preference information in ADM-II

explored area (since it has the least number of assigned solu-
tions). If only one preferred solution is required by a method,
PS1 is the one selected given that it is the closest one to the
ideal point. If a method expects two preferred solutions, then
PS1 and PS2 are selected. If, e.g., four preferred solutions
have to be selected, as V3 has only two assigned solutions, the
reference vector V1 is found as the second least explored area.
Then, the remaining preferred solutions are chosen among
the ones assigned to V1 based on their distances to the ideal
point. In this case, besides PS1 and PS2, solutions PS3 and
PS4 are chosen as preferred solutions.

The behavior in the decision phase is shown in Fig. 3b.
If a method expects, e.g., four preferred solutions, ADM-II
selects the three solutions assigned to the reference vector of
the best explored area (V2 in this case), and the solution PS4
(even though it is assigned to V1), because it is the one with
the smallest angle to V2.

Selecting the non-preferred solution(s)

For finding non-preferred solutions, we follow a similar pro-
cedure to the previous one, but select the most unwanted
solutions, so that the methods would not converge to the
regions where unwanted solutions are. At each iteration of
the learning phase, ADM-II finds the reference vector of the
best explored area (with the highest number of assigned solu-
tions). Then, the non-preferred solutions are found among
the solutions assigned to this vector. In this way, in the learn-
ing phase, ADM-II avoids producing more nondominated
solutions in the best approximated area, so that the regions
with fewer solutions are emphasized. On the other hand, at
each iteration in the decision phase, ADM-II selects as the

non-preferred ones the solutions with the largest angles to
the reference vector VD representing the ROI that is being
explored. This means that ADM-II avoids selecting the solu-
tions outside the ROI or the furthest ones from VD .

Figure 4a represents a case where a method expects the
two most non-preferred solutions in the learning phase. As
shown, NPS1 and NPS2 are selected among the solutions
assigned to the vector V2 associated with the best explored
area.With this,ADM-II avoids gettingmore solutions around
V2 by selecting NPS1 and NPS2 as non-preferred solutions,
because the region where V2 is has already been explored. In
this way, ADM-II seeks to search for solutions from the least
explored areas, which is the purpose of the learning phase.
In Fig. 4b, the solutions selected in the decision phase are
shown. In this case, V2 is the vector that represents the ROI.
NPS1 and NPS2 are the furthest solutions from V2, based on
the angles to this vector, and ADM-II chooses them as the
two most non-preferred solutions.

Specifying preferred ranges

To generate preferred ranges for objective functions, first,
ADM-II generates a reference point q as indicated in “Giving
a reference point”, depending on the phase in question. Then,
the ranges are calculated at each iteration by perturbing the
components of q using the distance |d̄| of the nearest solution
of the composite front to q. That is, for every i = 1, . . . , k,
the desirable range for the objective function fi is defined as
[qi − |d̄|, qi + |d̄|], where qi is the component i of q. This
is illustrated in Fig. 5.
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Fig. 4 Selecting the np most non-preferred solutions as preference information in ADM-II

Fig. 5 Specifying desirable objective function ranges as preference
information in ADM-II

Performing pairwise comparisons

For pairwise comparisons, ADM-II compares the solutions
generated by each method in the following way. At each
iteration in the learning phase, the solution that is finally
chosen is the one with the minimum angle to the reference
vector of the least explored area. On the other hand, at each
iteration in the decision phase, from the two ones provided
by the method, the solution with the minimum distance to
the ideal point of the composite front is chosen.

Figure 6a illustrates the comparison of solutions in the
learning phase, where solution S1 is selected rather than S2,
since it has the smallest angle to V3 (which represents the

least explored area). In Fig. 6b, we show the behavior in the
decision phase. Between S1 and S2, ADM-II selects S2, since
it is closer to the ideal point.

Performance evaluation

To evaluate the performance of methods aimed at gener-
ating solutions reflecting preferences, it is not enough to
quantify the convergence (closeness to the PF) and diver-
sity (spread over the PF and uniformity among solutions)
among the nondominated solutions obtained. Basically, this
is the information that is assessed by commonly used per-
formance indicators of (a posteriori) EMO methods [15].
However, when preferences are considered, the performance
should also be assessed regarding the ROI defined by the
preferences.

Moreover, ideally, aspects in relation to the interaction
with the DM should also be considered to evaluate the
performance of interactive methods. Indeed, besides eval-
uating how well each method obeys the preferences (i.e., the
method’s ability to generate solutions reflecting the different
preferences), the quality of the solutions generated should be
measured differently in the two phases of the solution pro-
cess, since they have different goals. In the learning phase,
one should measure how well each method responses to the
given preference information at different parts of the PF; and
in the decision phase, how well the method converges when
exploring solutions within a specific ROI.

In the literature, we can find performance indicators for
EMO methods that incorporate preferences given a priori
(before the solution process starts) [12,14,23,30]. However,
to the best of our knowledge, quality indicators for measur-
ing the quality of the solutions found by interactive methods
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Fig. 6 Performing pairwise comparisons as preference information in ADM-II

are not available in the literature, and we propose a per-
formance indicator for this purpose here. This indicator is
named as contribution to CF, and it is aimed at evaluating
the contribution of each method being compared to build the
composite front. That is, our indicator quantifies the number
of nondominated solutions which each method has provided
for building the composite front. The more nondominated
solutions a method has contributed to forming the composite
front, the better the performance of this method is.

Note that the composite front is updated at each iteration,
and it is obtained by merging the nondominated solutions
produced by all the methods. Thus, this indicator offers an
insight into the exploratory potential of each method and its
capacity to adapt the search for new nondominated solutions
toward the area of the PF corresponding to the preferences
used (i.e., the responsiveness of each method for the gen-
erated preference information). Specifically, since ADM-II
generates preference information to explore different regions
of the PF during the learning phase, at the iterations of this
phase, the number of solutions provided by each method
to the composite front reflects its exploration potential. If
one method has contributed with a higher number of solu-
tions than other one(s), we could say that it has a better
exploration capability than the other(s). However, because
ADM-II focuses on finding better solutions in a specific ROI
during the decision phase, the method that provides more
solutions to the composite front in this phase has a stronger
convergence capability than the other(s). Furthermore, in the
decision phase, an achievement scalarizing function, such as
the one in [28], can be used to measure the quality of the final
solution(s) found by each method. This function projects the
final solution to the PF, and one can study the distance to
evaluate its closeness to the PF.

Additionally, ADM-II assesses the performance of all the
methods based on commonly used performance indicators as

follows. Let us denote bymi the value of a performance indi-
catorm at iteration i for a method. For each method, ADM-II
calculates the value of mi for the solution set obtained by
each method at each iteration i . When the solution process
has finished, cumulative indicator values are calculated for
all the methods to evaluate their performance for the learn-
ing and decision phases, separately. The performance in the
learning phase is evaluated as

∑L
i=1 mi , using the indicator

values until iteration L, while the one in the decision phase
is calculated as

∑L+D
i=L+1 mi , with the indicator values from

iteration L + 1 until the end.
Because of the way of generating preferences in the pro-

posed ADM-II, indicators developed for a priori reference
point-based EMO methods can be employed to measure the
performance of interactive methods based on some of the
preference types considered, like methods using preferred
ranges, because ADM-II internally produces a reference
point to generate this type of preferences (see “Specifying
preferred ranges”). We use the R-metric [14] that applies
regular performance indicators to measure the quality of a
set of solutions to approximate the ROI associated with a
reference point. Internally, a parameter � is employed to
control the size of the considered ROI. To be more specific,
we use the R-IGDmetric (i.e., R-metric using IGD), because
it allows quantifying both convergence and diversity of the
solutions and is computationally efficient for problems with
a high number of objectives. The lower the R-IGD value, the
better the quality of the solutions is to approximate the ROI.

Computational experiments

When it comes to choosing themost suited interactivemethod
for a specific problem, assessing and comparing the perfor-
mance of interactive methods are crucial. For this purpose,
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different experiments can be designed using our ADM-II
based on different needs. Here, we demonstrate its appli-
cability and usefulness to assess the performance of several
interactive EMO methods from different perspectives.

We have conducted two separate experiments. In the first
one, we use ADM-II to compare the performance of inter-
active reference point-based versions of the EMO methods
RVEA [5] andNSGA-III [8]. Themain purpose of this exper-
iment is to demonstrate the contributionsmade in comparison
to the previous ADM [1] in relation to the quality indica-
tors. Interactive RVEA (named as iRVEA) was proposed
in [11], and interactive NSGA-III (named as iNSGAIII)
has been implemented in a corresponding way. In the sec-
ond experiment, we compare iRVEA using preferred ranges
and reference points as preference information to illustrate
ADM-II’s ability to handle different types of preferences.
The Python implementations of the aforementioned meth-
ods and ADM-II are openly available under the DESDEO
framework [22] (https://desdeo.it.jyu.fi).

Experimental settings

In what follows, we describe the experimental settings for
the two experiments. We solved the DTLZ1-4 benchmark
problems [10] with 3–9 objectives (k), which implied a total
of 28 different problems. As recommended in [10], for each
problem, the number of decision variables was set as 10 +
k − 1. We provided the same computational budget to all the
methods: 100 generations per iteration. Besides, we used the
parameter values for iRVEA and iNSGAIII proposed in [5]
and [8], respectively.

We used the same parameter values in ADM-II as we
considered in [1] for the ADM proposed there. That is, the
number of iterations for the learning phase was L = 4, the
number of iterations for the decision phase D = 3, and the
lattice resolution 5. However, note that ADM-II can be easily
adapted to test different capabilities of interactive methods
according to the needs. If the method’s responsiveness for
learning purposes is to be assessed, the number of iterations
in the learning phase can be set to a high value. On the other
hand, if the purpose is to evaluate the convergence ability of
interactive methods, one can increase the number of itera-
tions in the decision phase. Furthermore, it is also possible
to apply ADM-II to test the methods in only one phase by
setting the number of iterations for the other one as zero. In
addition, ADM-II can be configured to run multiple phases
in different orders.We have conducted our experiments here,
so that the solution process begins with the learning phase
and continues with the decision phase, which is the typical
order followed in most real-world applications.

Last but not least, to apply the R-metric, we have to set a
value for the parameter �. We set � = 0.3 for the learning
phase and � = 0.2 for the decision phase, as suggested in

[1]. In the R-metric calculation, this parameter is utilized to
specify the ROI based on the reference point provided by the
DM and significantly affects the results. Therefore, we chose
a greater� for the learning phase, because theADM-II is still
exploring, and a slightly lower value for the decision phase,
because the ROI has already been found. However, there is
no widely accepted way to set � in the literature, and further
investigation and sensitivity analysis on this parameter are
required.

To ensure the reliability of the numerical results presented,
we performed 21 independent runs with ADM-II. We used
the same experimental settings for each experiment and each
problem.

Numerical results

As mentioned earlier, in addition to the R-IGD metric, we
evaluate the methods based on the new quality indicator con-
tribution to CF proposed in “Performance evaluation”. This
indicator helps understand the method’s responsiveness to
the provided preference information, which is generated in
ADM-II differently in both phases.

Even though we specified the same budget of 100 genera-
tions per iteration to all methods in the comparison, the actual
number of function evaluations varied among them due to the
way they internally handle populations of solutions. There-
fore, in addition toR-IGDand the proposed indicator, we also
show the number of function evaluations (denoted by FEs)
required by each method to comprehend the actual budget
utilized at every iteration. This information is crucial, since
it tells us more about the methods’ performance when we
combine it with the R-IGD results and the contribution to
CF. For example, if a method has a lower R-IGD value and
contributes with more solutions to build the composite front
using fewer function evaluations, this information indicates
that the method is preferable for that case.

As previously stated, we examine cumulative indicator
values for each phase, which means that we sum the results
of each iteration dedicated to the learning and decision
phases separately. Eventually, we list the mean and standard
deviations of the aforementioned indicator values of 21 inde-
pendent runs at the end of each phase.

iRVEA vs. iNSGAIII

In the first experiment, we compared iRVEAwith iNSGAIII,
both using reference points as preference information. Table
1 shows the mean and standard deviations of the results of
iRVEA and iNSGAIII for both phases (iterations 1–4 for the
learning phase, and iterations 5–7 for the decision phase) on
the DTLZ problems. To save space, we just show in Table 1
the results for 4, 7, and 9 objectives. The rest of the results
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Table 1 Cumulative results of the comparison of iRVEA and iNSGAIII

Problem k Phase R-IGD Contribution to CF FEs

iRVEA iNSGAIII iRVEA iNSGAIII iRVEA iNSGAIII

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

DTLZ1 4 Learning 2.426 0.153 2.418 0.132 94 99 442 74 123,402 21,742 192,000 0

Decision 2.071 0.359 2.059 0.349 273 79 358 4 136,582 6812 144,000 0

7 Learning 2.650 0.204 2.682 0.330 296 21 247 31 171,102 8327 235,200 0

Decision 2.005 0.200 2.093 0.200 266 3 141 74 172,995 5029 176,400 0

9 Learning 2.728 0.201 2.750 0.179 615 38 514 80 425,365 35,933 597,600 0

Decision 1.907 0.155 2.005 0.230 518 2 175 132 441,361 12,085 448,200 0

DTLZ2 4 Learning 0.418 0.289 0.199 0.167 285 35 478 4 119,035 16,010 192,000 0

Decision 0.554 0.540 0.247 0.273 188 114 346 6 85,133 56,111 144,000 0

7 Learning 1.198 0.532 0.602 0.116 246 75 334 4 132,682 30,634 235,200 0

Decision 1.210 0.200 0.543 0.454 134 116 245 3 92,069 77,792 176,400 0

9 Learning 0.657 0.419 0.536 0.233 579 115 650 12 379,611 84,929 597,600 0

Decision 2.061 1.908 0.949 0.419 371 220 490 6 310,989 179,610 448,200 0

DTLZ3 4 Learning 0.178 0.051 0.173 0.055 44 61 470 36 144,331 8773 192,000 0

Decision 0.185 0.415 0.079 0.041 268 86 358 3 126,203 29,540 144,000 0

7 Learning 0.450 0.214 0.457 0.165 269 26 217 31 195,078 11,585 235,200 0

Decision 0.222 0.091 0.324 0.109 259 12 78 34 173,449 12,571 176,400 0

9 Learning 0.610 0.307 0.857 0.464 475 69 495 46 411,815 76,073 597,600 0

Decision 0.327 0.136 0.960 0.807 432 111 225 63 343,458 94,103 448,200 0

DTLZ4 4 Learning 0.255 0.128 0.171 0.179 282 11 482 1 169,013 6052 192,000 0

Decision 0.636 0.437 0.617 0.430 336 8 356 2 142,216 2098 144,000 0

7 Learning 1.267 0.889 0.701 0.151 297 63 330 13 172,607 38,083 235,200 0

Decision 0.747 0.350 0.645 0.354 244 38 248 5 168,479 30,595 176,400 0

9 Learning 0.800 0.254 0.708 0.262 685 8 663 1 537,059 29,818 597,600 0

Decision 1.118 0.325 1.093 0.358 518 1 496 2 438,909 14,570 448,200 0

are available in Table 3 of the Appendix. We highlight the
best results in bold font in both tables.

Since we provided a fixed number of generations to both
methods, the number of function evaluations is proportional
to the population size. For iNSGAIII, there is no standard
deviation in the number of function evaluations, since its
internal procedure always assures the same population sizes,
and its total number of function evaluations varies depending
on the number of objectives of the problems. Because iRVEA
employs adaptive reference vector management, the popula-
tion size varies throughout the solution process, resulting in
a variation of the number of function evaluations.

In terms of DTLZ1 results, iRVEA performed better when
the number of objectives was high, and iNSGAIII had better
R-IGDvalues and contributedmore to building the composite
front with four objectives. However, it consumed more func-
tion evaluations. On the other hand, iRVEA outperformed
iNSGAIII in both R-IGD values and the number of solu-
tions contributing to the composite front for seven and nine

objectives. To attain this, iRVEA consumed fewer function
evaluations making its performance significantly better than
iNSGAIII. The same conclusions can bemade for theDTLZ3
problem.

The R-IGD values reached by iNSGAIII were better than
those of iRVEA for every DTLZ2 and DTLZ4 problem, but
it required a higher number of function evaluations. An inter-
esting observation can bemade for the nine-objectiveDTLZ4
problem. Despite the fact that iNSGAIII had higher R-IGD
values for both phases, iRVEA contributed more to the com-
posite front with fewer function evaluations.

These findings show that the quality indicators employed
serve a variety of purposes and complement one another. In
general, with iNSGAIII, a larger function evaluation budget
is required to ensure the quality of the solutions. On the other
hand, it appears that iRVEA is more efficient in terms of
budget utilization vs. contribution to the composite front.
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Table 2 Cumulative results of the comparison of reference point- and preferred range-based iRVEA

Problem k Phase R-IGD Contribution to CF FEs

iRVEA-RP iRVEA-Ranges iRVEA-RP iRVEA-Ranges iRVEA-RP iRVEA-Ranges

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

DTLZ1 4 Learning 2.762 0.096 2.896 0.152 210 114 177 108 157,746 6878 159,461 24,309

Decision 1.787 0.095 1.775 0.104 349 22 275 126 134,653 6757 167,615 3311

7 Learning 2.916 0.225 3.505 0.336 211 107 312 134 216,973 5618 256,392 21,765

Decision 2.035 0.375 2.025 0.336 200 57 185 142 180,099 5427 187,227 108,020

9 Learning 2.835 0.150 3.637 0.333 577 85 570 238 524,079 31,435 594,523 46,099

Decision 1.983 0.407 1.980 0.367 514 3 449 253 452,580 10,169 460,364 241,346

DTLZ2 4 Learning 0.564 0.421 0.710 0.476 257 99 208 97 100,852 34,106 102,171 43,516

Decision 0.997 0.792 0.879 0.838 131 135 59 59 62,446 61,676 59,605 69,507

7 Learning 0.486 0.216 0.940 0.343 248 62 276 87 136,385 37,755 184,031 45,542

Decision 1.155 1.565 0.897 1.369 177 109 166 99 122,086 73,071 177,301 93,222

9 Learning 0.528 0.274 0.908 0.213 510 142 423 221 341,056 112,124 389,291 180,654

Decision 2.909 2.381 1.562 1.444 222 215 397 231 172,533 162,562 358,663 204,173

DTLZ3 4 Learning 0.234 0.147 0.651 0.338 174 44 44 44 148,334 23,573 110,230 56,902

Decision 0.427 0.643 0.570 0.611 249 134 25 38 107,189 47,229 71,661 70,361

7 Learning 0.525 0.416 1.461 0.447 190 62 233 137 182,259 31,951 225,480 41,383

Decision 0.575 0.969 0.379 0.293 185 74 173 117 158,003 37,831 205,151 49,427

9 Learning 0.369 0.093 1.548 0.587 503 83 374 182 470,856 52,312 466,521 80068

Decision 0.658 0.544 0.330 0.248 323 217 296 150 275,755 184,561 471,451 173,463

DTLZ4 4 Learning 0.182 0.163 0.358 0.111 380 52 263 169 169,891 7496 116,161 56,912

Decision 0.268 0.342 0.313 0.364 318 13 127 40 141,123 3540 139,299 15,072

7 Learning 2.400 2.691 2.989 2.526 212 128 247 141 133,483 82,945 158,791 95,112

Decision 1.469 1.458 1.875 2.312 168 94 241 117 119,533 65,213 199,386 92,390

9 Learning 0.931 0.323 1.618 0.467 684 6 724 148 570,285 11,818 642,717 70788

Decision 0.743 0.346 0.539 0.509 515 3 462 155 446,762 13,336 510,922 59,213

iRVEA with reference points vs. preferred ranges

In the second experiment, we compared reference point-
based iRVEA (denoted by iRVEA-RP) and iRVEA using
preferred ranges (denoted by iRVEA-Ranges). The purpose
is to demonstrate the ability of ADM-II to handle different
types of preferences in the comparative study. The results are
summarized in Table 2. As in the previous experiment, we
report the results for 4, 7, and 9 objectives, while the remain-
ing results are available in Table 4 of the Appendix. In both
tables, we highlight the best results in bold font.

In relation to the R-IGD metric, we can see that iRVEA-
Ranges outperformed iRVEA-RP in the decision phase of
almost all the problems, while iRVEA-RP had better R-IGD
values in the learning phase of most of them. This means
that, on one hand, iRVEA-Ranges exploited and refined the
solutions better in the ROI than iRVEA-RP according to our
experimentwithADM-II. Besides, on the other hand, iRVEA
responded better to the drastic changes in the provided ref-
erence points than those in the provided preferred ranges.

Moreover, iRVEA-RP contributed more to the compos-
ite front than iRVEA-Ranges using slightly fewer function
evaluations in almost all cases, with a few exceptions. How-
ever, when iRVEA-Ranges contributed more solutions to
the composite front, it consumed more function evaluations
than iRVEA-RP. Therefore, a higher allocation of resources
is required to get better-qualified solutions using iRVEA-
Ranges.

With these experiments, we have demonstrated that the
preference generation in ADM-II and the quality indica-
tors introduced support comparing different perspectives of
interactive methods. Before applying interactive methods in
real-world applications, one can utilize our ADM to find
particular methods for various needs. For example, one can
apply iRVEA-RP to support the DM in exploring different
regions of the objective space, gaining insight into the prob-
lem, and understanding the feasibility of preferences. In this
experiment, we have seen that iRVEA-Ranges is more suit-
able to find better solutions in a specific ROI in the decision
phase. However, this was the case for DTLZ problems and

123



Complex & Intelligent Systems (2023) 9:1165–1181 1177

the findings reached may differ in other problems, meaning
that some specific methods may be appropriate for specific
problems with different needs. It should be highlighted that
our intention is not to generalize our findings of methods
compared but rather demonstrate how to apply ADM-II in
various situations. Besides, our ADMdoes not alter the inter-
nal functioning of the interactive methods that are compared,
it just compares them by providing preference information
in a different manner for the learning and decision phases,
separately.

Conclusions

In this paper, we have proposed a novel artificial deci-
sion maker, ADM-II, to compare interactive EMO methods
without involving human DMs. As preference information,
ADM-II can generate reference points, preferred and non-
preferred solutions among a set of solutions, preferred ranges
for the objective functions, and pairwise comparisons. Thus,
it can be used to compare methods utilizing these types of
preferences. It generates preferences using a similar phi-
losophy to allow a fair comparison of interactive methods
handling different types of preference information. Besides,
ADM-II produces the preferences in different ways in the
learning and decision phases of interactive methods to reflect
their different goals in either exploring various solutions or
converging in the region of interest, respectively.

In addition, we have proposed a new performance indica-
tor. It counts howmany nondominated solutions eachmethod
contributes in building a composite front formed by non-
dominated solutions of all methods compared. This indicator
enables the evaluation of different capabilities of interactive
methods. Since the composite front is built and updated after
each iteration, this indicator informs about each method’s
responsiveness to the provided preference information.

Our two experiments have demonstrated the applicability
of ADM-II for different purposes. The benefits of the new
indicator, along with the R-IGD metric and the number of
function evaluations, were shown in the first experiment by
comparing two interactive methods using the same type of
preference information. Furthermore, a second experiment
was conducted to show the potential of ADM-II in generating
different types of preferences. Based on the results of these
experiments, we can say that ADM-II helps to understand
the methods’ ability to respond to the preference informa-
tion provided in the learning and decision phases. Before
involving a real DM in the solution process of real-world
problems, ADM-II can be applied with various candidate
interactive methods, even handling different types of pref-
erence information, and the most suited method(s) can be

found. It is also possible to select some methods based on a
particular preference type to gain insight into the problem in
the learning phase and then apply another method to find an
MPS in the decision phase.

Weusedfixedvalues for the number of iterations dedicated
to the learning and decision phases. In our future research,
we plan to make ADM-II adaptive, so that it automatically
decides when to switch from the learning phase to the deci-
sion phase and when to end the decision phase. Another
important future research topic is to develop new quality
indicators for measuring desirable properties of interactive
methods.
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Appendix

We utilized the DTLZ1-4 problems with a number of objec-
tives ranging from 3 to 9 in the computational experiments.
The results of the comparison of the reference point-based
iRVEA and iNSGA-III methods and the comparison of the
reference point- and preferred range-based iRVEA methods
can be found in Tables 3 and 4, respectively. In both tables,
we highlight the best results in bold font.
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Table 3 iRVEA vs. iNSGAIII: numerical results with 100 generations per iteration for the objectives ranging from 3 to 9

Problem k Phase R-IGD Contribution to CF FEs

iRVEA iNSGAIII iRVEA iNSGAIII iRVEA iNSGAIII

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

DTLZ1 3 Learning 2.502 0.091 2.470 0.119 5 10 418 5 77,863 5871 127,200 0

Decision 1.797 0.147 1.792 0.146 180 49 311 17 91,137 2744 95,400 0

4 Learning 2.426 0.153 2.418 0.132 94 99 442 74 123,402 21,742 192,000 0

Decision 2.071 0.359 2.059 0.349 273 79 358 4 136,582 6812 144,000 0

5 Learning 2.446 0.172 2.396 0.109 269 100 347 147 137,139 45,616 252,000 0

Decision 1.876 0.108 1.846 0.186 333 58 356 27 159,539 29,086 189,000 0

6 Learning 2.516 0.133 2.795 0.326 420 99 253 96 218,453 14,184 302,400 0

Decision 1.875 0.086 1.964 0.156 386 24 280 107 220,743 12,253 226,800 0

7 Learning 2.650 0.204 2.682 0.330 296 21 247 31 171,102 8327 235,200 0

Decision 2.005 0.200 2.093 0.200 266 3 141 74 172,995 5029 176,400 0

8 Learning 2.724 0.114 3.014 0.230 427 31 369 48 268,776 19,937 384,000 0

Decision 2.211 0.263 2.770 0.432 380 1 319 33 286,155 6493 288,000 0

9 Learning 2.728 0.201 2.750 0.179 615 38 514 80 425,365 35,933 597,600 0

Decision 1.907 0.155 2.005 0.230 518 2 175 132 441,361 12,085 448,200 0

DTLZ2 3 Learning 0.173 0.119 0.132 0.056 147 25 422 1 89,746 6321 127,200 0

Decision 0.271 0.492 0.067 0.035 176 65 312 4 68,667 24,823 95,400 0

4 Learning 0.418 0.289 0.199 0.167 285 35 478 4 119,035 16,010 192,000 0

Decision 0.554 0.540 0.247 0.273 188 114 346 6 85,133 56,111 144,000 0

5 Learning 0.949 0.487 0.499 0.398 280 91 501 3 126,647 30,617 252,000 0

Decision 0.766 0.751 0.318 0.332 159 141 364 5 74,435 62,600 189,000 0

6 Learning 0.512 0.324 0.337 0.048 443 80 498 4 202,037 45,378 302,400 0

Decision 0.412 0.269 0.386 0.251 345 50 369 6 191,934 39,591 226,800 0

7 Learning 1.198 0.532 0.602 0.116 246 75 334 4 132,682 30,634 235,200 0

Decision 1.210 0.200 0.543 0.454 134 116 245 3 92,069 77,792 176,400 0

8 Learning 0.680 0.306 0.517 0.076 409 117 469 5 247,429 70,769 384,000 0

Decision 0.458 0.162 0.483 0.243 288 78 349 7 195,865 68,138 288,000 0

9 Learning 0.657 0.419 0.536 0.233 579 115 650 12 379,611 84,929 597,600 0

Decision 2.061 1.908 0.949 0.419 371 220 490 6 310,989 179,610 448,200 0

DTLZ3 3 Learning 0.280 0.241 0.135 0.062 21 25 391 33 86,658 17,667 127,200 0

Decision 0.116 0.070 0.128 0.073 149 111 309 10 83,371 5569 95,400 0

4 Learning 0.178 0.051 0.173 0.055 44 61 470 36 144,331 8773 192,000 0

Decision 0.185 0.415 0.079 0.041 268 86 358 3 126,203 29,540 144,000 0

5 Learning 0.248 0.183 0.353 0.135 121 65 476 52 199,067 30,650 252,000 0

Decision 0.109 0.016 0.081 0.070 347 72 328 94 186,264 7447 189,000 0

6 Learning 0.372 0.046 0.473 0.193 346 70 333 83 231,555 8571 302,400 0

Decision 0.238 0.074 0.225 0.128 385 4 294 99 221,365 9023 226,800 0

7 Learning 0.450 0.214 0.457 0.165 269 26 217 31 195,078 11,585 235,200 0

Decision 0.222 0.091 0.324 0.109 259 12 78 34 173449 12571 176400 0

8 Learning 0.588 0.100 1.017 0.430 357 74 245 44 280,347 45,752 384,000 0

Decision 0.559 0.397 1.246 1.592 299 135 117 48 233,937 104,281 288,000 0

9 Learning 0.610 0.307 0.857 0.464 475 69 495 46 411,815 76,073 597,600 0

Decision 0.327 0.136 0.960 0.807 432 111 225 63 343,458 94,103 448,200 0
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Table 3 continued

Problem k Phase R-IGD Contribution to CF FEs

iRVEA iNSGAIII iRVEA iNSGAIII iRVEA iNSGAIII

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

DTLZ4 3 Learning 0.105 0.029 0.070 0.025 157 31 421 2 107,486 4066 127,200 0

Decision 0.085 0.047 0.077 0.040 222 29 307 6 89,427 3968 95,400 0

4 Learning 0.255 0.128 0.171 0.179 282 11 482 1 169,013 6052 192,000 0

Decision 0.636 0.437 0.617 0.430 336 8 356 2 142,216 2098 144,000 0

5 Learning 0.747 0.748 0.536 0.358 425 83 505 3 224,266 38,507 252,000 0

Decision 0.627 0.404 0.650 0.445 361 45 373 2 186,999 22,702 189,000 0

6 Learning 0.523 0.199 0.471 0.247 484 15 504 2 280,748 3146 302,400 0

Decision 0.554 0.462 0.519 0.460 385 2 376 3 230,480 1674 226,800 0

7 Learning 1.267 0.889 0.701 0.151 297 63 330 13 172,607 38,083 235,200 0

Decision 0.747 0.350 0.645 0.354 244 38 248 5 168,479 30,595 176,400 0

8 Learning 2.260 1.383 0.665 0.089 393 92 483 1 259,205 74,122 384,000 0

Decision 0.842 0.453 0.694 0.476 380 1 360 1 281,918 10,469 288,000 0

9 Learning 0.800 0.254 0.708 0.262 685 8 663 1 537,059 29,818 597,600 0

Decision 1.118 0.325 1.093 0.358 518 1 496 2 438,909 14,570 448,200 0

Table 4 iRVEA-RP vs. iRVEA-Ranges: numerical results with 100 generations per iteration for the objectives ranging from 3 to 9

Problem k Phase R-IGD Contribution to CF FEs

iRVEA-RP iRVEA-Ranges iRVEA-RP iRVEA-Ranges iRVEA-RP iRVEA-Ranges

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean std.

DTLZ1 3 Learning 2.473 0.106 2.604 0.196 150 69 34 52 102,132 11,138 72,373 31,324

Decision 1.859 0.216 1.873 0.203 292 48 64 46 91,521 2117 95,012 20,800

4 Learning 2.762 0.096 2.896 0.152 210 114 177 108 157,746 6878 159,461 24,309

Decision 1.787 0.095 1.775 0.104 349 22 275 126 134,653 6757 167,615 3311

5 Learning 2.780 0.117 2.977 0.180 302 86 234 135 214,526 23,343 225,120 20,445

Decision 2.106 0.241 2.103 0.239 358 59 291 148 189,002 5388 212,499 46,312

6 Learning 2.805 0.127 3.170 0.154 331 75 376 173 262,012 9682 288,029 32,166

Decision 1.959 0.332 1.961 0.291 384 17 352 155 220,375 7395 247,406 96,321

7 Learning 2.916 0.225 3.505 0.336 211 107 312 134 216,973 5618 256,392 21,765

Decision 2.035 0.375 2.025 0.336 200 57 185 142 180,099 5427 187,227 108,020

8 Learning 2.964 0.163 3.627 0.412 347 112 350 244 337,488 26,067 388,893 39,496

Decision 1.953 0.342 2.011 0.277 348 62 203 206 287,031 8905 220,664 189,815

9 Learning 2.835 0.150 3.637 0.333 577 85 570 238 524,079 31,435 594,523 46099

Decision 1.983 0.407 1.980 0.367 514 3 449 253 452,580 10,169 460,364 241,346

DTLZ2 3 Learning 0.195 0.207 0.362 0.195 204 56 62 62 89747 17,216 24,349 22,056

Decision 0.319 0.481 0.881 0.597 192 79 14 5 70,330 28,593 15,228 21,819

4 Learning 0.564 0.421 0.710 0.476 257 99 208 97 100,852 34,106 102,171 43,516

Decision 0.997 0.792 0.879 0.838 131 135 59 59 62,446 61,676 59,605 69,507

5 Learning 0.280 0.190 0.560 0.148 396 59 301 117 169,164 30,901 140,704 66,235

Decision 0.530 0.517 0.751 0.614 309 124 126 96 157,756 61,041 153,731 81,323

6 Learning 0.529 0.337 0.566 0.090 394 118 372 118 188971 62,602 205,655 71,323

Decision 1.689 1.849 1.414 1.583 269 162 242 129 159,317 94,462 195,966 100,939

123



1180 Complex & Intelligent Systems (2023) 9:1165–1181

Table 4 continued

Problem k Phase R-IGD Contribution to CF FEs

iRVEA-RP iRVEA-Ranges iRVEA-RP iRVEA-Ranges iRVEA-RP iRVEA-Ranges

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean std.

7 Learning 0.486 0.216 0.940 0.343 248 62 276 87 136,385 37,755 184,031 45,542

Decision 1.155 1.565 0.897 1.369 177 109 166 99 122,086 73,071 177,301 93,222

8 Learning 0.476 0.267 0.784 0.285 362 55 335 142 209,208 36,673 224,348 104,465

Decision 2.458 2.049 0.969 0.424 182 140 385 180 127,167 99,390 322,144 108,602

9 Learning 0.528 0.274 0.908 0.213 510 142 423 221 341,056 112,124 389,291 180654

Decision 2.909 2.381 1.562 1.444 222 215 397 231 172,533 162,562 358,663 204,173

DTLZ3 3 Learning 0.188 0.237 0.649 0.440 88 44 16 14 91,701 9474 53,486 27128

Decision 0.213 0.305 0.172 0.175 175 102 27 31 71,843 33,198 61,302 41,075

4 Learning 0.234 0.147 0.651 0.338 174 44 44 44 148,334 23,573 110,230 56,902

Decision 0.427 0.643 0.570 0.611 249 134 25 38 107,189 47,229 71,661 70,361

5 Learning 0.464 0.174 1.094 0.667 175 84 155 156 185,903 28,649 140,813 77,061

Decision 0.223 0.291 0.533 0.402 283 113 94 128 157,741 49,214 81,671 93,460

6 Learning 0.707 0.451 1.079 0.273 224 109 157 118 205,280 44,914 209,504 56,752

Decision 0.272 0.120 0.432 0.409 293 85 117 106 171,301 37,604 192,897 114,324

7 Learning 0.525 0.416 1.461 0.447 190 62 233 137 182,259 31,951 225,480 41,383

Decision 0.575 0.969 0.379 0.293 185 74 173 117 158,003 37,831 205,151 49,427

8 Learning 0.732 0.418 1.548 0.675 323 51 260 189 288,271 35,718 354,430 79,190

Decision 0.710 0.873 0.482 0.773 190 154 180 104 154,163 123,620 272,603 125,257

9 Learning 0.369 0.093 1.548 0.587 503 83 374 182 470,856 52,312 466,521 80,068

Decision 0.658 0.544 0.330 0.248 323 217 296 150 275,755 184,561 471,451 173,463

DTLZ4 3 Learning 0.065 0.035 0.634 0.723 258 46 99 97 107,643 2929 50,189 28,180

Decision 0.097 0.052 0.157 0.081 251 19 80 34 90,690 1392 88,773 6430

4 Learning 0.182 0.163 0.358 0.111 380 52 263 169 169,891 7496 116,161 56,912

Decision 0.268 0.342 0.313 0.364 318 13 127 40 141,123 3540 139,299 15,072

5 Learning 0.777 1.239 0.834 0.699 433 109 410 129 212,099 57,517 208,734 63783

Decision 0.577 0.626 0.628 0.537 332 78 134 69 174,246 41,674 146,119 52,942

6 Learning 0.552 0.169 1.101 0.667 500 12 511 97 286,270 13,417 291,382 57,995

Decision 0.657 0.423 0.635 0.489 381 8 319 96 226,506 7408 259,833 11,953

7 Learning 2.400 2.691 2.989 2.526 212 128 247 141 133,483 82,945 158,791 95112

Decision 1.469 1.458 1.875 2.312 168 94 241 117 119,533 65,213 199,386 92,390

8 Learning 1.446 2.097 1.561 1.054 457 141 561 85 343,166 103,225 423,696 70,082

Decision 0.885 0.359 0.664 0.518 368 32 407 113 281,463 27,964 353,865 69,693

9 Learning 0.931 0.323 1.618 0.467 684 6 724 148 570,285 11,818 642,717 70,788

Decision 0.743 0.346 0.539 0.509 515 3 462 155 446,762 13,336 510,922 59,213
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