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Abstract
As one of the hot research directions in natural language processing, sentiment analysis has received continuous and extensive 
attention. Different from explicit sentiment words indicating sentiment polarity, implicit sentiment analysis is a more chal-
lenging problem due to the lack of sentiment words, which makes it inadequate to use traditional sentiment analysis method 
to judge the polarity of implicit sentiment. This paper takes sentiment analysis as a special sign link prediction problem, 
which is different from traditional text-based method. In particular, by performing the word graph-based text level information 
embedding and heterogeneous social network information embedding (i.e. user social relationship network embedding, and 
user-entity sentiment network embedding), the proposed scheme learns the highly nonlinear representations of network nodes, 
explores early fusion method to combine the strength of these two types of embedding modeling, optimizes all parameters 
simultaneously and creates enhanced context representations, leading to better capture of implicit sentiment polarity. The 
proposed method has been examined on real-world dataset, for implicit sentiment link prediction task. The experimental 
results demonstrate that the proposed method outperforms state-of-the-art schemes, including LINE, node2vec, and SDNE, 
by 20.2%, 19.8%, and 14.0%, respectively, on accuracy, and achieves at least 14% gains on AUROC. For sentiment analysis 
accuracy, the proposed method achieves AUROC of 80.6% and accuracy of 78.3%, which is at least 31% better than other 
models. This work can provide useful guidance on the implicit sentiment analysis.

Keywords  Sentiment analysis · Network embedding · Word co-occurrence · Heterogeneous social network · Link 
prediction

Introduction

The unstructured text generated by users, who share feelings 
and express attitudes in social media, contains users' behav-
iors in real life, and forms the sentiment links between these 
users and entities (e.g. commodities, movies or friends). 
These sentiment links between users and entities contains 
a lot of available information, which has been successfully 
applied in many tasks, such as intention mining [1], person-
alized recommendation system [2, 3] and so on.

However, in online social network platforms, the contents 
published by users are usually short sentences, clauses or 
phrases, and because people express their feelings or opin-
ions in various ways, they can use explicit emotional words 
or implicit ones. In this case, it is inadequate to use tradi-
tional sentiment classification algorithms to judge the polar-
ity of sentiment relationship among uses and entities. There-
fore, according to the expression of subjective and objective 
emotion in texts, Liu [4] divides emotion into sub-objective 
opinion and fact-implied opinion, the former is the subjec-
tive statement of emotional tendency or opinion, while the 
latter is the implicit expression of emotion through objective 
statement. Liao et al. [5] defined implicit sentiment sentence 
as “a language segment that expresses subjective emotions 
but does not contain explicit affective words”.

Most current user sentiment analysis literature focuses 
on making a sentiment decision according to users’ text 
descriptions. However, on online social media, most people 
express their attitudes on different entities with very limited 
words (e.g., Sina Weibo, Twitter), where explicit sentiment 
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polarity words are missing. In such cases, the sentiment 
polarity is likely to be hidden and not obvious from the short 
text. Furthermore, different context semantic backgrounds 
can result in different sentiment polarity. In these situations, 
traditional sentiment analysis methods often fail to retrieve 
users’ hidden real attitudes, making it critical to be able to 
capture implicit sentiment, especially sentiment from the 
limited content published by users. Unfortunately, there is 
very little prior work focusing on implicit sentiment analysis 
for online social media. Different from explicit sentiment 
words indicating sentiment polarity, implicit sentiment anal-
ysis task is more difficult mainly because of the following 
reasons:

1.	 From the perspective of linguistic and words, different 
context semantic backgrounds can result in different sen-
timent polarity; and the implied text does not contain 
sentiment words. The above two factors make it chal-
lenging for the bag-of-words model-based text repre-
sentation methods to effectively express the semantics 
of sentences, and the acquisition of semantic features is 
more complicated. In this case, it is unrealistic to extract 
the user's sentiment towards the entity by using the tra-
ditional sentiment classifiers.

2.	 Existing methods [12–14] focus on extracting features 
from discourse information and use the structural rela-
tionship of text data to construct graph, such as word 
co-occurrence, syntactic relationship, and context rela-
tionship and so on, and train classifiers to predict senti-
ment polarity. However, users’ social structure and the 
user-entity-aware information, which exert significant 
impacts on the formation of social networks’ sentiment 
links, are often ignored.

3.	 Network embedding methods aim to learn the low 
dimensional potential representation of nodes in the 
network [20–26], and these methods have achieved sig-
nificant performance in the task of link prediction. How-
ever, most of these methods only focus on predicting 
whether there are links between node pairs, while cannot 
retrieve whether there are negative links or positive links 
between node pairs. So these methods cannot be directly 
applied to the field of sentiment analysis.

Text semantic information and social network informa-
tion are important sources for learning node representa-
tions in the task of implicit sentiment analysis. However, 
there is no relevant research to analyze the hidden sen-
timent polarity expressed by users to entities with very 
limited words in online social networks (such as Sina 
Weibo and twitter). To our best knowledge, this is the first 
work that models sentiment polarity relationship as senti-
ment links between users and entities, and propose a novel 
multiplex network embedding framework based on word 

graph-based text level information and the heterogene-
ous social network information (user social relationship 
network, user-entity sentiment network) to extract nodes’ 
low dimensional embedding representation and further to 
predict the sign of implicit sentiment links.

The proposed MEISP model adopts deep autoencoders 
to map each user structure, sentiment network and text 
structure information into a low-dimensional vector space, 
in this process, nodes’ highly nonlinear representations 
from these three networks can be preserved. The learned 
node representations are fused together by concatenation 
aggregation and nonlinear fusion for further sentiment link 
prediction. First of all, because both the user social rela-
tionship network embedding and the sentiment network 
embedding are equally important to the final representa-
tion, this paper aggregate these two embeddings into a 
final social network level embedding through a concat-
enation function. Then an early fusion method is used to 
fuse the text-based information and social network-based 
information. Through the nonlinear fusion of social infor-
mation and text contents information, a powerful network 
embedded representation learning framework is formed. 
Furthermore, the joint optimization of these components 
can enhance the learning representation performance of 
network nodes, and solves the problem of implicit senti-
ment analysis.

As far as we know, this is the first work that studies both 
social network-based and text-based multiplex network 
embedding for implicit sentiment mining and analysis. The 
main contributions of this work are summarized below:

•	 This paper formulates and elaborates the problem of 
sentiment analysis in social networks, that is, to find the 
sentiment tendency hidden in user comments.

•	 In this paper, the implicit sentiment analysis problem is 
formally defined as a sentiment sign link prediction prob-
lem, which considers the comprehensive context at both 
the text level and the social network relation level. Based 
on this, a holistic sentiment polarity analysis scheme is 
designed to reveal users’ real attitude hidden in short 
texts.

The rest of this paper is organized as follows. Sec-
tion “Related works” reviews the related works from two 
aspects of sentiment analysis and network embedding. Sec-
tion “Problem formulation” introduces the proposed for-
mal definition of the implicit sentiment analysis problem. 
Section “Multiplex network embedding” proposes MEISP 
model and shows how multiplex information network 
embedding is handled to perform implicit sentiment link 
predictions. Section “Experiment” carries out a variety of 
experiments and compared with some well-known network 
embedding methods and sentiment analysis algorithms.
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Related works

Since, this work aims to propose an advanced network 
embedding framework for implicit sentiment analysis, this 
section summarizes related works from two aspects: senti-
ment analysis and network embedding.

Sentiment analysis

Sentiment analysis is one of the most important tasks in 
the field of natural language processing. The existing text-
based studies of sentiment classification can be mainly 
grouped into two categories: lexicon-based and corpus-
based approaches. Lexicon-based approaches mainly use 
the sentiment polarity associated with the sentiment dic-
tionary to calculate the sentiment polarity of each sentence 
or document. Corpus-based approaches [6–8] take senti-
ment classification as a special case of text categoriza-
tion problem, which utilize machine learning methods to 
extract reasonable features from texts and feed them into 
a classifier to predict sentiments. Nowadays, more people 
are used to express their attitudes on different entities in 
online social networks, forming user to entity sentiment 
links. These sentiment links imply positive or negative 
semantics. Most of current user sentiment analysis lit-
erature focuses on making a positive, neutral, or negative 
sentiment decision according to users’ text descriptions. 
And more and more attention has been paid to the task 
of user-entity sentiment analysis. For example, Li et al. 
[9] integrate both named entity information and sentiment 
level information together to form label sequences and 
adopt an approach based on graphical models. Gan et al. 
[10] propose a self-attention based hierarchical dilated 
convolutional neural network for multi-entity sentiment 
analysis. Ding et al.  [11] design an entity-level sentiment 
analysis tool consisting of sentiment classification and 
entity recognition, which can classify issue comments 
into < sentiment, entity > tuples. However, these above 
entity sentiment analysis are mainly rely on text content, 
and all contain explicit words. Compared with explicit sen-
timent analysis, the lack of sentiment words in sentences 
makes the expression of sentiment more euphemistic and 
these traditional sentiment analysis methods often fail to 
retrieve users’ hidden real attitudes, making the implicit 
sentiment analysis more challenging.

Existing works of implicit sentiment analysis mainly 
focuses on the discrimination of implicit sentiment sen-
tences. To capture implicit structures, recent studies show 
promising results by learning word embedding with neu-
ral language models, such as word2vec [41] model. The 
embedded word vector obtained by these methods has 

better representation and reasoning ability in the seman-
tic space and can be used as the input of various deep 
learning models, such as LSTM, and CNN models. Kauter 
et al. [12] propose a new fine-grained method to iden-
tify explicit and implicit sentiment in financial news and 
reviews. Liao et al. [5] propose a multi-level semantic 
fusion method based on representation learning, which can 
learn and fuse three different levels (i.e. words, sentences 
and documents) of features to recognize factual implicit 
sentiment sentences, however, this model is limited by 
grammatical structure. Bi-directionally long short-term 
memory [13] model can effectively capture the semantics 
of long dependent sequences, and assign different weights 
to words in sentences automatically via introduction of 
attention mechanism [14,  15]. Wei et al. [16] propose an 
implicit sentiment classification model based on multi-
polarization orthogonal attention mechanism, which can 
simulate the differences between vocabulary and specific 
sentiment polarity attention effectively, and improve the 
performance of implicit sentiment classification. Zuo et al. 
[17] propose a context-based heterogeneous graph convo-
lution network model, which first regards the context of 
the whole document as a heterogeneous graph to maintain 
its dependency structure, and then employs graph convolu-
tion network to obtain the features of implicit sentiment 
sentences and context.

However, existing implicit sentiment analysis often 
faces three major challenges: (1) there is a lack of sentiment 
words; (2) the words are relatively objective and neutral; 
and (3) the words’ sequences, co-occurrence relationship 
are neglected. The traditional bag of words-based models, 
however, can neither accurately capture the meaning and text 
structure of words in the text, nor effectively represent the 
semantics of a sentence. In addition, since words are organ-
ized into text content by forming phrases, sentences and so 
on to express users' opinion and the different positions of 
words in a sentence will have a great impact for a detailed 
understanding of the text.

Graph-based text representation method is one of the 
effective methods to solve the above problems. In the graph, 
nodes represent features and edges represent the relationship 
between different nodes. Although there are various graph-
based text representation models, such as word graphs and 
ngram-graphs [18], to better capture the inherent character-
istics of text in social media, this paper uses word co-occur-
rence graph to represent the relationship between words in 
short text content.

Representing the text in a graph structure that considers 
all the information for sentiment classification has achieved 
excellent performance and has attracted considerable atten-
tion in recent years. For example, Bijari et al. [19] propose 
to represent sentences via graph scheme and Node2vec 
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embedding is used as feature learning algorithms to extract 
the text features. Zhao et al. [20] design a bidirectional 
attention mechanism with position encoding to capture the 
aspect-specific representations. Gui et al. [21] propose to 
build a heterogeneous network by constructing the relation-
ship among words, users and products.

On social networks, users with similar hobbies and 
concepts often form personalized social communities. For 
example, Xiao et al. [22] and Zhao et al. [23] both consider 
user structure and model the social relationship of users. In 
addition, part of the sentiment prediction work also con-
siders user-product-aware information, for example, user 
product neural network (UPNN) [24], user product attention 
(UPA) [25], user product deep memory network (UPDMN) 
[26] and hierarchical user attention and product attention 
neural network (HUAPA) [27] have achieved excellent per-
formance in sentiment analysis by considering internal and 
external connections of users and products.

These above researches demonstrate that both the repre-
sentation of a text in a graph structure, user social structure 
and the connections between users and entities are effective 
for sentiment analysis and opinion mining. These studies 
inspire this work to take into account both aspects in the 
proposed framework.

Network embedding

The purpose of network embedding is to represent high-
dimensional and sparse vector space with low dimensional 
and dense vector space. The learned features can be used 
in machine learning tasks such as classification, regression, 
clustering and so on. Network embedding methods mainly 
include matrix eigenvectors calculation-based methods and 
neural network-based methods. Locally linear embedding 
(LLE) [28] and Laplacian Eigenmaps (LE) [29] are con-
ventional matrix eigenvectors calculation-based methods. 
Nowadays, neural network-based embedding methods, such 
as DeepWalk [30], which inspired by the neural network lan-
guage model Word2vec [31] achieves excellent performance 
and has been widely used. LINE [32] proposes to establish 
the first- and second-order proximity between nodes, and can 
be used in large networks. Node2vec [33] designs a biased 
random walk procedure to learn a mapping of nodes that 
maximizes the likelihood of preserving network neighbor-
hoods of nodes. SDNE [34] uses auto-encoder to capture 
network structures and learn user representations.

The above researches are network embedding models and 
methods. In addition, there are also some literatures focus-
ing on embedding representation algorithms for different 
entities. For example, Zhang et al. [35] propose a new opti-
mization model to capture the hidden relationship between 
item content features for cold-start and content-based 

recommendations. He et al. [36] propose the bipartite graph 
neural network (BGNN), which consists of two central 
operations as interdomain message passing and intra-domain 
alignment to learn the embedding representations of user 
and item nodes. Wang et al. [37] propose SHINE model, 
which utilizes deep neural network structure to learn the 
low-dimensional representation of nodes to predict senti-
ment links between users and celebrities. Yuan et al. [38] 
propose to fuse multi-networks information to learn the 
nodes’ low-dimensional embedding representation for user 
behavior classification.

The above studies on network embedding mainly focus on 
the field of recommender systems and user behavior analy-
sis. The proposed scheme is different from these studies in 
two aspects. First, this work utilizes network embedding to 
address a different problem. In particular, this paper models 
the implicit sentiment analysis problem from special link 
prediction angle and explore user-entity modeling to find 
the implicit sentiment in social network comments. Second, 
this different problem raises new challenges that are not 
addressed in existing studies. In particular, implicit senti-
ment analysis requires the proposed embedding approach to 
be able to capture rich information from different networks, 
such as user social network, user-entity sentiment network, 
and word graph-based text level comments. These networks 
are highly heterogeneous. To address these challenges, a 
novel multiplex network embedding method called MEISP 
is proposed in this work. Specifically, deep neural network 
architecture is introduced for embedding these heterogene-
ous networks, and a multilayer perceptron structure-based 
early fusion method is adopted to fuse the text information 
and social network information. Furthermore, the proposed 
scheme can also extract nodes’ highly nonlinear representa-
tions while preserving the original networks structure.

Problem formulation

To reveal the implicit sentiment polarity of social media 
short text, this paper explores and provides a novel angle to 
integrate user profiles and latent topics from text and social 
network structure, which is different from existing text-based 
methods. Specifically, rather than focusing on word-word 
relationship, the text embedding module processes text into 
graphs and represent each text as a graph of vectors. By 
jointly optimizing the first-order and second-order proxim-
ity in the graph, the proposed text embedding module can 
effectively capture the non-consecutive and long-distance 
semantics. Furthermore, inspired by the theory in sociology, 
we consider that social network information also plays an 
important role in understanding the context and predicting 



3183Complex & Intelligent Systems (2021) 7:3179–3193	

1 3

latent sentiment links. Therefore, beyond text embedding, 
this paper also integrates embedded information from social 
network structures. These implicit structures can signifi-
cantly enrich the input information for sentiment analysis, 
especially for the dominant short-texts published on online 
social networks. In the subsections below, the input and out-
put of the sentiment link prediction task are defined.

Input When predicting user sentiments in social networks, 
it is very complex to build a joint graph model by integrat-
ing user relationships and users’ sentiments on entities. This 
work addresses this challenge by introducing multiplex net-
works embedding to learn the low dimensional vectorization 
representation of nodes in each graph. Through the feature 
learning algorithms, it can pay more attention to the impor-
tant nodes and relationships, while ignoring the unimportant 
nodes and relationships. To extract the node embeddings, 
this paper constructs three kinds of graph network [39] (a) 
word graph (W–W) (b) user social relationship network 
(U–U), and (c) user-entity sentiment relationship polarity 
network (U-E-P).

Word graph

The occurrence, ordering, and positioning of words and the 
relationship between different parts of a text play the most 
important role in determining the sentiment polarity of a 
sentence. Therefore, a first fundamental question is how to 
select an appropriate graph-based text representation models 
to reveal the innate and essential information of a text graph. 
As far as we know, word co-occurrence graph is an effec-
tive way to represent the relationship between one word and 
another in social media comments. This paper defines the 
text graph as GT = (W,E) , where each word in a sentence 
is considered as a node. In the graph GT , if the correspond-
ing words appear simultaneously in the window of k words, 
it can be defined that there is a co-occurrence relationship 
between these words. Generally, 2 to 10 seem to be appropri-
ate according to different experiments. Therefore, this paper 
uses a word graph with a window size of 5.

User social relation network

A user’s social relation connections can measure the local 
relationship of this user and has an indirect impact on his/
her behaviors. Therefore, based on such connections, users 
can be categorized into different communities, which is of 
great significance for analyzing the dissemination of social 
network information. In this paper, the user structure graph 
is denoted as GR = (U,R) , where U =

{
ui
}N

i=1
 is the set of 

users; R =
{
rij
}|R|
i,j∈U

 is user connections, rij can take the value 
of 1 or 0, which denote the user i follow the user j or not.

Sentiment relationship network

In social networks, a large number of users express their 
attitudes towards entities, and this topological relationship 
forms sentiment network. The sentiment network is denoted 
as GP = (U,V ,P) , in particular, U and V  represent users set 
and entities set contained in social media contents, respec-
tively; P =

{
pij
}
i∈U,j∈V

 is sentiment links among users and 
entities node pairs. Each pij can take the value of +1 , −1 or 
0 , which denote sentiment polarity between the user i and 
entity j are positive, negative or unobserved polarity rela-
tionship, respectively.

Output Taking GR , GP and GT as inputs, and through a 
well-designed multi network fusion method to learn the node 
low dimensional representation, and then to predict senti-
ment relation ĜP between uses and entities hidden in user 
comments.

Multiplex network embedding

In this section, we first show the overall framework of 
MEISP model, and then introduce how to extract node rep-
resentations from three networks and learning algorithm in 
details.

Framework

The proposed method consists of two main modules: word 
graph-based text representation module and heterogeneous 
social graph network embedding module.

To capture the implicit text feature hidden in the user 
published content, this paper uses network embedding meth-
ods to learn the low dimensional potential representation of 
nodes in the network. For text representation, first, this paper 
processes text into graphs, and represent each text as a graph 
of vectors. Then, feature learning technology (representing 
the learning stage) is adopted to capture non-consecutive 
and long-distance semantics, and the internal features of the 
word graph-based text representation are determined.

In addition to text content, the topological relationship 
of users to entities forms the explicit sentiment network. 
To capture such information, rather than directly adopt the 
adjacency matrix of user-entity sentiment network, which is 
too long and sparse for further processing, this paper divides 
the original social network into user relationship structure 
network and user entity sentiment network, and learns their 
node embedding representations separately through two dis-
tinct autoencoders. Concatenation operation is then used to 
aggregate these above embeddings into final heterogeneous 
social network representation, since it can preserve more 
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information out of the two types of heterogeneous informa-
tion networks.

Once the word graph-based text embedding and het-
erogeneous social graph network embedding are obtained, 
multiple non-linear layers are stacked to learn better repre-
sentations of data. In this way, the word graph-based text 
modeling can complement the learning of heterogeneous 
social network modeling, realize the seamless integration of 
these two modules. In the following subsections, this paper 
will introduce the proposed MEISP framework in detail. 
Figure 1 shows the work-flow of the proposed framework.

Word graph‑based text representation

 Node embedding representation is the process of vectoriz-
ing the nodes in a graph. In the process of learning represen-
tation, it can focus more on the important nodes and edges 

and ignore the unimportant nodes and edges. In the past 
decades, shallow networks have been used to learn network 
embedding representations and some high performance 
models have been proposed. At the same time, node embed-
ding can be used to reveal the essential information of graph. 
Inspired by the recent success of deep learning, SDNE [34] a 
semi-supervised deep model, which has multi-layer nonlin-
ear functions, has been proposed. The composition of multi-
layer nonlinear functions can map data to highly nonlinear 
space, and by jointly optimizing first-order and second-order 
proximity in the semi-supervised depth model, this method 
can preserve the local and global network structure, and is 

robust to sparse networks. Figure 2 shows the deep neural 
network for text embedding. Next, this paper will discuss the 
workflow of feature learning for graph-based text contents.

Word co-occurrence is the most effective way to represent 
text as a word graph. For a given text T  , this paper defines 
the text as a graph GT = (W,E) , W =

(
w1,w2 ⋯wn

)
 denote 

the node set of vertices, and wi is the i − th vertex in the text. 
If two words appear in a context within a window of size k , 
they are considered to have a word-word relation, and 
E =

{
eij
|||i ∈ W, j ∈ W

}
 denotes the set of edges between 

vertices pairs 
(
wi,wj

)
 , and in this study, k is set as 5.

In this model, the auto-encoder is an unsupervised model, 
which consists of encoder and decoder. The encoder maps 
the input data to the representation space through multiple 
nonlinear operations, while the decoder maps the embed-
dings from the low dimensional potential space to the recon-
struction space through multiple nonlinear functions.

For the i − th vertex, the adjacency matrix si is used as 
input, and each si contains the neighbor structure informa-
tion of vertex i , the representation of each hidden layer  [34] 
is as follows:

After obtaining y(l)
i

 , the output x̂
i
 can get by reversing the 

operation process of the encoder.
The goal of the autoencoder is to minimize the recon-

struction error of the output and input, so the reconstruction 
process can make the vertexes with similar structure have 
similar embedding representation vectors. Therefore, it is 
necessary to use a weighted loss function with a high penalty 
coefficient for non-zero elements. In other words, by recon-
structing the second-order nearest neighbors between the 
vertices to preserve the global network structure. And then 
in order to make the two connected nodes very close in the 
mapping space, we also define the first-order similarity. The 
first order and the second order similarity are denoted as:

where ⊙ is Hadamard product, �i =
{
bi,j

}n

j=1
 . If si,j = 0 , then 

bi,j = 1 , otherwise bi,j = 𝛽 > 1 . The parameter � controls the 
penalty term coefficient of non-zero elements.

The semi-supervised learning method ensures the first-
order similarity and the second-order similarity respectively, 
the minimized objective function of joint optimization is:

(1)y
(1)

i
= �

(
W (1)xi + b(1)

)
,

(2)y
(l)

i
= �

(
W (l)xi + b(l)

)
, l = 2,… , L.

(3)L1st =

n∑

i,j=1

si,j
‖‖‖‖

(
ŷ
(K)

i
− y

(K)

j

)‖‖‖‖

2

2

=

n∑

i,j=1

si,j
‖‖‖
(
ŷi − yj

)‖‖‖
2

2
,

(4)L2nd =

n∑

i=1

‖‖‖
(
x̂i − xi

)
⊙ bi

‖‖‖
2

2
,

Fig. 1   Framework of the MEISP model



3185Complex & Intelligent Systems (2021) 7:3179–3193	

1 3

� is the parameter controlling the first-order loss. The 
representations of word graph network can be denoted as 
hT
i
= y

(L)

i
 . It is note that not all text words contribute equally 

important to the text sentiment, hence, this paper tries to 
learn unified embedding by assigning different importance 
weights to different words. The weight coefficients can be 
calculated as follows:

where the word representation hT
i
 obtained is used as input 

of multi-layer perceptron model, and then get the node rep-
resentation zT

i
,zw is the context word matrix. The final rep-

resentation of the vertex vi is:

Sentiment relationship network

For the given sentiment relationship network GP = (U,V ,P) , 
U and V are user and entity nodes set respectively, sentiment 
polar ity adjacency vector can be denoted as 
xP =

{
pij
|||i ∈ U, j ∈ V

}
 . The sentiment polarity adjacency 

vector xP contains global sentiment information of user i to 
entity j . However, in sentiment prediction task, due to the spar-
sity of adjacency vector xP , it cannot be used as sentiment 
relation directly. Recently, network embedding methods, 
which can learn rich network structure and semantic informa-
tion, has attracted a lot of attention, and motivated by excellent 

(5)

L = L2nd+𝛼L1st

=

n∑

i=1

‖‖‖
(
x̂i − xi

)
⊙ bi

‖‖‖
2

2
+ 𝛼

n∑

i,j=1

si,j
‖‖‖
(
yi − yj

)‖‖‖
2

2
,

(6)zT
i
= tanh

(
WhT

i
+ b

)
,

(7)�T
i
=

exp
�
zT
i
zw

�

exp

�∑W

i
zT
i
zw

� ,

(8)�
T
i
=

W∑

r=1

(
�
i
⋅ hT

i

)
.

performance of deep autoencoder in capturing highly nonlin-
ear network structures via deep models, this paper introduces 
deep autoencoder structure to learn sentiment relationship 
network embedding. In the sentiment relationship autoencoder, 
encoder compresses inputs into potential space representation, 
decoder reconstructs outputs from potential space representa-
tion. Both encoder and decoder are neural network models and 
include multiple nonlinear layers. Figure 3 shows the architec-
ture of autoencoder for user social relation and user-entity 
sentiment network embedding.

Given the adjacency matrix xPi as input, the hidden repre-
sentations of each layer l are:

where WP and bP are the weight and bias in the senti-
ment deep architecture, respectively, �(⋅) is the nonlinear 

(9)xl
Pi
= �

(
Wl

P
xl−1
Pi

+ bl
P

)
, l = 1, 2,⋯LP,

Fig. 2   Illustration of a deep neural network for text embedding

Fig. 3   The architecture of autoencoder for user social relation and 
user-entity sentiment polarity network embedding
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activation function, LP is the number of layers of autoen-
coder. The output of LP∕2 layer �P

i
= x

Lp∕2

Pi
 denotes the sen-

timent polarity network embedding representation, and the 
output of LP layer xLp

Pi
 denotes sentiment reconstruction vec-

tor xPi . In the process of sentiment polarity network embed-
ded representation and data reconstruction, our basic goal is 
to minimize the reconstruction loss between input and output 
data. Therefore, the reconstruction loss term of sentiment 
polarity deep autoencoder is:

where 
(
xP − x̂P

)
 is used to measure the distance between xP 

and x̂P , ⊙ is the Hadamard product and lPij is used to define 
reconstruction weight vector of sentiment link. In other 
words, if there is a sentiment connection between user node 
ui and entity node vj , whether it's positive or negative, this 
paper defines the weight vector lPij = 𝛾 > 1 , else lPij = 1 . The 
meaning of the reconstruction weight vector lies in that we 
impose more penalty to the reconstruction error of the non-
zero elements than that of zero elements in input xPi

.

User social relation network

For the given user social relation network GR = (U,R) , this 
paper collects the social relation among user pairs 

(
ui, uj

)
 . 

The relationship of each user pair can take a value of 1 or 0, 
indicating whether user i follows user j . Similar to sentiment 
network embedding, this paper also employs deep neural net-
work to embed user social relation. Given the adjacency matrix 
xRi as input, the hidden representations of each layer l are:

where WR and bR are the weight and bias in the social rela-
tion deep architecture, respectively. �(⋅) is the nonlinear acti-
vation function. The output of LR∕2 layer �R

i
= x

LR∕2

Ri
 denotes 

the user social relation network embedding representation, 
and the output of LR layer xLR

Ri
 denotes social relation recon-

struction vector xRi.
The design of loss function of social relation embedding is 

the same reconstruction loss term of sentiment polarity net-
work, and then the social relation loss is:

where 
(
xR − x̂R

)
 is used to measure the distance between xR 

and x̂P , ⊙ is the Hadamard product and lRij
 is used to define 

reconstruction weight vector of user social relation link. 
That is if there is a link between ui and uj , this paper defines 
the weight vector lRij

= 𝛾 > 1 , else lRij
= 1.The meaning of 

(10)L
(
xP
)
=

∑

i∈U,j∈V

‖‖‖
(
xP − x̂P

)
⊙ lP

‖‖‖
2

2
,

(11)xl
Ri
= �

(
Wl

R
xl−1
Ri

+ bl
R

)
, l = 1, 2,⋯LR,

(12)L
(
xR
)
=

∑

i∈U,j∈U

‖‖‖
(
xR − x̂R

)
⊙ lR

‖‖‖
2

2
,

the reconstruction weight vector lies in that we impose more 
penalty to the reconstruction error of the non-zero elements 
than that of zero elements in input xRi

.

Optimization and sentiment prediction

Our work is to study heterogeneous social network-based 
and text-based multiplex network embedding for implicit 
sentiment mining and analysis. To combine the strength of 
both word graph-based text representation and heterogene-
ous social graph network modeling, an intuitive way is to 
choose concatenation to fuse the above information. How-
ever, the embedding representation obtained by concatena-
tion is not effective for link prediction. Instead, early fusion 
model can optimizing all parameters simultaneously, so that 
the interaction between the word graph-based text modeling 
and heterogeneous social network modeling is more closely. 
Therefore, this paper uses the following methods to fuse the 
three kinds of network information.

First, for a given use/item node i , both the social relation 
network embedding and the sentiment network embedding 
are equally important to the final representation. Therefore, 
the proposed method first aggregates these two embedding 
into a final node embedding �S

i
 through a concatenation func-

tion, and the finally social network-based embedding can be 
denoted as:

Then, to fuse the text-based information and social net-
work-based information, this paper integrates these two 
modules by early fusion model, that is �S

i
 and �T

i
 are used as 

the input of the multi-layer perceptron model, and then the 
representations of each hidden layer can be calculated by the 
following formulas:

�k is the activation function, L is the number of hidden lay-
ers. The final embedding representation can be denoted 
as �L . Through the above nonlinear fusion, heterogeneous 
social network modeling and word graph-based text mod-
eling are combined. In particular, for a given user node i 
and an entity node j , inner product operation is used to 
predict sentiment pij , then, according to the reconstruction 
loss of three types deep autoencoders and supervised loss 
between predicted sentiment link polarity and ground truth, 
the objective function can be considered as:

(13)�
S
i
=
⟨
�
R
i
, �P

i

⟩
.

(14)�
t(0)

i
=

[
�
T
i

�
S
i

]
,

(15)�
(l)

i
= �k

(
�

(l)
�
(l−1)+�(l)

)
, l = 1, 2,⋯L,
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where �1 , �2 �3 and �4 are balancing parameters. The first 
three terms in Eq. (16) are the reconstruction loss terms of 
sentiment autoencoder, user social relationship autoencoder, 
and text autoencoder, respectively. The fourth term is the 
supervised loss term for penalizing the divergence between 
predicted sentiment and ground truth. The fifth term is the 
regularization term that prevents over-fitting.

Experiment

In this section, this paper conducted several experiments to 
bring out different aspects of the proposed MEISP method in 
comparison with the baselines and the state-of-the-art senti-
ment analysis methods. All of our experiments are run on 
Intel Xeon 2.30 GHz processor, with 256 GB RAM cluster 
and Nvidia Quadro P620 GPUs. The operating system and 
software platforms are Ubuntu 16.04, TensorFlow 1.14 and 
Python 3.5.

Database

To verify the application performance of the proposed model 
in social media, this paper collected Weibo data for experi-
ments. To remove noise, text with less than 10 words is 
firstly filtered out. Secondly, useless symbols such as spaces 
and emoticons contained in the text are removed, and only 
keep the words and numbers in the sentence. Then Jieba 

(16)

� = LP+𝜆1LR + 𝜆2LT + 𝜆3LS + 𝜆4Lreg

=
∑
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− x̂P

i

)
⊙ lP

‖‖‖
2

2
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‖‖‖
(
xR
i
− x̂R

i

)
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‖‖‖
2

2

+𝜆2

(
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(
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)
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2
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2
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+𝜆3
∑

pij=0,1

(
f
(
ei, ej

)
− pij

)2
+ 𝜆4Lreg,

is used to segment the text. The stop words in the text are 
removed. Finally, the obtained text content is transformed 
into word graph network for feature learning. After the 
above processing the obtained data contains useful Weibo 
towards Movies dataset which contains users’ sentiment 
towards entities with 8735 texts, 1983 users, 1357 entities, 
32,732 social links. And then, through the entity-level senti-
ment extraction method, this paper establishes the sentiment 
dataset with label information, which consists of users’ sen-
timent relation and social relation. The current amount of 
data is enough to extract valuable information from complex 
network data and complement text information for online 
opinion mine and sentiment analysis. Therefore, the experi-
mental results are statistically significant.

Parameters setting and sensitivity

For word graph-based text encoder, the reconstruction 
weight of non-zero elements � = 10 and the weight of first-
order term � = 0.05 . Besides, this paper designs a 4-layer 
encode architecture for both social relationship autoencoder 
and sentiment autoencoder, trade-off parameter �4 = 0.01 . 
Based on these parameters settings, this paper evaluates 
embedding dimensions, reconstruction weight � of senti-
ment and social autoencoder, the balance parameters �1 , �2 , 
�3 and different number of hidden layers of early fusion layer 
on the performance.

1.	 Embedding layer dimension, reconstruction weight γ of 
social network autoencoders

	   Specifically, this paper first fixes the balancing param-
eters �1 = �2 = 1 , �3 = 20 , and test the embedding layer 
dimension and reconstruction weight � ( lR = lP = �).

	   Figure 4a shows the influence of the embedded layer 
dimension and the reconstruction weight of the social 
autoencoders on the accuracy of the model, and this 
paper gets the following results. First, with the embed-
ding dimension increased from 10 to 100, the per-
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Fig. 4   a Embedding layer dimension and b balancing parameters reconstruction weight of social autoencoders
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formance is improved because the larger embedding 
dimension indicates that more useful information can 
be encoded into the autoencoder. However, with the 
embedding dimension increased from 100 to 500, it 
may introduce noises and then the performance starts to 
decline. Second, this paper sets � = 1 , � = 10 , �= 20 
and �= 30 , respectively, to test the influence of differ-
ent reconstruction weights of non-zero elements � on 
the performance. The result shows that when �= 20 , 
the accuracy is the best, because when �= 1 and �= 10 
there is not much discrimination between zero elements 
and non-zero elements in the MEISP model reconstruc-
tion stage; when �= 30 the performance will decrease 
because large � makes MEISP insensitive to the dissimi-
larity between nodes.

2.	 Balancing parameters
	   Second, by fixing the reconstruction weights of social 

autoencoder and sentiment autoencoder non-zero ele-
ments lR = lP = � = 20 , the sentiment and social 
embedding dimensionality d = 128 , this paper sets �1 
and �2 to 0 or 1, respectively, and vary the value of �3 
to study performance. For different values of �1 and �2 , 
it indicates whether the word graph embedding mod-
ule and the social relation embedding module are con-
sidered in the MEISP model. From Fig. 4b we make 
the following observations. (1) When �1 = 1 or �2 = 1 , 
the model shows relatively better performance because 
the social relation information or word co-occurrence 
graph information is added into the sentiment network, 
respectively. When �1 = 1 and �2 = 1 , the performance 
of MEISP is further improved. This paper will further 
use ablation experiments to verify the accuracy of sen-
timent link prediction of different network embedding 
models in section “Network embedding analysis”. (2) 
The performance improves at the beginning when the �3 
increases from 1 to 20. This is because MEISP focuses 
more on sentiment link prediction errors. However, 
when �3 continuously increases (e.g., �3 = 30 ) the per-
formance starts to drop slowly. The reason is that too 
large �3 breaks the trade-off among loss terms in the 
objective function.

3.	 Different number of hidden layers of early fusion
	   After the text-based information and social network-

based information embedding representation, this paper 
tries to integrate these two kinds of information by early 
fusion method. The generalization ability of early fusion 
improves with the increase of the number of hidden lay-
ers. However, because of the optimization difficulties, 
it may also degrade the performance of the model. In 
this situation, this paper tests the performance of link 
prediction under different number of early fusion hidden 
layers.

	   As can be seen from Table 1, first, when there are 
only input and output layers, the AUROC and Micro-
F1 values of sentiment prediction are relatively weak. 
With the increase of the number of hidden layers, the 
performance of the model is gradually improved. This 
indicates that the use of deeper architecture can improve 
the sentiment analysis performance effectively, and the 
generalization ability of the model is enhanced. How-
ever, as the number of hidden layers increases, the train-
ing time of CPU it also increases, and even the tendency 
of "over fitting". Specifically, if there is only one layer 
in the early fusion layer, it takes 22.1 s for one epoch, 
while there are three hidden layers, it will take three 
times longer.

Network embedding analysis

The purpose of multiplex network embedding is to learn the 
low-dimensional vector representation of different nodes, 
and then to reveal implicit sentiment polarity via similarity 
measurement function. In MEISP model, it contains word 
co-occurrence relations graph embedding (W–W), social 
relationship network embedding (U–U) and user-entity 
sentiment network embedding (U-E-P). In this section, this 
paper conducts ablation study to verify the effects of dif-
ferent models on sentiment analysis performance. Table 2 
shows different model types.

MEISPN is set as a baseline model, which only con-
tains user-entity sentiment polarity network for sentiment 
prediction. On the basic of MEISPN model, it adds word 
co-occurrence graph embedding and social relation graph 
embedding respectively, and record them as MEISPW and 

Table 1   Comparison of link prediction results with different number 
of early fusion hidden layers

Number of hidden layers AUROC Micro-F1

No hidden layer 0.8043 0.7674
One layer 0.8151 0.7749
Two layers 0.8263 0.7958
Three layers 0.8288 0.7734

Table 2   Different model types

Model Embedding Network

U-E-P U–U W–W

1 MEISPN Yes No No
2 MEISPW Yes No Yes
3 MEISPR Yes Yes No
4 MEISP Yes Yes Yes
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MEISPR model. Furthermore, in order to validate the effec-
tiveness of word co-occurrence and user social relation on 
sentiment prediction, both the above two graph networks are 
embedded on top of the baseline model as MEISP.

First, we randomly hide 50% edges from the user-entity 
sentiment network, and construct a balanced test set in which 
the number of positive links equal to the number of negative 
links, and then the remaining network used to train the node 
representations via different models. The Precision, recall 
and F1value of experiment results are shown in Table 3.

From Table 3, we have the following observations. First, 
with the addition of U–U link information network and 
W–W information network to the MEISPN model, the accu-
racy of sign link prediction has been gradually improved. 
Compared with the MEISPN model, the MEISPw model has 
increased the Precision, Recall, and F1 values by 7.63%, 
2.81%, and 4.75%, respectively. Compared with the MEISPN 
model, the MEISPR model has increased the precision, 
Recall, and F1 values by 10.40%, 7.62%, and 8.95%, respec-
tively. It is proved that the MEISPw and MEISPR models 
can improve the performance of sentiment link prediction, 
optimize the effect of sentiment analysis, and have universal 
applicability by introducing user relationships, word graph 
information. Second, for MEISP model, U-E-P sentiment 
polarity network, U–U link information network, and W–W 
graph information network are introduced to realize the 
embedding and fusion of multiple networks for sentiment 
link prediction. When compared with the MEISPN model, 
MEISP has improved the precision, recall, and F1 values by 
15.40%, 10.56%, and 11.67%, respectively. Third, compar-
ing the MEISP model with the MEISPW and MEISPR mod-
els, the precision, recall, and F1 values have been improved 
significantly.

In summary, these comparative experiments fully verify 
that the MEISP model proposed in this paper has signifi-
cantly improved the sentiment analysis of Weibo by adopt-
ing user relationships and word co-occurrence information.

Sentiment link prediction

In order to verify the embedding effect of MEISP model, we 
use link prediction as the downstream task, and compare it 

with baseline embedding methods LINE [32], Node2Vec 
[33] and SDNE [34].

For Weibo datasets, the training set and the testing set 
are given, and we randomly split the training set into actual 
training and validation data with a ratio of 9:1. The hyper-
parameters are tuned according to the performance on the 
validation set. Empirically, we set the learning rate as 0.01 
with Adam [40] optimizer and the dropout rate as 0.5. We 
have done two groups of experiments. First, we randomly 
take 50% links of sentiment network out as the test set, and 
the remaining network is used to train network embedding. 
Then, the accuracy and AUROC are adopted as evaluation 
metrics. The experimental results are shown in Table 4.

It can be seen from Table 4 that our proposed MEISP 
model achieves Accuracy of 82.9% and AUROC of 81.6%. 
In term of accuracy, the MEISP method outperforms LINE, 
node2vec by 20.2%, 19.8%, respectively, and MEISP is 
about 14% higher than the network embedding model SDNE 
which also uses deep autoencoder. And achieves at least 14% 
gains on AUROC compared with the other three schemes.

Second, we randomly take 50–100% of the sentiment 
network links out as the test set to further verify the senti-
ment analysis results in the case of sparse network. The final 
results are shown in Fig. 5.

As can be seen from Fig. 5, with the increase of removed 
sentiment links from 50 to 100% in the test set, the AUROC 
values of all models decreased. For MEISP model, when the 
removed sentiment links are 50% and 100%, the AUROC 
values are 81.6% and 75.45%, respectively, which decreases 
by about 6%. However, for LINE, Ndode2vec and SDNE 
models, AUROC values decreased by 21%, 15% and 12%, 

Table 3   Results of different network embedding analysis

Model

MEISPN MEISPW MEISPR MEISP

Pprecision 0.721 0.776 0.796 0.832
Rrecall 0.748 0.769 0.805 0.827
F1 0.737 0.772 0.803 0.823

Table 4   Experimental results on sentiment link prediction task

Metric Unsigned network embedding Our model

LINE Node2vec SDNE MEISP

Accuracy 0.627 0.631 0.689 0.829
AUROC 0.638 0.637 0.676 0.816
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Percentage of removed links
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Fig. 5   Accuracy and AUROC on link prediction tasks
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respectively. It demonstrate the robustness of MEISP model 
is better than other models when the network is sparse.

The above two experiments show that compared with 
LINE, Node2vec and SDNE embedding methods, the pro-
posed MEISP model can get better embedding representa-
tion results. Second, deep autoencoder structure-based mul-
tiplex network embedding is effective and more suitable for 
modeling sentiment analysis problem from link prediction 
angle.

Cold start scenario

It is difficult to judge the hidden sentiment relationship 
between new users and entities, when new user or entity 
nodes are just added in the network, which is the cold start 
problem. The most intuitive way is to use the information 
from the target network to learn new nodes embedding. For 
example, in the sentiment link prediction problem, the model 
only uses the information from the user-entity sentiment link 
network to solve the cold start problem. However, due to 
the little interaction between the new arrival node and the 
existing target network, the performance of sentiment link 
prediction is not satisfactory. The proposed scheme does not 
only consider the interaction between the new added node 
and the original network, but also makes full use of the side 
information between heterogeneous nodes.

In this section, we study the performance of MEISP when 
new nodes join the existing target network. We construct a 
test set of newly text, and the user social relations and user 
entity sentiment relationships contained in the new text are 
not used in the training process. The results for all and new 
added sentiment link prediction are shown in Table 5.

From the results, for MEISP, the Micro-F1 of new senti-
ment link prediction decreases by 1.6% when compared with 
all sentiment link prediction results, but for LINE, Node2Vec 
and SDNE, new sentiment link prediction results decrease 
by 11.9%, 10.7% and 6.7%, respectively. It can be seen that 
MEISP is still perform better in the cold start scenario, 
because the proposed multiplex network embedding method 
can mine the information from social network information 
and text information, which makes the obtained information 
for sentiment relationship analysis more complete.

Sentiment analysis accuracy

At present, many sentiment analysis methods are proposed 
from the feature extraction angle and word embedding rep-
resentation angle and most of them have achieved excellent 
performance. In this section, we compare MEISP model 
with a number of existing methods as listed below.

1.	 Traditional machine learning methods
	   TextFeature extracts text features including word and 

character n-grams, sentiment lexicon features, etc., and 
then train a SVM classifier.

	   Trigram trains a support vector machine (SVM) clas-
sifier with unigrams, bi-grams and trigrams as features.

2.	 Deep learning method
Text-based sentiment analysis models
	   SVM + word2vec word embeddings trained by word-

2vec and SVM is used as classifier.
	   UPNN user product neural network [24], which incor-

porates user and product information using CNN.
Link prediction-based sentiment analysis models
	   MEISP our proposed sentiment classification method 

uses graph-based text representation module and hetero-
geneous social network embedding modules to reveal 
implicit sentiment links.

In this part of the experiment, balanced data is selected 
in order to reduce the bias to a certain category, which ulti-
mately affect the sentiment analysis accuracy. And the opti-
mal parameter setting is adopted for all models. The results 
are shown in Table 6.

Table 5   The comparison results for all and new added sentiment link 
prediction

LINE Node2vec SDNE MEISP

Accuracy All sentiment link 0.621 0.637 0.675 0.816
New sentiment link 0.571 0.537 0.659 0.809

Micro-F1 All sentiment link 0.627 0.631 0.688 0.823
New sentiment link 0.508 0.524 0.621 0.807

Table 6   Comparison with 
existing methods

Dataset Metric Traditional machine learning 
methods

Deep learning method

Text-based Link 
prediction-
based

TextFea-
ture + SVM

Trigram + SVM word2vec + SVM UPNN MEISP

Weibo Accuracy 0.423 0.407 0.407 0.437 0.783
AUROC 0.418 0.421 0.387 0.406 0.806
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As can be seen from Table 6, first, compared with the tra-
ditional sentiment analysis methods of Trigram and Textfea-
ture, Word2vec + SVM and SSWE + SVM are more effective 
due to the deep learning-based word representation. Second, 
we notice that our method significantly outperforms UPNN 
model which is designed for sentiment classification specifi-
cally. The main difference between the MEISP and UPNN 
is the word representations derived. For UPNN model, it 
incorporate user and product level information into a con-
volutional neural networks, and only uses word embeddings 
trained with context information from text content only. In 
the MEISP model, it generates word representations from 
constructed multiplex networks embedding model, which 
inherently consider word emergence, ranking positioning 
and the relationship between different components of the 
text, as well as the heterogeneous social network information 
(user social relation network, user-entity sentiment network) 
during representation learning.

Error analysis

For the given user-entity sentiment relationship network 
GP = (U,V ,P) , the sentiment polarity adjacency vector xP 
contains global sentiment information of user i to entity j . 
However, in sentiment prediction task, due to the sparsity 
of adjacency vector xP , it cannot be used as sentiment rela-
tion directly. The proposed MEISP model can capture word 
graph-based text information and heterogeneous social graph 
network information. We analyzed our predicted sentiment 
labels in section “Experiment”  experiment part. In the con-
fusion matrix, we observed that our model incorrectly linked 
the sentiment polarity relationship between users and enti-
ties. This is because (1) when the context is short, the text 
information is scarce, or (2) when the heterogeneous social 
networks are sparse, it is difficult to infer the sentiment of the 
user to entity. Therefore, the accuracy of each model is not 
high. As contextual information and heterogeneous social 
network information increase, the accuracy of all models 
is rising, indicating that text information and heterogene-
ous networks information are positively correlated with the 
accuracy of the model.

Conclusions

In this paper, sentiment analysis is formulated as a special 
sign link prediction problem, which is addressed by com-
bining user social link information, user-entity sentiment 
polarity information and word graph-based text level infor-
mation through heterogeneous graph network embedding. In 
particular, a novel multi-network embedding method called 
MEISP is proposed for more effective and efficient embed-
ding. This proposed work is different from current sentiment 

classification researches, which mainly determine the senti-
ment polarity of text from grammatical and semantic rules. 
In addition, it is different from the current multi-network 
embedding methods by considering both text information 
and social network information. Furthermore, it also extracts 
nodes’ highly nonlinear representations and text structure 
information while preserving the structure of original net-
works. Extensive experiments are conducted to evaluate the 
performance of the proposed scheme. Experimental results 
prove the competitiveness of MEISP against multiple base-
lines and demonstrate the effectiveness of adopting user link 
information, user-entity sentiment polarity information and 
word graph-based text level information for embedding rep-
resentation nodes in social networks to predict sentiment 
sign link polarities. The future works can focus on employ-
ing other graph-based representation methods to extract 
hidden characteristics of a network, exploiting the attribute 
information of edges to enrich the initial features of the net-
work, and employing other innate features and information 
in the social media to enhance sentiment analysis techniques.
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