
Vol.:(0123456789)1 3

Complex & Intelligent Systems (2021) 7:2317–2327 
https://doi.org/10.1007/s40747-021-00416-8

ORIGINAL ARTICLE

Enhancing the accuracy and precision of forecasting the productivity 
of a factory: a fuzzified feedforward neural network approach

Toly Chen1 · Yu‑Cheng Lin2

Received: 7 April 2020 / Accepted: 27 May 2021 / Published online: 3 June 2021 
© The Author(s) 2021

Abstract
Most existing methods for forecasting the productivity of a factory cannot estimate the range of productivity reliably, espe-
cially when future conditions are distinct from those in the past. To address this issue, a fuzzified feedforward neural network 
(FFNN) approach is proposed in this study. The FFNN approach improves the forecasting precision after generating accurate 
fuzzy productivity forecasts. In addition, the acceptable range of a fuzzy productivity forecast is specified, based on which 
the sum of the memberships of actual values is maximized. In this way, the range of productivity can be precisely estimated. 
After applying the FFNN approach to a real case, the experimental results revealed the superiority of the FFNN approach 
by improving the forecasting precision, in terms of the hit rate, by 25%. Such an improvement also contributed to a better 
forecasting accuracy. The superiority of the FFNN approach is in the context that the accuracy of forecasting productivity is 
optimized only after the range of productivity has been precisely estimated. In contrast, most state-of-the-art methods focus 
on optimizing the forecasting accuracy, but may be ineffective without information about the range of productivity when 
future conditions are distinct from the past.
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Introduction

The productivity of a factory can be evaluated by dividing 
the output by the input [34]. A high productivity is critical 
to maintaining a competitive edge in the industry, which 
contributes to the sustainability of a factory [13, 29]. For this 
reason, the productivity of a factory needs to be evaluated 
and enhanced. In addition, it is also necessary to forecast 
the future productivity of a factory and take actions, such 
as moving the factory to another region with a lower wage 
level [4], or switching to a less expensive supplier [30], to 
elevate productivity.

Forecasting the future productivity of a factory is a chal-
lenging task, because productivity is subject to much uncer-
tainty caused by unstable product yield [24, 28], changing 
workforce [32], etc. Therefore, this study aims to enhance 
the accuracy and precision of forecasting the productivity 
of a factory.

Some of the relevant references are reviewed as follows. 
Mirahadi and Zayed [26] forecasted the productivity of a 
construction site using a fuzzy inference system (FIS). The 
antecedents of fuzzy inference rules in the FIS were factors 
affecting productivity which membership functions were 
optimized by applying a genetic algorithm (GA). Baumers 
et al. [6] compared the productivity levels of two manufac-
turing systems based on three-dimensional (3D) printing—
an electron beam melting (EBM) 3D printing system and 
a direct metal laser sintering (DMLS) 3D printing system. 
They concluded that the two manufacturing systems based 
on 3D printing were not productive enough for mass produc-
tion purposes. To increase the possibility for a fuzzy produc-
tivity forecast to contain actual value, Chen and Wang [13] 
proposed a fuzzy collaborative forecasting (FCF) method, 
in which the improvement in productivity was modeled as 
a fuzzy learning process that was applied to forecast the 
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future productivity. Akano and Asaolu [2] constructed an 
adaptive neuro-fuzzy inference system (ANFIS) to forecast 
the productivity of a manufacturing system. The ANFIS 
enumerated all possible fuzzy inference rules and kept only 
effective rules after training. Mankins [25] distinguished the 
concepts of productivity and efficiency. In addition, Mankins 
highlighted the importance of human resource management 
to productivity enhancement. Lee and Kim [23] applied 
building information modeling-based four-dimensional (4D) 
simulation to improve the productivity of a construction pro-
ject. Recently, predictive maintenance has been recognized 
as an important strategy to reduce unscheduled downtime 
and improve productivity. Following this view, Chiu et al. 
[17] developed a factory-wide intelligent predictive mainte-
nance system based on Industry 4.0. Chen [9] modeled the 
improvement in productivity as a fuzzy learning process, 
and constructed an artificial neural network (ANN) to derive 
the values of parameters in the fuzzy productivity learn-
ing model. Zahraee et al. [36] combined factory simulation, 
response surface methodology (RSM), and design of experi-
ments (DOE) to analyze and improve the productivity of a 
factory. Instead of forecasting the future productivity, Grab-
ner et al. [19] estimated the impacts of improvement actions, 
such as lean production, on productivity. Repina et al. [31] 
applied several statistical analysis techniques, including time 
series analysis, index method, and factor analysis, to forecast 
the productivity of a machine-building company. Chen et al. 
[12] proposed a fuzzy polynomial fitting and mathemati-
cal programming approach. Chen et al. [14] considered the 
uncertainty of productivity with a type-II fuzzy number, and 
proposed a type-II fuzzy collaborative forecasting approach 
for productivity forecasting. In the view of Chen and Lin 
[11], acquiring diversified three-dimensional (3D) printers 
can increase the productivity of a manufacturer.

Existing methods in this field have the following 
problems:

1.	 A productivity forecast is seldom equal to actual value. 
For this reason, estimating the range of productiv-
ity is also important, which, however, has rarely been 
addressed in the past.

2.	 A conventional statistical analysis method estimates 
the range of productivity by constructing a confidence 
interval [34]. Existing FIS or ANFIS methods gener-
ate a fuzzy productivity forecast which range is repre-
sentative of the range of productivity [2, 29]. However, 
these methods cannot guarantee that all actual values 
are included in the corresponding confidence intervals 
or fuzzy productivity forecasts [8].

To solve the aforementioned problems, a fuzzified feed-
forward neural network (FFNN) approach is proposed in this 
study. The novelty of the proposed methodology resides in 

the following. Existing FCF methods minimizes the sum of 
the ranges of fuzzy productivity forecasts, while the FFNN 
approach maximizes the sum of the memberships of actual 
values in fuzzy productivity forecasts. In this way, the pos-
sibility of including actual values in fuzzy productivity fore-
casts, in terms of the hit rate for test data, can be enhanced. 
The contribution of this study includes:

•	 a new FFNN method for forecasting the productivity of 
a factory,

•	 a new algorithm (i.e., the NLP model) for training the 
FFNN, and

•	 a new method for defuzzifying a fuzzy productivity fore-
cast.

The remainder of this paper is organized as follows. 
The proposed FFNN approach is detailed in “The FFNN 
Approach”. To illustrate the applicability of the FFNN 
approach, and to evaluate its advantages and/or disadvan-
tages over some existing methods, a real case has been inves-
tigated, which is described in “Application to a real case”. 
Finally, the conclusions of this study are made in “Conclu-
sions”. Some directions for future research are also provided.

The FFNN approach

In the proposed FFNN approach, an FFNN [1, 3, 27] is con-
structed to forecast the productivity of a factory. The training 
of the FFNN is divided into three steps. First, the FFNN is 
treated as a crisp one, and then, a feedforward neural net-
work (FNN) is constructed and trained to derive the core of 
each fuzzy parameter in the FFNN, thereby optimizing the 
forecasting accuracy for the training data. Subsequently, a 
nonlinear programming (NLP) model is optimized to deter-
mine the upper bound on each fuzzy parameter, thereby 
optimizing the forecasting precision. After that, another 
NLP problem is solved to determine the lower bound on 
each fuzzy parameter. Table 1 summarizes the differences 
between the FFNN approach and some existing methods.

The FFNN approach comprises the following steps:
Step 1. Construct an FFNN to forecast the productivity 

of the target factory.
Step 2. Train the FFNN as a crisp one to derive the core 

of each fuzzy parameter in the FFNN.
Step 3. Optimize an NLP model to determine the upper 

bound on each fuzzy parameter.
Step 4. Optimize another NLP problem to determine the 

lower bound on each fuzzy parameter.
Step 5. Apply the trained FFNN to test data.
Step 6. Evaluate the forecasting performance using the 

FFNN approach.
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Construction of an FFNN

First, an FFNN is constructed to forecast the productivity 
of a factory by fitting the relationship between productivity 
and relevant factors. Letting the productivity of the target 
factory at period j be indicated with yj . The configuration of 
the FFNN is established as follows:

•	 Inputs: the values of relevant factors at the jth period, 
indicated with {xji|i = 1 ∼ m}.

•	 Single hidden layer: generally, one or two hidden layers 
are beneficial for the convergence property of the FFNN.

•	 Number of neurons in the hidden layer: 2m.
•	 Output: the normalized value of the fuzzy productivity 

forecast, i.e., N(ỹj) [15]:

To convert it back to the un-normalized value

•	 Learning rate (η): 0.01 ~ 1.0.
•	 Initial conditions: the initial values of network param-

eters are randomized.
•	 Batch learning.

The parameters in the FFNN are defined as follows:

◆ xji : the ith input at period j.
◆ w̃h

ik
 : the connection weight between the ith input node 

and the kth hidden-layer node.
◆ Ĩh

jk
 : the input to the kth hidden-layer node.

◆ 𝜃h
k
 : the threshold on the kth hidden-layer node.

◆ h̃jk : the output from the kth hidden-layer node.
◆ w̃o

k
 : the connection weight between the kth hidden-

layer node and the output node.
◆ Ĩo

j
 : the input to the output node.

◆ 𝜃o : the threshold on the output node.

(1)N(ỹj) = 0.9 ⋅

ỹj −min
l

ỹl

max
l

ỹl −min
l

ỹl
+ 0.1.

(2)ỹj =

(N(ỹj) − 0.1)(max
l

ỹl −min
l

ỹl)

0.9
+min

l
ỹl.

◆ õj : the network output; õj = N(ỹj).

Without loss of generality, all fuzzy parameters are given 
in or approximated with triangular fuzzy numbers (TFNs).

Inputs to the FFNN are propagated from the input layer 
to the hidden layer as

After receiving this, the output from the hidden-layer 
node is generated as

where (–) indicates fuzzy subtraction. Outputs from the hid-
den layer are transmitted to the output layer in the same 
manner

where (×) denotes fuzzy multiplication. Finally, the output 
from the FFNN is generated as

which is the normalized fuzzy productivity forecast. The 
problem is, therefore, how to determine the values of fuzzy 
parameters (including w̃h

ik
 , 𝜃h

k
 , w̃o

k
 , and 𝜃o ) to ensure that each 

fuzzy productivity forecast is close to actual value, which 
relies on an effective training of the FFNN.

Training of the FFNN

The training process of the FFNN comprises three parts:

1.	 Applying an existing algorithm to derive the core of each 
fuzzy network parameter.

2.	 Optimizing NLP Model I to establish the upper bound 
on each fuzzy network parameter.

3.	 Optimizing NLP Model II to establish the lower bound 
on each fuzzy network parameter.

(3)Ĩh
jk
=

m∑

i=1

w̃h
ik
xji.

(4)h̃jk =
1

1 + e
−(Ĩh

jk
(−)𝜃h

k
)
.

(5)Ĩo
j
=

m∑

k=1

w̃o
k
( × )h̃jk,

(6)õj =
1

1 + e
−(Ĩo

j
(−)𝜃o)

,

Table 1   Differences between 
the FFNN approach and some 
existing methods

Method Method type Optimizing accuracy or precision Hit rate for test data

Mirahadi and Zayed [26] FIS Accuracy Low
Akano and Asaolu [2] ANFIS Accuracy Low
Chen and Wang [13] FCF Both precision and accuracy Moderate
Chen [9] ANN Accuracy Low
Repina et al. [31] Statistical analysis Accuracy Low
The proposed methodology FFNN Both precision and accuracy High
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Deriving the core of each fuzzy parameter

First, to derive the core of each fuzzy parameter, the FFNN 
is treated as a crisp one and trained using an existing algo-
rithm such as the gradient descent (GD) algorithm, the Lev-
enberg–Marquardt (LM) algorithm, the Fletcher–Powell 
conjugate gradient (CGF) algorithm, and others. A compari-
son of these algorithms refers to Eraslan [17]. After training, 
the optimized cores of fuzzy parameters are indicated with 
wh∗
ik2

 , �h∗
k2

 , wo∗
k2

 , and �o∗
2

 , respectively. In addition, examples 
with actual values greater than the cores of fuzzy produc-
tivity forecasts are placed in a set �

�
 , while examples with 

actual values smaller than cores are placed in another set �
�
.

Establishing the upper bound on each fuzzy parameter

Subsequently, the following NLP problem is solved to 
determine the upper bound on each fuzzy parameter: (NLP 
MODEL I)

subject to:

(7)Max Z1 =
∑

j∈�
�

sj,

(8)sj =
N(yj) − oj3

o∗
j2
− oj3

; j ∈ �
�
,

(9)oj3 ≥ o∗
j2
; j ∈ �

�
,

(10)oj3 ≥ N(yj); j ∈ �
�
,

(11)
∑

j∈�
�

(oj3 − o∗
j2
) ≤ dR,

(12)oj3 =
1

1 + e
−(Io

j3
−�o

1
)
; j ∈ �

�
,

(13)Io
j3
=

m∑

k=1

wo
k3
hjk3; j ∈ �

�
,

(14)hjk3 =
1

1 + e
−(Ih

jk3
−�h

k1
)
; j ∈ �

�
; k = 1 ∼ K,

(15)Ih
jk3

=

m∑

i=1

wh
ik3
xji; j ∈ �

�
; k = 1 ∼ K,

(16)�
o
1
≤ �

o∗
2
,

The objective function (7) maximizes the sum of the 
memberships of actual values of fuzzy productivity forecasts 
on the right side, which are derived according to Eq. (8). In 
contrast, Chen and Lin’s goal programming (GP) method 
[10, 22] minimizes the sum of the ranges of fuzzy produc-
tivity forecasts. The upper bound of a fuzzy productivity 
forecast should be greater than the core and the normal-
ized actual value, as required by Constraints (9) and (10). 
Constraint (11) limits the sum of the half ranges of fuzzy 
productivity forecasts on the right-hand side to be less than 
a prespecified threshold dR . Equations (12)–(15) derive the 
upper (or lower) bounds on fuzzy parameters. Constraints 
(16)–(20) request each upper (or lower) bound to be greater 
than (or lower than) the core.

Establishing the lower bound on each fuzzy parameter

In a similar way, another NLP problem is solved to derive 
the lower bound on each fuzzy parameter: (NLP Model II)

subject to:

(17)wo
k3

≥ wo∗
k2
; k = 1 ∼ K,

(18)�
h
k1

≤ �
h∗
k2
; k = 1 ∼ K,

(19)wh
ik3

≥ wh∗
ik2
; i = 1 ∼ m; k = 1 ∼ K,

(20)�
h
k1
, �o

1
≥ 0; k = 1 ∼ K.

(21)Max Z2 =
∑

j∈ΛL

sj,

(22)sj =
N(yj) − oj1

o∗
j2
− oj1

; j ∈ �
�
,

(23)oj1 ≤ o∗
j2
; j ∈ �

�
,

(24)oj1 ≤ N(yj); j ∈ �
�
,

(25)
∑

j∈�
�

(o∗
j2
− oj1) ≤ dL,

(26)oj1 =
1

1 + e
−(Io

j1
−�o

3
)
; j ∈ �

�
,

(27)Io
j1
=

m∑

k=1

wo
k1
hjk1; j ∈ �

�
,
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The lower bound of a fuzzy productivity forecast should 
be lower than the core and the normalized actual value, as 
required by Constraints (23) and (24).

Application to a real case

The FFNN approach has been applied to forecast the 
productivity of a factory in Nigeria to evaluate its effec-
tiveness. The case contained the productivity data of the 
factory during twenty periods, as shown in Fig. 1. This 
case had been investigated by Akano and Asaolu [2]. The 
productivity data were decomposed into two parts: data of 
the first 12 periods for building models, and the remain-
ing data for evaluating the forecasting performance. The 
relationship between productivity and four factors (includ-
ing preventive maintenance time, off-duty time, machine 
downtime, and power failure time, as shown in Fig. 2) was 

(28)hjk1 =
1

1 + e
−(Ih

jk1
−�h

k3
)
; j ∈ �

�
; k = 1 ∼ K,

(29)Ih
jk1

=

m∑

i=1

wh
ik1
xji; j ∈ �

�
; k = 1 ∼ K,

(30)�
o
3
≥ �

o∗
2
,

(31)wo
k1

≤ wo∗
k2
; k = 1 ∼ K,

(32)�
h
k3

≥ �
h∗
k2
; k = 1 ∼ K,

(33)wh
ik1

≤ wh∗
ik2
; i = 1 ∼ m; k = 1 ∼ K,

(34)�
h
k1
, �o

1
≥ 0; k = 1 ∼ K.

to be fitted with an FFNN, so as to forecast the productiv-
ity at a future period by considering uncertainty.

At first, the FFNN was treated as a crisp one with the 
following architecture and trained to derive the cores of 
fuzzy parameters in it:

1.	 Four inputs corresponding to the values of the four fac-
tors at a period;

2.	 A single hidden layer with eight nodes;
3.	 Initial values of network parameters: randomly gener-

ated;
4.	 Training algorithm: the LM algorithm;
5.	 Learning rate (η): 0.25;
6.	 Stopping criteria: the network training stopped if the 

sum of squared error (SSE) fell below 0.001, or 1000 
epochs have been run.

The network was constructed and trained on a PC with 
i7-7700 CPU 3.6 GHz and 8 GB RAM using the neural 
network toolbox of MATLAB 2017 [5]. The execution 
time was less than 3 s. Table 2 shows the optimal solution. 
Preventive maintenance time had the greatest impact on 
productivity, while power failure time had the most uncer-
tain impact on productivity. Based on Table 2, the core of 
each fuzzy productivity forecast, i.e., y∗

j2
 , was derived, as 

shown in Fig. 3. As expected, the training data were very 
precisely fitted; however, there were considerable devia-
tions in forecasting productivity for test data, which might 
be owing to overfitting. To address this issue, estimating 
the range of productivity was necessary.

To establish the lower and upper bounds on productiv-
ity, the two NLP problems were formulated and solved 
using Lingo [19] on the same PC. The execution time was 
about 20 s. The thresholds on the sums of half ranges, dR 
and dL , were specified as 2.3 and 0.85, respectively. As a 
result, the range of a fuzzy productivity forecast should be 
narrower than 2.3/7 + 0.85/5 = 0.5 on average. The optimal 
solutions to the NLP problems are presented in Tables 3 
and 4, respectively, for reproducibility. Obviously, the 
lower bound of each fuzzy parameter was less than the 
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core, and the core was less than the upper bound. In addi-
tion, the lower bound, core, and upper bound of each fuzzy 
parameter had the same sign, thereby ensuring a consistent 
impact of the corresponding factor on productivity. The 
established lower and upper bounds on productivity are 
illustrated in Fig. 4. The forecasting precision, measured 
in terms of hit rate, using the proposed methodology was 
38% for test data.

For making a comparison, four existing methods were 
also applied to the collected data. The first compared exist-
ing method was the fixed allowance method which con-
structed a confidence interval of productivity. For a fair 
comparison, a fixed allowance of 0.5/2 = 0.25 was added 

Table 2   The optimal solution

w
h∗
112

w
h∗
122

w
h∗
132

w
h∗
142

w
h∗
152

w
h∗
162

w
h∗
172

w
h∗
182

2.114 1.768 2.048 − 1.603 1.459 − 2.084 − 1.179 − 0.420

w
h∗
212

w
h∗
222

w
h∗
232

w
h∗
242

w
h∗
252

w
h∗
262

w
h∗
272

w
h∗
282

− 1.679 − 1.653 0.665 1.732 0.897 − 0.048 − 0.289 1.036

w
h∗
312

w
h∗
322

w
h∗
332

w
h∗
342

w
h∗
352

w
h∗
362

w
h∗
372

w
h∗
382

− 1.601 1.057 − 1.483 1.789 − 1.798 1.497 − 1.671 1.914

w
h∗
412

w
h∗
422

w
h∗
432

w
h∗
442

w
h∗
452

w
h∗
462

w
h∗
472

w
h∗
482

2.280 − 1.390 − 1.204 − 2.386 − 1.782 0.641 1.599 1.925

w
o∗
12

w
o∗
22

w
o∗
32

w
o∗
42

w
o∗
52

w
o∗
62

w
o∗
72

w
o∗
82

2.620 − 1.594 2.544 − 0.016 − 0.602 2.200 0.156 − 1.520

�
h∗
12

�
h∗
22

�
h∗
32

�
h∗
42

�
h∗
52

�
h∗
62

�
h∗
72

�
h∗
82

�
o∗
2

3.476 2.335 0.754 4.191 1.918 1.020 0.579 1.659 1.573

0
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Fig. 3   The cores of fuzzy productivity forecasts

Table 3   The optimal solution to problem NLP I

w
h∗
113

w
h∗
123

w
h∗
133

w
h∗
143

w
h∗
153

w
h∗
163

w
h∗
173

w
h∗
183

2.227 1.929 2.085 − 1.427 1.616 − 1.965 − 0.991 − 0.383

w
h∗
213

w
h∗
223

w
h∗
233

w
h∗
243

w
h∗
253

w
h∗
263

w
h∗
273

w
h∗
283

− 1.512 − 1.443 0.910 1.742 1.121 − 0.041 − 0.172 1.051

w
h∗
313

w
h∗
323

w
h∗
333

w
h∗
343

w
h∗
353

w
h∗
363

w
h∗
373

w
h∗
383

− 1.511 1.109 − 1.294 1.832 − 1.795 1.533 − 1.435 1.917

w
h∗
413

w
h∗
423

w
h∗
433

w
h∗
443

w
h∗
453

w
h∗
463

w
h∗
473

w
h∗
483

2.525 − 1.286 − 1.152 − 2.263 − 1.570 0.681 1.645 1.945

w
o∗
13

w
o∗
23

w
o∗
33

w
o∗
43

w
o∗
53

w
o∗
63

w
o∗
73

w
o∗
83

2.670 − 1.408 2.687 0.025 − 0.382 2.340 0.323 − 1.408

�
h∗
11

�
h∗
21

�
h∗
31

�
h∗
41

�
h∗
51

�
h∗
61

�
h∗
71

�
h∗
81

�
o∗
1

3.351 2.321 0.643 3.993 1.862 0.817 0.438 1.540 1.368
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to and subtracted from the core of each fuzzy productivity 
forecast. The forecasting results are shown in Fig. 5. In this 
way, fuzzy productivity forecasts were symmetric. In addi-
tion, the ranges of fuzzy productivity forecasts were equally 
wide. The hit rate achieved using the fixed allowance method 
was only 13%.

The second compared method was the fixed parametric 
adjustment method, in which the modifications made to all 
network parameters were equal. To meet the requirement for 
each half range to be narrower than 0.25 on average, each 
network parameter was reduced by 12.83% to determine the 
lower bound and increased by 15.68% to determine up the 
upper bound, respectively. The forecasting results are shown 
in Fig. 6. However, due to the nonlinear transformation func-
tion adopted in the FFNN, fuzzy productivity forecasts were 
not symmetric. In addition, fuzzy productivity forecasts were 
not equally wide. The hit rate achieved using the fixed para-
metric adjustment method for test data was 13%.

The third method compared in the experiment was the 
hybrid statistical analysis and ANN method [7] in which 
only the threshold on the output node was modified to deter-
mine the lower and upper bounds on productivity. The opti-
mization results were:

�
o∗
1

= 0.990; �
o∗
3

= 2.091.

Table 4   The optimal solution to problem NLP II

w
h∗
111

w
h∗
121

w
h∗
131

w
h∗
141

w
h∗
151

w
h∗
161

w
h∗
171

w
h∗
181

2.080 1.752 1.990 − 1.621 1.455 − 2.111 − 1.231 − 0.477

w
h∗
211

w
h∗
221

w
h∗
231

w
h∗
241

w
h∗
251

w
h∗
261

w
h∗
271

w
h∗
281

− 1.691 − 1.660 0.584 1.689 0.811 − 0.050 − 0.297 1.020

w
h∗
311

w
h∗
321

w
h∗
331

w
h∗
341

w
h∗
351

w
h∗
361

w
h∗
371

w
h∗
381
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Fig. 4   The lower and upper bounds on productivity
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Fig. 5   The forecasting results using the fixed allowance method
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In this way, the average range of fuzzy productivity fore-
casts was also 0.5. The forecasting results are illustrated in 
Fig. 7. Fuzzy productivity forecasts generated in this way 
were asymmetric and unequally wide. In test data, only a 
single actual value was included in the fuzzy productivity 
forecast, giving a hit rate of 13%.

The fourth compared existing method was the GP method 
[10], in which two series of GP problems were solved to 
determine the lower and upper bounds on productivity, 
respectively. When the minimal satisfaction level was greater 
than 0.95, the average range of fuzzy productivity forecasts 
was minimized as 0.50, making the results comparable to 
those obtained using the proposed methodology. Fuzzy pro-
ductivity forecasts made using Chen and Lin’s GP method 
are shown in Fig. 8. When the core of a fuzzy productivity 
forecast was closer to actual value, the fuzzy productivity 
forecast became narrower. As a result, the widths of fuzzy 
productivity forecasts varied considerably. The hit rate 
achieved using Chen and Lin’s GP method for test data was 
only 13%.

According to the experimental result, the following dis-
cussion was made:

1.	 The FFNN approach surpassed the compared existing 
methods in elevating the hit rate by 25% for test data.

2.	 For the training data, a lower bound on productivity was 
never greater than the core, and the upper bound was 
never smaller than the core. However, such a property 
might not hold for test data, since the lower bound of a 
positive parameter might be negative, which changed the 
sequence of the two bounds.

3.	 To evaluate the forecasting accuracy of each method, 
fuzzy productivity forecasts were defuzzified using the 
center-of-gravity method. The deviations between fuzzy 
productivity forecasts and actual values were then meas-
ured in terms of mean absolute error (MAE), mean abso-
lute percentage error (MAPE), and root-mean-squared 
error (RMSE). The results are summarized in Table 5. 
The FFNN approach achieved the best forecasting accu-
racy in terms of MAE, MAPE, or RMSE. The most sig-
nificant advantage of the FFNN approach over existing 
methods happened when MAE was minimized, which 
was up to 30% on average.

4.	 Nevertheless, there was much space for improving the 
forecasting accuracy, which was owing to the following 
reasons. First, some data used to calculate productivity 
may be missing, incorrect, or conflicting, thereby reduc-
ing the credibility of the data collected for training the 
FFNN. In addition, future conditions may be distinct 
from the past. To overcome these problems, a forecaster 
may adjust fuzzy productivity forecasts based on his/her 
subjective judgment [20, 33]. Chiu et al. [16] proposed 
several strategies to reflect the subjective judgment of 
a forecaster who adjusts fuzzy productivity forecasts by 
changing the defuzzification method. In this study, the 
moderately optimistic strategy was adopted, because the 
forecaster believed that the productivity of the factory 
gradually improved through learning, which assigned 
weights 0.76, 0.1, and 0.14 to the upper bound, core, 
and lower bound of a fuzzy productivity forecast. After 
defuzzification, the forecasting accuracy was re-evalu-
ated as

which was much better than that achieved without con-
sidering the subjective judgment of the forecaster.

5.	 To evaluate whether the advantage of the proposed 
methodology over existing methods was significant, 
a paired t test has been conducted with the following 
hypotheses:

6.	 If the network had not been fuzzified using the proposed 
methodology, then the forecasting accuracy would be

MAE = 0.14

MAPE = 11%

RMSE = 0.03,
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Fig. 7   The forecasting results using the hybrid statistical analysis and 
ANN method [7]
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which was much worse than that using the proposed 
methodology. Therefore, the treatments taken in the 
proposed methodology did strengthen the confidence 
of the network.

7.	 To further elaborate the effectiveness of the FFNN 
approach, it has been applied to another case that con-
tained the productivity of a dynamic random access 
memory (DRAM) factory located in Taichung Science 
Park, Taiwan. This case has been discussed by Chen 
[8], and was representative, because the DRAM factory 
belonged to one of the largest DRAM producers in the 
world. The productivity of the DRAM factory was meas-
ured by dividing the monetary output by the monetary 
input during fourteen months. The productivity during 
a future period was forecasted based on those during the 
previous three periods. The forecasting results are shown 
in Fig. 9, with the following forecasting performance:

MAE = 0.39

MAPE = 28%

RMSE = 0.17,

MAE = 0.048

MAPE = 4.8%

	   Obviously, the FFNN approach achieved good fore-
casting accuracy and precision in this case.

8.	 By maximizing the hit rate, the FFNN can generate 
fuzzy productivity forecasts that are very likely to con-
tain actual values. For a new example, if this property 
holds, there may be no need to learn this new example, 
which is beneficial to the scalability of the proposed 
methodology. In contrast, existing methods rarely esti-
mate the range of productivity reliably to support this 
purpose.

9.	 In the proposed methodology, the training of the FFNN 
stopped when the convergence criteria were reached. 
The forecasting error was not really minimized, and the 
solution was only suboptimal. Similarly, in solving the 
two NLP problems, the successive linear programming 
(SLP) directions algorithm [18] stopped after a number 
of iterations have been repeated. Only the local optimal-
ity of the solutions was guaranteed [35].

H0  The forecasting accuracy using the proposed methodol-
ogy in terms of absolute error is the same as that using the 
existing method;

H1  The forecasting accuracy using the proposed methodol-
ogy in terms of absolute error is more effective than that 
using the existing method.

The results are shown in Table 6. The forecasting accu-
racy using the proposed methodology was significantly 
improved (α = 0.05) when compared with existing methods.

Conclusions

An FFNN approach is proposed in this study for enhancing 
the accuracy and precision of forecasting the productivity of 
a factory. In the FFNN approach, an FFNN is constructed to 
forecast the productivity of a factory. The FFNN is trained 
as a crisp one to derive the core of a fuzzy productivity fore-
cast. Then, two NLP models are formulated and optimized 
to determine the range of the fuzzy productivity forecast. 
Unlike existing methods in this field that optimize the fore-
casting accuracy only or prioritize that optimization, the FFNN 
approach improves the forecasting precision after optimizing 
the forecasting accuracy. In this way, the range of productivity 

RMSE = 0.068

Hit rate = 100%

Average range = 0.280.
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Fig. 9   The forecasting results in another case

Table 5   The forecasting accuracy achieved by each method

Method MAE MAPE RMSE

Fixed allowance method 0.39 28% 0.42
Fixed parameter adjustment method 0.39 28% 0.41
Statistical analysis and ANN method 0.39 28% 0.41
GP method 0.38 27% 0.40
The FFNN approach 0.27 20% 0.29
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can be reliably estimated, which is especially helpful when 
future conditions are distinct from those in the past.

The FFNN approach has been applied to a real case. The 
experimental results revealed the following:

1.	 The FFNN approach considerably improved the accu-
racy and precision of forecasting the productivity of 
the target factory. In particular, the forecasting preci-
sion measured in terms of the hit rate for test data was 
elevated by 25%.

2.	 In this case, future conditions seemed to be quite differ-
ent from those in the past, which made forecasting the 
future productivity a challenging task.

3.	 Moreover, the overfitting problem was clearly illustrated 
by this case.

4.	 Through specifying the acceptable range and maxi-
mizing the sum of memberships, the impact of the 
overfitting problem was significantly lessened, which 
accounted for the superiority of the FFNN approach.

The FFNN approach needs to be applied to more cases to 
further elaborate its effectiveness. In addition, the experimen-
tal results revealed that there was still considerable space for 
improving the forecasting accuracy, which relies on a better 
mechanism for aggregating the core, lower bound, and upper 
bound of a fuzzy productivity forecast to arrive at a crisp/rep-
resentative value. These constitute some directions for future 
research.
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