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Abstract
Software usability is usually used in reference to the hierarchical software usability model by researchers and is an important
aspect of user experience and software quality. Thus, evaluation of software usability is an essential parameter formanaging and
regulating a software. However, it has been difficult to establish a precise evaluation method for this problem. A large number
of usability factors have been suggested by many researchers, each covering a set of different factors to increase the degree of
user friendliness of a software. Therefore, the selection of the correct determining features is of paramount importance. This
paper proposes an innovative metaheuristic algorithm for the selection of most important features in a hierarchical software
model. A hierarchy-based usability model is an exhaustive interpretation of the factors, attributes, and its characteristics in
a software at different levels. This paper proposes a modified version of grey wolf optimisation algorithm (GWO) termed as
modified grey wolf optimization (MGWO) algorithm. The mechanism of this algorithm is based on the hunting mechanism
of wolves in nature. The algorithm chooses a number of features which are then applied to software development life cycle
models for finding out the best among them. The outcome of this application is also compared with the conventional grey wolf
optimization algorithm (GWO), modified binary bat algorithm (MBBAT), modified whale optimization algorithm (MWOA),
and modified moth flame optimization (MMFO). The results show that MGWO surpasses all the other relevant optimizers in
terms of accuracy and produces a lesser number of attributes equal to 8 as compared to 9 in MMFO and 12 in MBBAT and
19 in MWOA.
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Introduction

In recent years, software engineering practices have changed
to develop software products that are good in quality. Inter-
national Standard Organization (ISO) [1] has defined various
quality factors like effectiveness, usability, efficiency, relia-
bility, etc. which are crucial for the manufacturing of stellar
software products. As stated by Boehm et al. (1976), eval-
uation of quality is just as essential as the assessment of
functionality for any software product [12].

Amidst these factors which determine quality, usability
plays a particularly important role that has to be taken into
account during the various processes of software develop-
ment [43]. Software engineering experts interpret usability
in their own terms [2]. In simple words, usability of software
is described as the ease with which aman-made object can be
used, remembered and learnt. The object could be an appli-
cation, tool, website, machine, process or any other thing
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with which a man can interact. The definition of usability
and characteristics of quality of software have been detailed
by numerous standards and models over the years: Usabil-
ity is defined with reference to the effort needed for use by
the ISO/IEC 9126 [28]. The ISO/IEC 9126 further rewrites
the interpretation of software usability as the potential of
the software to be discerned by different users under differ-
ent circumstances and/or situations. The ISO 9241-11 details
usability by taking into consideration the efficiency and effec-
tiveness, as well as the effectiveness of the software in a
particular medium of usage [1]. The IEEE Std.610.12-1990
has defined usability with respect to input and output effi-
ciency as well as learnability of the system [29]. ISO/IEC
25010 (2011) describes a quality in usemodel which consists
of five components that chronicle the aftermath of interaction
when the use of a product is tried in a subjective setting. It also
defines a product quality model as having eight characteris-
tics that associate with the static software traits and dynamic
computer system traits [30]. ISO 9241-11:2018 spells out
usability in terms of user performance and satisfaction, with
special priority given to the fact that usability is reliant on
the different conditions that a product is used in [31].

As seen above, several attempts have been made to define
as well as evaluate software usability using a variety of meth-
ods, criteria, strategies, and different features [13–18] which
tend to generate conflicting usability models, and this results
in confusion and discrepancies in its usage and practice. If
we look at the amount of data available in the last few years,
we find that it has increased with respect to the number of
features and instances which results in large amounts of data.
Such data decrease efficiency of a model by increasing com-
putational cost and slowing the rate of training the data. To
increase the efficiency of models, a need for feature selection
arises.

Feature selection is the method of choosing only impor-
tant features from a given set of features [19–21]. It means
selecting a subset from a given set of features to improve
performance.They must be selected keeping in mind that
a balance should be maintained amongst the number of
selected features as well as the performance of the system.
Over the years, feature selection has been used to reduce
features in diverse fields, for instance,in health care data anal-
ysis [32], flash flood hazard assessment [33], and for medical
image diagnosis [34], among other applications. It has also
been used in the area of software usability, for reduction of
usability attributes [8,9,11], to identify problematic usability
attributes [35] and to detect usability deficiencies by moni-
toring the amount of time taken in different tasks by users
[36].

Evolutionary algorithms refers to a set of algorithms that
are primarily inspired by biological evolution like mutation,
recombination, selection and reproduction [22,23]. Almost
all optimization problems can be handled by these algo-

rithms, as they function decently in approximating solutions.
Most of these algorithms use fitness function calculation
for optimizing problems [24–26]. Various evolutionary algo-
rithms which have been used in the past for feature selection
are grey wolf optimization [11], bat algorithm [3], chaotic
crow search algorithm [4], whale optimization algorithm [5],
genetic algorithms [6], cuckoo search [7], and recently stud-
ied MMFO [37].

With the goal of choosing only the important features
in mind, we have decided to use an evolutionary algorithm
for feature selection and we have chosen grey wolf opti-
mization algorithm (GWO) for feature reduction. The GWO
algorithm [11] imitates the mechanism used by grey wolves
for hunting and also takes into account the way in which
their chain of command (leadership) works. The social hier-
archy and hunting technique of grey wolves are modeled
mathematically to scheme out the GWO algorithm and per-
form optimization. Feature selection problems having binary
datasets can reach an efficient solution through this algo-
rithm. This paper optimizes a nature inspired algorithm used
for optimization, called grey wolf optimization algorithm
(GWO), which will be used for selecting the optimum fea-
tures from a given collection of features that is chosen from
a private dataset containing usability attribute information.
Moreover, a detailed study of previous results of various
papers with outcomes obtained is done. Thus, the main
highlights for this paper are as follows: A modified evo-
lutionary algorithm is deployed on a dataset to select the
optimum features, named as modified grey wolf optimiza-
tion algorithm (MGWO). An analogous study with results
of different optimization algorithms is made. A hierarchical
model, containing usability attributes and factors, has been
used in this paper which represents all features and charac-
teristics of software development. The modified algorithm
is implemented on the given private dataset, which has been
obtained through a survey and a resulting subgroup of the
features is obtained. The reduced features are employed on
6 SDLC models, and it is then determined which model out
of the 6 is the best, according to MGWO. The results of the
implementation are compared with the outcomes given by
implementing GWO,MBBAT, MWOA, and a study that has
been done recently, named MMFO.

In recent years, many modifications have been done to
the GWO Algorithm to help select optimal features. Kohli
and Arora [38] acquaints the Chaos theory with the GWO
algorithm, thus making a hybrid which is then used in opti-
mization problems that are constrained. The objective behind
including the Chaos theory is to increase its global conver-
gence speed. Another modification of GWO [39] is used to
classify images of galaxies with better precision, achieved by
introducing opposition based learning (OBL), chaotic map,
disruption operator (DO) and differential evolution (DE). A
hybrid cuckoo search -grey wolf optimization (HCS-GWO)
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Fig. 1 Classification of various
software usability factors

[40] has been used to fuse multi modal medical images
together. The parameters of cuckoo search are used as the
control parameters of the GWO in this particular hybrid
approach. Other improvements include a hybrid GWO algo-
rithm [41], which integrates Particle Swarm Optimization
along with GWO to achieve better results, and a Variable
Weight GWO (VW-GWO) [42] which considers the pos-
sibility of a wolf being followed. The subsequent section
illustrates the major aspects of the hierarchical-based usabil-
ity model, and is followed by Sect. 3 which acquaints us with
the GWO for feature selection, succeeded by the implemen-
tation of the Modified GWO for usability feature reduction.
Section 5 reviews our results, and compares them with other
previously implemented algorithms to arrive at a conclusion.
This is followed by the list of references.

Major contributions obtained through this paper are as
follows:

1. Features required to predict software usability is reduced.
2. GreyWolfOptimization algorithm ismodified to produce

minimal subset of attributes.
3. A comparison is done between results obtained through

GWO and MGWO.
4. Comparison is done between various software usability

models according to features obtained through MGWO.

The hierarchical-based usability model

Many usability models have been presented over the last
twenty years and each model operates on its own set of fea-
tures, and hence creates a considerable amount of problems
for software engineers in the application of these models.
Same features have different names in different models. This
paper uses seven basic usability factors which are further
classified into twenty three features and forty two characteris-
tics. The purpose of this research paper is to use the algorithm

Fig. 2 Effectiveness—usability features and characteristics

to define a minimal subset of features that are used to define
software usability. The 7 basic usability factors along with
their features are described as below:

Effectiveness: Effectiveness can be defined as a degree of
performance, accomplished by an individual when perform-
ing a particular task with full integrity. This factor can be
broken down into five features. The features are extensibil-
ity, accomplishment of tasks, operability, reusability as well
as scalability as shown in Fig. 2.

Efficiency: Efficiency can be defined as the ratio of
expected output calculated by an end user to the number of
invested resources. It comprises four features within itself.
The features are economic costs, resource, time and user
effort as shown in Fig. 3.

Memorability: Memorability can be defined as the extent
of an end user’s ability tomemorize/remember different com-
ponents of a software with utmost clarity. It also consists of
four features. The features are Comprehensibility, consis-
tency in structures, learnability, memorability of structures
as shown in Fig. 4.

Productivity: Productivity canbedefinedas output obtained
by end users from software. It does not containmany features
as it is self explanatory. It consists of only 1 feature that is
useful user task output as shown in Fig. 1.

Satisfaction: Satisfaction can be defined as the degree of
satisfaction of an end user in their response or feeling after
using a product/software. Satisfaction can be further divided
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Fig. 3 Efficiency—usability features and characteristics

Fig. 4 Memorability—usability features and characteristics

Fig. 5 Satisfaction—usability features and characteristics

into 3 smaller features. The features are likeability, conve-
nience and aesthetics as shown in Fig. 5 .

Security: Security can be defined as the analysis of the
extent of risks, how prone the hardware and software are
to failures, and the damages that are likely to be caused to
software. This factor is divided into 2 more features. The
features are Error Tolerance and Safety as shown in Fig. 6

Universality: This feature is used to measure the degree
to which a product can connect different users of different
cultures, thus giving us an idea of the actual usage of the prod-
uct in various perceptions. Universality can be split into four

Fig. 6 Security—usability features and characteristics

Fig. 7 Universality—usability features and characteristics

more features; utility, approachability, cultural universality
and faithfulness, as shown in Fig. 7.

Grey wolf optimization algorithm

Grey wolf optimization algorithm (GWO) mimics the hunt-
ing mechanism used for prey and pays attention to the way in
which the wolves are ranked in a pack (the hierarchy of lead-
ership) [27]. With the chain of command of grey wolves in
mind, the four types of greywolves, namely, alpha, beta, delta
and omega are assigned to perform their respective duties
according to their place/rank in the pack. Four major phases
of the process, i.e. hunting, looking for prey, cornering and/or
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trapping the prey once encountered, and then finally ambush-
ing the prey are performed to implement this optimization
algorithm. Alpha wolves, intriguingly, may not be the tough-
est packmembers, but are considered to be the best choice for
managing all decisions related to the pack, including arrange-
ments about sleeping, waking times, hunting and so on. Beta
wolves are considered to be subordinates of alphawolves that
assist them in making decisions and other endeavors of the
pack. Delta wolves are subordinates to both alpha and beta
wolves and usually take on the responsibility of watching the
territorial boundaries and warning the rest of the pack in case
of any impending dangers. Omega wolves are considered to
be lowest in their hierarchy. They do not play much role in
hunting, and have to submit to all the other wolves.

Mathematical model

Encircling the prey

�S = | �R. �Yp(t) − �Y (t) | (1)

�Y (t + 1) = �Yp(t) − �P .�S. (2)

Here �P and �R are termed as coefficient vectors while t refers
to current iteration. �Y refers to the current position of the prey
and �Y p(t) refers to the position of prey. Coefficient vectors
are calculated as given below:

�P = 2�a. �r1 − �a (3)
�R = 2. �r2. (4)

Here �a is linearly decreased over the course of iterations from
2 to 0 and r1 and r2 are random vectors in range (0, 1).

Hunting

�Sα = | �R1. �Yα − �Y | (5)
�Sβ = | �R2. �Yβ − �Y | (6)
�Sδ = | �R3. �Yδ − �Y | (7)
�S1 = �Yα − �P1.( �Sα) (8)
�Y2 = �Yβ − �P2.( �Sβ) (9)
�Y3 = �Yδ − �P3.( �Sδ) (10)

�Y (t + 1) = �Y1 + �Y2 + �Y3
3

. (11)

With the above equations �S is calculated for alpha beta
and delta wolves and then positions of alpha , beta and delta
wolves is updated.

Pseudo-code for GWO

Algorithm 1 GWO Algorithm
1: procedure GWO(W,Max-iterations)
2: Initialize the grey wolf population with random values.
3: Initialize â and R
4: Calculate fitness value of each and every search agent
5: �Wa ← f 1 � select wolf having best fitness value
6: �Wb ← f 2 � select wolf having second best fitness value
7: �Wc ← f 3 � select wolf having third best fitness value
8: while i ter �= Max − I teration do
9: a=2-iter*((2)/Max-iterations)
10: for each wolf wi (i = 1..., m), do
11: �r1 ← Random[0, 1]
12: �r2 ← Random[0, 1]
13: �P1 ← 2 ∗ �a ∗ �r1 − �a
14: �R1 ← 2 ∗ �r2
15: �Sa ← abs( �R1 ∗ �Wa − �wi)
16: �Y1 ←= Wa − �P1 ∗ �Sa
17: Use above equations again to calculate

Y2,Y3
18: Update Positions of wolf with average

of Y1,Y2,Y3 vectors
19: end for
20: Recalculate fitness of each wolf
21: UpdateWa,Wb,Wc
22: end while
23: end procedure

Modified grey wolf algorithm for usability
feature selection

In the proposed MGWO approach, the GWO algorithm
procedure ismodifiedwith the aimof “usability feature selec-
tion”. An optimal feature set is acquired, when the features
are assigned as input for the modified algorithm. This opti-
mal feature set is then used to model software development
life cycle models. Since the combined effort of alpha, beta
and delta wolves leads to hunting, we have added features
representing alpha , beta and delta wolves in the selected
features vector as they form an important part for calculation
of usability. In GWO, since the updated solution depends on
positions of alpha, beta and delta wolves, in MGWO, alpha
wolves, beta wolves and delta wolves are initialized with
positions of attributes having best fitness values. Fitness val-
ues at each iteration for an attribute is calculated by the sum
of ones for that attribute in the dataset. Also inMGWO , posi-
tions of wolves are initialized by the values in the dataset.
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Steps involved in the MGWO algorithm are explained
below:

1. For the first six lines the variables Alpha_ pos, Beta_
pos,Delta_ pos,selected_ features Alpha_ score,Beta_
score,Delta_ score have been initialized. The position of
the wolves are initialized with dataset values.

2. The loop in lines 7–47 run until Max_ iter times
3. In lines 8 and 29 fitness value of each attribute/wolf is cal-

culated using fitness function and alpha_ wolf is selected
such that it has maximum fitness value,beta_ wolf has
second maximum fitness value and delta_ wolf has third
maximum fitness value.

4. In line 30 index positions of alpha_ wolf,beta_ wolf and
delta_ wolf are appended into the list of selected features.

5. The loop in line 31–46 updates positions of wolves. If the
updated position is greater than 0.5 it is assigned 1 value
and if it is less than 0.5 it is assigned 0 value.

6. Line 48 returns a list of selected features.

Implementation of modified GWO for feature
selection

In this paper, a course of action has been followed for the
implementation of the proposed model. Through this, we
have aimed to establish the usability of theSoftwareDevelop-
ment Life Cycle (SDLC) Models according to their usability
attributes. The ranking has been accomplished by imple-
menting the GWO algorithm. Six SDLC models have been
analyzed using this algorithm on a dataset. The dataset con-
tains these six SDLC models and their functionalities, and 7
factors and 23 attributes which describe their behavior well.

According to the hierarchical based usability model, 6
SDLC models are evaluated on the basis of 23 attributes.
These models along with their attributes have been out-
lined in Fig. 8. The numbers 0 and 1 have been used to
represent whether or not the SDLC models require a partic-
ular attribute. In this section, Python has been used to code
the MGWO algorithm. Python is a dynamic language that
is also portable, modular and interactive. The present sec-
tion reviews experimental based setup, input parameters and
dataset used.

Experimental based setup

To assess the suggested algorithm, a computing device with
Processor Intel(R) Core(TM) i7-7500U CPU @ 2.70 GHz,
2904 Mhz, 2 Core(s), 4 Logical Processor(s) and 8 GB Ram
under Ubuntu 16.04 is being used. The implementation is
coded in python 3.6.3. The proposed algorithm is used to
determine reduced optimal features for software usability.It
is also used to calculate accuracy for each software develop-
ment life cycle model. Hence implementation is divided into

two categories. First is obtaining reduced optimal features
and second is finding accuracy for each software develop-
ment life cycle dataset.

The dataset

In the dataset used, the columns are filled with 23 usability
features and rows are occupied by 6 software development
life cycle models. 0 and 1, also called the binary numbers, are
used to specify whether these features are present or not in
the six software development life cyclemodels. This research
paper has used a dataset which has been taken from [2,9].

Results and discussion

Through this section, the results of the application of the
dataset toMGWOare analysed thoroughly. After conducting
cross-validation for twenty iterations, the selected attributes
v/s the number of iterations, as well as accuracy v/s number
of iterations has been plotted and the same has been shown in
Figs. 9 and 10. Figure 9 shows that when proposed algorithm
is applied over the course of twenty iterations, 8 features are
obtained as a result which can be used to predict usability.
Figures 9 and 10 show that MGWO brings about a set of
attributes that is optimal, contains 8 features, and is 75%
accurate, over the course of final iteration. Hence, an opti-
mized algorithm has been found that takes as input, a binary
dataset, and produces a minimal subset of attributes of an
output with quite good accuracy.

The plot of accuracy for different life cycle models has
been depicted in Fig. 11. Now according to accuracy we
can find which model is best for software development. In
the graph below, we can see spiral and evolutionary models
give quite a good accuracy for the features selected through
MGWO.

MGWO algorithm selects eight attributes . The selected
eight attributes areOperability,CulturalUniversality,Resource,
Task accomplishment, Learnability, User Effort and Safety.
In this section, we compare the results of the Modified Grey
Wolf Algorithmwith other optimization algorithms that have
been previously used for usability feature selection.. The
results of MGWO have also been compared with standard
GWO in Figs. 12 and 13. The comparison between MGWO
and GWO for 20 iterations has been plotted in Fig. 12. It
shows that the selected attributes in GWO are 13 which
is more than the selected number of attributes in MGWO.
Therefore, we can say that the proposed MGWO surpasses
the results of standard GWO and gives us a lesser number
of attributes. Moreover, accuracy obtained through MGWO
is greater than accuracy obtained through GWO as shown in
Fig. 13.
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Fig. 8 Illustration of the used dataset

We have compared results obtained through MGWO
which results obtained through other algorithms likeMMFO,
MBBAT and MWOA as shown in Fig. 14. It has been seen
that MGWO selects eight features while all other algorithms
selects more than eight features. It shows that MGWO pro-
duces theminimumnumber of attributes as compared to other
algorithms.

The plot of the number of selected features for each SDLC
model has been shown in Fig. 15. It shows that Spiral and evo-
lutionarymodels contain all the optimized features according
to a private dataset that has been shown in Fig. 8.

The accuracy v/s selected attributes for MGWO has been
plotted and shown in Fig. 16. Accuracy obtained ismaximum
when 8 features are selected.

Conclusions and future scope

The term “usability” has been defined, using a hierarchical-
based usability model. In this model, usability of a software
has been characterized with the help of 7 factors having
23 attributes in all. In this attempt, we have implemented

123



Complex & Intelligent Systems (2023) 9:3487–3497 3495

Fig. 9 Plot of selected attributes vs no. of iterations

Fig. 10 Plot of selected attributes vs accuracy

the modified grey wolf algorithm (MGWO) to the usability
model for usability feature selection. MGWO aims to lessen
the number of attributes, and provides us with a consistent
feature subset that is best suited for the problem, and does
so without lowering the system performance. The MGWO
surpasses other optimization algorithms by predicting less
number of attributeswith quite good accuracy.ModifiedGrey
Wolf Optimization algorithm is suitable for use by various
researchers as a means to calculate the usability of numerous

Fig. 12 Plot of selected attributes vs no. of iterations for MGWO and
GWO

Fig. 13 Plot of accuracy of GWO and MGWO vs no. of Iterations

applications and software, and can help in deciding which
usability features would most affect the same.

Fig. 11 Accuracy comparison
for six SDLC models
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Fig. 14 Plot of selected attributes vs no. of iterations for MGWO,
MMFO, MBBAT, and MWOA

Fig. 15 Plot of number of selected features used for various SDLC
models

Fig. 16 Plot of accuracy vs selected attributes for MGWO
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