
Vol.:(0123456789)1 3

https://doi.org/10.1007/s40747-020-00182-z

ORIGINAL ARTICLE

Recognition and location of typical automotive parts based 
on the RGB‑D camera

Wei Liu1,2 · Fengpeng Li1,2 · Cheng Jing1 · Yidong Wan1 · Beibei Su1 · M. Helali2

Received: 17 March 2020 / Accepted: 17 July 2020 
© The Author(s) 2020

Abstract
Aiming at the problem that the accuracy of multi-part automatic assembly line sorting is not high, a set of machine vision-
based recognition and positioning system is designed with KINECT as the RGB-D camera. The internal and external 
parameters of the RGB-D camera were calibrated using MATLAB; taking the automobile tire as the target part, because it 
is better for the system and more accurate, the feature invariant feature transformation (SIFT) algorithm is used to extract 
and match the feature points of the target part. The depth-based image obtains the spatial position parameters of the target 
part, thereby calculating the three-dimensional coordinates of the target part, and realizes the recognition and positioning 
functions of the system. The experimental results show that the visual positioning effectiveness is 96% in the unstructured 
indoor environment, and the system has good robustness and real-time performance.
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Introduction

Aiming at the low recognition consistency, sorting automa-
tion and intellectualization of multi-part automatic assembly 
line, machine vision is introduced to acquire color depth 
image (RGB-D) and analyze target features and depth, cal-
culate the three-dimensional position of target parts, and 
realize the functions of automatic grasping and assembly of 
multi-part automatic assembly line.

Kumawat [1] proposed a fast feature point detection algo-
rithm, and the results show that the time required to detect 
five feature points is relatively short in the case of mixed 
feature detector. Hu [2] proposed and evaluated several 
most advanced feature description algorithms, providing 
some guidance to design new feature description algorithms. 
Tang [3] proposed a robust matching method that filtered 
out the least important local features before matching, effec-
tively ensuring the performance of local feature matching. 
Martin [4] constructed geometric features by discovering 

existing relationships between data. Shi [5] designed a 
unique matching algorithm based on the grid topology. The 
results show that the local features with multi-line descrip-
tors are more robust than other classic features based on 
patch. Li [6] proposed a Harris multi-scale corner detection 
algorithm based on contour transformation. The detected 
corner points are more uniform and reasonable, which can 
be used in many fields such as image Mosaic. Liu [7] used 
continuous data frames to build sub-maps to get the gen-
eral modeling method of parallel manipulators. Endres [8], 
using the distance between the feature descriptor to gener-
ate a depth image of the minimum spanning tree, removed 
the time close to the data and then randomly selected the 
method of random forest K frame data to detect loop-back, 
to some extent to meet the needs of real-time detection. Guo 
[9], using the algorithm of Tri SI (Tri-Spin-Image) with the 
combination of different weights, selected the best neighbor-
hood structure and improved the local coordinate system. 
Salti [10] proposed SHOT features (Signature of Histograms 
of Orientation), where the feature histograms are obtained 
by constructing point cloud topological structure, with good 
rotation invariance and robustness.

In this paper, KINECT is taken as the research object 
[11, 12]. Firstly, the inside and outside parameters of the 
camera are calibrated by checkerboard calibration method; 
secondly, the feature points of the target parts are extracted 
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by the SIFT algorithm, and the similarity between the fea-
ture points and the feature points of the target parts is com-
pared to realize the recognition of the target parts; finally, 
the target parts are identified by depth image. By calculating 
the position parameters of the target parts, the three-dimen-
sional coordinates are obtained to complete the positioning. 
Relevant research can improve the efficiency of multi-part 
automatic assembly line recognition and positioning, and 
provide theoretical basis and experimental support for the 
realization of intelligent automatic assembly line.

Calibration of internal and external 
parameters of the RGB‑D camera

There are two main reasons for camera calibration: one is 
that the distortion degree of each lens is different in the pro-
cess of production and assembly, which can be corrected by 
camera calibration to generate image-corrected lens distor-
tion; the other is to build camera imaging geometric model 
according to the camera parameters obtained after calibra-
tion. The three-dimensional scene is reconstructed from the 
acquired image [13–15].

Camera model refers to the transformation relationship 
between the actual spatial points and the corresponding 
points of two-dimensional images. The internal and external 
parameters of RGB-D are obtained by using a simple and 
practical camera model and camera calibration method. In 
this paper, the pinhole model is selected to calculate the four 
coordinate systems and their transformation relations. The 
four reference coordinate systems are the world coordinate 
system, camera coordinate system, image coordinate system 
and pixel coordinate system.

Without considering the distortion, the three-dimensional 
space points are represented as Pu (Xu, Yu) in the image coor-
dinate system. Taking the upper left corner of the imaging 
plane as the origin of coordinate and the unit of pixels, the 
coordinates of the pixels are represented by (U, V) [16–18]. 
Both image coordinates and pixel coordinates are on the 
camera imaging plane, but the origin is different from the 
unit. Using dx and dy to represent the size of a pixel unit in 
the X and Y axis directions of the image plane, the transfor-
mation relationship between the image coordinates and the 
pixel coordinates can be obtained as follows:

The above formula is expressed by a matrix as follows:

(1)
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According to the geometric relationship shown in Fig. 1, 
the transformation relationship between the image coordi-
nate system and camera coordinate system can be obtained 
by the formula 3:

The matrix is expressed as:

where f denotes the focal length. The conversion between 
camera coordinate system and world coordinate system can 
be expressed by formula 5:
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Fig. 1  Schematic diagram of the geometric relationship between the 
imaging plane and the camera coordinate system
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Among them:
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In formula 5, Zc is the depth value of the pixels, fx and fy 
are the focal length of the camera on the X and Y axes, and cx 
and cy are the coordinates of the optical center, respectively. 
The camera internal reference is H, which represents the 
internal characteristics of the camera. [R t] is the rotation 
and displacement of the camera relative to the world coor-
dinate system, i.e., the external parameters.

The chessboard method has good robustness and prac-
ticability. Fifteen chessboard images of different positions, 
angles and postures are taken with black and white rectan-
gular chessboard diagrams as calibration boards. They are 
calibrated with MATLAB as shown in Fig. 2.

(7)H =

⎡⎢⎢⎣

fx 0 cx
0 fy cy
0 0 1

⎤⎥⎥⎦
.

Fig. 2  Chessboard calibration diagram

Fig. 3  Camera internal refer-
ences before calibration

Table 1  Camera internal references before calibration

Parameter Numerical value

Focal length
[
1061.56404 1061.56404

]
Principal point

[
959.500 539.500

]
Skew [0.000]
Distortion [0.000]

Fig. 4  Calibrated camera internal reference
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The internal reference of the camera is shown in Fig. 3.
The internal parameters of the camera before calibration 

are arranged as shown in Table 1.
The internal camera of the calibrated camera is shown 

in Fig. 4.
The calibrated camera parameters are shown in Table 2.
Click Show Extrinsic: display the position of the cali-

brated image relative to the camera from the camera’s 
perspective (i.e., keep the camera’s position and direction 
unchanged). The position of the calibrated image relative to 
the camera is shown in Fig. 5.

Among them, 1–15 indicates the position of the calibrated 
image relative to the camera at different positions, and Oc 
(Xc, Yc, Zc) is the position coordinate of the camera.

Feature extraction and matching

Feature detection is to use computer to extract image infor-
mation and determine whether each image point belongs 
to an image feature. The result of feature detection is that 
the points on the image are divided into different subsets, 
which often belong to isolated points, continuous curves or 
continuous regions. The features extracted from different 

images in the same scene should be the same. Some feature 
points are extracted from the image and analyzed locally 
instead of observing the whole image. The requirements 
of feature points are sufficient, stable and with accurate 
positioning.

The visual invariance of feature detection is a very impor-
tant concept, but it is very difficult to solve the problem 
of scale invariance. To solve this problem, the concept of 
scale invariant feature is introduced in computer vision. The 
idea is that not only can objects photographed at any scale 
detect consistent key points, but each feature point detected 
corresponds to a scale factor. Ideally, for the same object 
point with different scales in two images, the ratio between 
the two scale factors calculated should be equal to the ratio 
of image scales. In recent years, many scale-invariant fea-
tures have been proposed. This section introduces one of 
them, SURF features. Called the SURF “accelerate the 
steady characteristics” (Speeded Up Robust Feature), it is a 
kind of method of scale-invariant feature; it provides better 
robustness detection and description of the child and can be 
used for target recognition in the field of computer vision 
or three-dimensional reconstruction, etc. Part of its inspira-
tion comes from the SIFT algorithm, which uses the method 
of local gradient histogram. The main difference lie in the 
performance, which reduces the computation time by effec-
tively using the image convolution integral graph. To detect 
the dimension-invariant feature, the maximum value should 
be calculated in image and scale space, respectively. As we 
shall see, they are not only scale-invariant features, but also 
features with high computational efficiency.

Feature point matching refers to finding the correct 
matching feature points in two images that need to be reg-
istered. The method of feature matching is to first find the 
feature points with significant features, then describe the 
two feature points separately, and finally compare the simi-
larity between the two descriptions to determine whether 
they are the same feature. If scale can be determined before 
feature description, scale invariance can be achieved. SURF 
is a scale-invariant feature method and has good robustness 
of detectors and descriptors. It can be used for object rec-
ognition or three-dimensional reconstruction in the field of 
computer vision. SURF originates from the SIFT algorithm 
and adopts the method of local gradient histogram. The main 

Table 2  Calibrated camera internal references

Parameter Numerical value

Focal length
[
1069.00976 1068.14818

]
±

[
44.60855 45.44657

]
Principal point

[
1004.53109 519.80717

]
±

[
30.73476 25.26986

]
Skew [0.00000] ± [0.00000]
Distortion

[
0.04170 −0.17141 0.00057 0.00871

]
±

[
0.05572 0.15922 0.00678 0.00861 0.00000

]
Pixel error

[
1.58651 1.76772

]

Fig. 5  The position of the calibrated image relative to the camera
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difference is that the image convolution integral graph is 
used to reduce the computational time.

SURF algorithm mainly includes integral image, scale 
space construction, location and main direction of feature 
points, and generation of feature descriptors. Integral image 
refers to calculating the Hessian matrix determinant of each 
pixel, and calculating the integral image to get the value of 
each image element.

The construction of scale space is to detect the feature 
points of DOH approximation and get the second-order dif-
ferential Hessian matrix.

SURF algorithm can process every layer of pyramid 
image in parallel and build a Gauss pyramid by Hessian 
matrix response.
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OpenCV2.4.10 and Visual Studio 2013 are selected as 
software support. Firstly, the image information is extracted, 
and two PNG images generated by RGB-D in each exper-
iment are input. The images are read in black and white 
mode. Then, the key points of the images are detected by 
the SURF detector. The minimum Hessian matrix is 400. 
The eigenvector calculates descriptor and matches descrip-
tor vectors by the violent matching method. Then, the two 
images are drawn and found. Finally, the matching results 
are obtained, as shown in Table 3.

By comparing the two images, the similarity between 
square object and tire matching is only about 20%, while 
that between cylinder and tire matching is about 30%, and 
that between cylinder and tire matching is about 80%. When 
the matching degree is about 80%, the system determines 
that the part is the target part.

Feature extraction and description are the basis of image 
processing and computer vision; the image could be affected 
by noise in practical problems, and the interference of back-
ground may also occur. Angle, lighting, scale, translation, rota-
tion, affine changes, such as how to choose reasonable descrip-
tion and image characteristics of the operator, make these 

Table 3  Tests matching results
Object Comparison Key Point Similarity 

 

21.7% 

 

30.8% 

 

79.8% 
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features not only have good performance of the clock, but also 
remain unchanged under the above changes, directly deter-
mining the effect of image processing based on feature. Based 
on the invariance theory of computer vision, the study on the 
invariance of image features has become an important link in 
image processing, attracting the interest of many researchers.

Three‑dimensional positioning of target 
parts

Positioning is to obtain the position information of the target 
part in the image. For many parts in the pipeline, the identi-
fied target parts are selected by the method of rectangular 
box. When there are multiple target parts in an image (the 
number is not fixed), the detection task should locate the tar-
get in the image with rectangular frame as much as possible, 
which is equivalent to the positioning of multiple targets.

According to the imaging principle of the camera, the 
measuring coordinate system is constructed, and the param-
eters inside and outside of the color camera and the depth 
camera are solved.

Implement object recognition is based on open CV. 
Grayscale processing is carried out for the color pictures 
collected by Kinect to remove the complex influence of 
multi-color frequency of color images and make the picture 
processing more concise. The improved mean filtering algo-
rithm is used to smooth the small noise on the image surface 
and reduce sharp changes. By means of image binarization, 
gray value is presented with black and white effect, which 
makes it no longer involve multi-level value of pixel, sim-
plifies the processing process, and reduces the amount of 
data processing and compression. Close operation method 
is used to fill in small voids, smooth boundary and eliminate 
small and useless voids. According to the object pixel gray 

value, the method extracts the object contour line, creates a 
minimum rectangular border based on the set of points and 
selects the object.

It realizes the function of object recognition and location 
in a simple environment. According to the collected image, 
contour analysis, judgment and recognition of the target 
object, and selection are conducted. We calculate the object 
center and get the coordinates of the object and output.

After running the corresponding program, the program 
controls KINECT to obtain the depth image of the target 
part, as shown in Fig. 6, and determines the depth informa-
tion of the target part relative to the camera.

Based on the fusion of the RGB image and depth 
image, the spatial position parameters of the target parts 
are obtained, and the three-dimensional coordinates of the 
target parts are also obtained. The tire is the target part to 
obtain the location information. The four points in the upper 
left corner of the figure are four different points of the tire, 
through which the spatial position of the tire is determined. 
The coordinates of the four points are shown in Table 4.

Summary

One of the cores of multi-part automatic assembly line is 
the target part identification and positioning system, and the 
accuracy of identification and positioning affects the effi-
ciency of the automatic assembly line.

Fig. 6  Depth image of the 
RGB-D camera

Table 4  Four tire locations Point Coordinate

1 (264, 100, 618)
2 (184, 188, 635)
3 (270, 276, 605)
4 (361, 194, 689)
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Firstly, this paper calibrates the depth camera of Kinect 
to obtain more accurate internal parameters of the depth 
camera and improve the accuracy of 3d reconstruction. 
Then, scale-invariant feature transform (SIFT) algorithm is 
used to extract image information by computer, and feature 
description is carried out to determine whether each image 
point belongs to an image feature and discuss how to extract 
the feature point in the image. In the end, a simple three-
dimensional object reconstruction method is proposed from 
the aspects of visual perception system construction, object 
image acquisition, object model construction, object recog-
nition and positioning algorithm in a single background, and 
the research on object recognition and positioning algorithm 
in a simple scene is completed.

The experimental results show that the recognition and 
sorting rate of multi-part automatic assembly line target 
parts based on the machine vision design recognition and 
positioning system is significantly higher than the traditional 
sorting rate.

This research can improve the efficiency of automatic 
assembly line identification and positioning of multiple 
parts, and hopefully provide theoretical basis and experi-
mental support for the realization of intelligent automatic 
assembly line.
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