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Abstract
Wireless sensor networks are widely used in monitoring and managing environmental factors like air quality, humidity,
temperature, and pressure. The recent works show that clustering is an effective technique for increasing energy efficiency,
traffic load balancing, prolonging the lifetime of the network and scalability of the sensor network. In this paper, a new energy-
efficient clustering technique has been proposed based on a genetic algorithm with the newly defined objective function. The
proposed clustering method modifies the steady-state phase of the LEACH protocol in a heterogeneous environment. The
proposed objective function considers three main clustering parameters such as compactness, separation, and number of
cluster heads for optimization. The simulation result shows that the proposed protocol is more effective in improving the
performance of wireless sensor networks as compared to other state-of-the-art methods, namely SEP, IHCR, and ERP.
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Introduction

The current technological advancements in the fields of
microelectronics, sensing devices, and wireless communica-
tion technology have given world-wide attention to wireless
sensor networks (WSNs). WSNs contain several low power
small devices called motes or sensor nodes. They com-
municate over wireless media at close range and perform
various kinds of tasks like environmental monitoring, bat-
tlefield surveillance, and many more. However, the sensor
nodes have some limitations such as short transmission range,
less processing capacity, low storage capacity, and limited
energy resources [11, 15, 16]. An optimized sensor network
became a promising area of protection and control, facili-
tating real-time and controlled communication systems with
the physical environment. One of the critical challenges of
the WSN is to extend the network lifetime. In the literature,
several definitions and metrics have been used to define and
measure the lifetime of the sensor network. To increase the
network lifetime, clustering is performed, which divides the
sensor network into many independent groups called clus-
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ters. A cluster head (CH) is selected as the leader node of
the cluster. The CH supervises the communication between
its member nodes, aggregates the information received from
them, and finally sends it to the sink node [24, 26].

Clustering has many advantages, such as energy mini-
mization, load balancing, scalability, and bandwidth reuse.
Bandwidth reuse improves the system capacity achieved
through spatial reuse. For spatial reuse, if two clusters are
not adjacent, the same bandwidth can be used in two clus-
ters. Clustering also helps efficient routing for the formation
of a virtual backbone with cluster heads. In the literature,
several cluster-based routing protocols have been proposed
which can be divided into broad categories, namely proba-
bilistic approaches, greedy approaches, unequal clustering
approach, clustering based on fuzzy logic, and computa-
tional intelligence-based approach [6]. In the probabilistic
approach of clustering, each node is assigned a priori prob-
ability for selection of initial cluster heads which also work
as a primary criterion for individual nodes to get themselves
elected as CHs. Besides the primary criteria, the secondary
criteria such as residual energy may also be considered for
prolonging the network lifetime and energy conservation.
The prominent protocols in this category are LEACH [9],
SEP [29], HEED [4], and many more.

Moreover, greedy-based approaches are used to form a
chain of nodes to transmit data instead of dynamic cluster-
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ing. This approach is also called chain-based routing. One of
the popular protocols in this category is PEGASIS [17].How-
ever, in the multi-hop clustering environment, CHs nearer to
the base station deplete their energy faster because of extra
inter-cluster traffic at these CHs than the CHs located away
from the base station. This kind of situation creates a hot spot
area or energy hole problem in the network and degrades the
performance of the network [25]. Different types of tech-
niques have been proposed in the literature to address energy
imbalances and energy hole problems in WSNs where clus-
tering is used. Some of these techniques are the mobility
of nodes and base stations, data aggregation and compres-
sions, and unequal clustering. Their primary purpose is to
save energy by generating clusters of uniform size, minimiz-
ing the distance between sensor nodes and CH.

The clustering problem can be considered as an NP–com-
plete problem [20–23]. For any network topology, getting
an optimal number of CHs with locations can be solved by
the exponential search. For a sensor network having N sen-
sor nodes, many solution sets exist. In each solution set, a
sensor node can be a CH or non-CH. In the recent works,
computational intelligence-based techniques based on fuzzy
logic [24], neural network, and meta-heuristics techniques
are extensively applied to solve various kinds of challenging
problems inWSN[3].Themeta-heuristic algorithms inspired
by nature are accepted widely for solving optimization prob-
lems [20, 23, 8]. These algorithms can solve an extensive set
of problems because they do not require an explicit defini-
tion of the function. Genetic algorithm (GA) is one of the
most popular and widely used meta-heuristic algorithms for
solving combinatorial optimization problems such as clus-
tering [15, 16]. The clustering problems can also be mapped
as discrete optimization problems for which GA is a more
suitable algorithm to solve it than the other meta-heuristic
algorithm like PSO and DE. These methods are generally
used to solve continuous optimization problems [12]. In this
work, GA is used to solve the clustering problem in a wire-
less sensor network with a newly defined fitness function.
The proposed fitness function considered separation, com-
pactness, and ratio of a number of non-CH and CH nodes
as the decision variables for the selection of optimal cluster
heads.

Related work

In the literature, various routing protocols have been intro-
duced by the researcher to make the sensor networks more
energy efficient.Most of the protocols used cluster formation
and different communication strategies for data dissemina-
tion. Moreover, the cluster-based routing protocols use the
sensor nodes more efficiently than non-cluster-based routing
methods. The whole sensor network is divided into different

clusters, and the cluster head (CH) node is responsible to
collect, aggregate, and disseminate the data of its cluster to
the sink. In this way, energy consumption, to send the data
directly to the sink, is reduced.

To increase the overall network lifetime of the sensor
network, many cluster-based routing protocols have been
proposed in literature specifically for WSNs. LEACH (low
energy adaptive clustering hierarchy) [9] is the most widely
used hierarchical routing protocol in which the formation
of clusters is done without centralized control. The CHs are
elected based on probability. Further, SEP (stable election
protocol) [29] is proposed which is based on LEACH but
works in a heterogeneous environment. In this protocol, some
of the sensor nodes in the network (called advanced nodes)
are having higher battery capacity as compared to normal
senor nodes. The probability that an advanced node becomes
a CH is higher than that of a normal node. A more improved
version of SEP is SEP-E (RCH) [26]. It is more energy
efficient than SEP and redundantly selects CH to improve
the lifetime and reliability of the network. Moreover, GA is
widely used in WSN to select the optimal number of CHs
and enhance the lifetime and stability of the sensor network.
Bara’a et al. [2] proposed GA-based clustering method finds
the optimum number of CHs to reduce the total network dis-
tance. Its fitness function (F) is a combination of the total
number of distances (dist) and the number of CHs for mini-
mization and given in Eq. (1).

F � w × (D − dist) + (1 − w) × (N − CH) (1)

where N is the total number of sensor nodes, and w refers
to a predefined weight value. The objective is to maximize
the fitness value. Further, Matin et al. [14] proposed a fit-
ness function based on compactness (C), a direct distance
of sensor node to the base station (D), cluster distance stan-
dard deviation (SD), the transmission energy (E), and many
packets transferred (T ). The objective is to select those chro-
mosomeswhich take less energy formore transmissions. The
fitness function is defined in Eq. (2).

F �
∑

i

α(wi , fi ), ∀ fi � (C, D, E,SD, T ) (2)

Further, Petre-Cosmin et al. [10] extend the above-defined
fitness functionby incorporating the residual energy (RE) and
many transmitted frames (FT) and shown in Eq. (3).

F �
∑

i

α(wi , fi ), ∀ fi � (C, D, E,SD, T ,RE,FT) (3)

Elhabyan [5] proposed a hybrid algorithm based on GA
and PSO to optimize the power consumption of WSN nodes.
GA finds the optimal set of CHs, while PSO is used to select
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the members of the cluster. The considered fitness function
is defined by Eqs. (4) and (5) for GA and PSO, respectively.

F � w1 ∗ (1/SHD) + w2 ∗ SHC + w3 ∗ SHDS + w4 ∗ SHRE (4)

F � w1 ∗ (1/SMD) + w2 ∗ (1/ED) + w3 ∗ SRE (5)

where SHDdenotes the summation of all distances fromCHs
to BS, SHDS is the sum of density of CHs, SHC is the sum
of centrality of CHs, SHRE is the overall residual energy
of all CHs, SMD is sum of member’s distance to CHs, ED
represents the difference between current node and the local
best node, and SREL denotes the overall residual energy of
the nodes.

Moreover, Singh et al. [28] proposed the objective func-
tion that considers the sum of the total consumed energy
by non-CH nodes to transmit data to those CHs nodes, the
overall aggregation energy at CH, and finally the sum of the
consumed energy in the transmission of aggregate data toBS.
The formulation of the fitness function is given in Eq. (6).

F �
⎛

⎝
nc∑

i�1

∑

s∈Ci

ETXs,CHi + ERX + EDA +
nc∑

i�1

ETXCHi

⎞

⎠ (6)

where nc is the total CHs, s ∈ CHi is a non-CHs associated
with ith CH, and E and R represent energy dissipated during
transmission and receiving information.

Pal and Sharma [24] proposed a new protocol FSEP-E
to enhance the performance of a stable election protocol by
selecting the cluster heads based on fuzzy logic. The fuzzy
inference rules are defined over three linguistic variables,
namely distance from the sink, heterogeneity threshold, and
node density. Further, Pal and Sharma [25] introduce the
multi-hop communication among the CHs toward the sink
and between the sensor nodes toward CHs in SEP proto-
col. Moreover, Pal et al. [19] proposed a new clustering
method in HWSNs based on biogeography-based optimiza-
tion. The optimal set of cluster heads are selected based on
the two objectives, namely to minimize cluster density and
to maximize cluster dispersion. Further, Mehta and Pal [16]
modified thefitness functionby incorporating the total energy
to enhance the performance and network lifetime.

Background

Genetic algorithm

GA (genetic algorithm) [7] is a well-known optimization
method for solving the optimization problem and based on
the survival of the fittest theory. It initializes with the various
randomly generated solutions. Each solution, also known as

chromosome, can be considered as an array of genes. These
genes are evolved iteratively based on some criteria (or objec-
tive function) to search for the best solution.

There aremainly three operators used byGA;firstly, selec-
tion in which it selects the chromosomes having better fitness
values and their genes will be used in the successive gener-
ations; secondly, crossover, in which mating is performed
between chromosomes; two chromosomes are selected ran-
domly, and a crossover site is chosen; these crossover sites,
exchange of genes is performed and creates entirely new
chromosomes (offspring); thirdly, the mutation operator, in
which a gene is randomly chosen from the randomly selected
chromosome and replaces it by some random value between
the search bounds. This operator is used to maintain the
diversity in the population and to bypass the premature con-
vergence.

In the last 2 decades, GA has been used widely in many
application areas such as microarray data analysis, image
segmentation, image compression, document and text clus-
tering, and clustering in mobile and ad hoc networks [30].
Recently, GA has been widely used in clustering the WSNs
[15, 16]. Various modifications have been suggested in GA
to improve its performance for selecting the optimal set of
cluster heads. Bhushan et al. [3] modified the population
initialization phase of GA by incorporating the K-means
algorithm. This results in better solutions in the population
which enhances the overall performance of GA for clustering
the WSNs.

Networkmodel

In this paper, sensor nodes are deployed randomly in 100×
100 m2 area. There are two types of nodes, namely advance
nodes and normal nodes. Advanced nodes have a higher bat-
tery capacity than normal nodes. The base station (BS) or
sink is situated in the middle of the sensor network. For the
communication and network operations, the clustering-based
approach is followed in which some cluster head nodes are
selected for aggregating the sensed data from normal nodes
and sending the aggregated information to the base station
for further processing. Figure 1 shows one snapshot of the
network simulated under the MATLAB environment. In the
figure, the base station, situated in the middle, is represented
by the filled blue circle; normal nodes and advanced nodes
are represented by plus sign and triangle sign, respectively.
Moreover, the selected cluster centroids are represented by
the star symbol.

Energymodel

The sensor node depletes its energy, mainly in transmitting
and receiving the data. For the same, a radio energy model
[9] is consideredwhichworks in two-channelmodes, namely
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Fig. 1 Snapshot of a simulated wireless sensor network [3]

free space andmulti-path fading channelmodel. The depleted
energy is proportional to distance. Equation (7).

ET x (l, d) �
{
l Eelec + lεfsd2 for d < d0
l Eelec + lεmpd4 for d > d0

(7)

where Eelec, 1fs and 1mp are the energy required by the
electronic circuit, amplifier in free space and multi-path,
respectively, and d0 is considered as distance threshold.

Further, the energy consumed (ERx (l)) by sensor node in
receiving l bit data packet is given by Eq. (8).

ER(l) � l Eelec (8)

The proposed clusteringmethod

In this paper, the sensor network is hierarchically clus-
tered based on LEACH. LEACH protocols generally have
two phases, namely set-up phase and steady-state phase,
to divide the sensor network into the clustering hierarchy.
In the set-up phase, cluster formation is performed, and in
the steady-state phase, the communication in the network
is established between the sensor node and base station via
cluster heads. In this paper, the set-up phase of the LEACH
protocol has been modified using genetic algorithm. The
overall flow of the proposed method is depicted in Fig. 2,
which consists of twomain phases. The details of both phases
have been provided in the following sections.

Set-up phase

In set-up phase sensor nodes are grouped into various clus-
ters. The quality of clustering has a high impact on the energy
consumption of the sensor network. Therefore, there is a
requirement of finding an optimal set of cluster heads so

that quality clusters can be formed. To find such a set of clus-
ter heads from the given number of n sensor nodes can be
mapped as a combinatorial problem which is considered as
an NP-complete problem. Various meta-heuristic methods,
like GA, PSO, DE, etc., have been widely used in the liter-
ature, to solve these problems. Hence, in this paper, GA is
used to find a set of optimal cluster heads.

GA-based clustering method

In GA, firstly a population of feasible solutions is initial-
ized, which is known as the initial population. The generated
population is refined by applying the crossover, mutation,
and selection operators on the solutions. After the defined
number of iterations is achieved, the solution with the best
fitness value of a defined objective function is considered as
the optimal solution. The GA-based clustering method is
used to select the optimal cluster set from given cluster sets.
For the same, a new fitness criterion is defined, which is
described below. Further, the design of various cluster sets is
also essential for the proper working of the method. In this
paper, binary encoding is used to represent the cluster sets.

Chromosome encoding

To represent each solution or chromosome in the population,
binary encoding scheme is considered. The size of the chro-
mosomes is equal to the number of sensor nodes. The index
value of chromosome array is considered as the sensor node
number, and the value of that index denotes whether the node
is working as a cluster head or not. If the value is represented
by bit ‘1’, then the corresponding sensor nodes are working
as the cluster head for that solution and if the value is ‘0’,
then the corresponding sensor node is working the member
node.

Moreover, a bit ‘− 1’ is also used to represent the sen-
sor node which depletes all of its energy. One example of
chromosome representation is shown in Fig. 3. In the figure,
nine sensor nodes are considered, and the structure of one
chromosome is shown. Sensor nodes 1, 3, and 7 are working
as the cluster heads, and other nodes are working the normal
nodes.

Fitness function

The fitness function is required tomeasure the quality of each
chromosome in the population. Therefore, the design of bet-
ter fitness function is the prime concern of the researchers,
as discussed in the literature survey. In this paper, a weighted
fitness function is designed, which considers cluster com-
pactness, cluster separation, and the normalized number of
cluster heads. Each factor gives its contribution based on
the weight value associated with it. An empirical analy-
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Fig. 2 The overall flowchart of
the proposed method

Fig. 3 Chromosome encoding for WSN

sis is performed on different values of these weights, and
it is observed that for w1 � 0.3, w2 � 0.4, and w3 � 0.2,
the proposed method gives better results. Hence, for further
investigations, only these values of weights are considered.

The formulation of a new fitness function is depicted in
Eq. (9).

F � w1 ∗ Comp + w2 ∗ 1/
Sep + w3 ∗ N/

nCH (9)

where Comp, Sep, nCH, and N represent overall compact-
ness, overall separation, number of cluster heads, and the
total number of sensor nodes. w1, w2, w3 are the weights
defined between 0 and 1. For better clustering, the com-
pactness between each cluster should be minimized, and
separation between the cluster heads should be maximized.
As the objective of the fitness function F is to minimize the
fitness value, the compactness is kept directly proportional

123



396 Complex & Intelligent Systems (2020) 6:391–400

Fig. 4 A formation of the cluster after set-up phase

to the F and separation is inversely proportional to the F.
Moreover, the ratio of N

/
nCH is considered to be minimized

which is a very important factor to increase the optimal num-
ber CHs in proportion with the number of sensor nodes. The
overall objective of the fitness function is to minimize the
fitness value. Therefore, the solution with minimum fitness
value after the given number of iterations is considered as the
best solution.

Cluster set-up phase

After the selection of optimal cluster heads at each round,
each cluster head sends an advertisement message to other
nodes using carrier sensemultiple access (CSMA)MACpro-
tocol. The other nodes receive the advertisement messages
from all cluster heads and then decide which cluster head
it is going to belong for the current round. The decision is
based on the RSSI (received signal strength indication) of the
advertisement message, and it is proportional to the distance
of the node to the cluster head. Once the decision is finalized,
each node sends the response to join message to the cluster
head to notify that it is a member of the corresponding clus-
ter. The join message is sent by each node to corresponding
cluster heads using CSMA–MAC protocol. Figure 4 depicts
the one possible configuration of the cluster set-up phase.

Further, each cluster head node defines a transmission
schedule based on the join messages received from the
member nodes. For the same, time division multiple access
protocol (TDMA) is used. Once the schedule is prepared, it
is broadcasted by cluster heads among the cluster member
nodes.

Steady-state phase

In set-up phase clusters are formed and, in each cluster, a
TDMA schedule is defined. Each member node of the clus-
ter sends the sensed data to its cluster head in its allocated
slots only and it can turn-off its radio when there is no data
to send. This enhances the energy efficiency and the net-
work lifetime of the sensor network. Once the cluster heads
receive all the data from itsmember sensor nodes, it performs

Fig. 5 Communication directions in the steady-state phase of WSNs

Table 1 GA parameters

Parameter Value

Population size (N) 20

Mutation rate (pm) 0.03

Crossover rate (pc) 0.6

Number of generations 20

Crossover operator Two-point crossover

Selection operator Binary tournament

data aggregation using some signal processing functions and
sends the compressed data to another nearby cluster head on
theway to the base station. After the transmission from all the
cluster head nodes is completed, then the next round begins
and repeats the process explained in “Set-up phase” section.
Figure 5 depicts the communication flow in the clustered
wireless sensor network.

Simulation results

The extensive experimental analysis is performed using
MATLAB2018b.The simulation results havebeen compared
against one classical cluster-based routing method, namely
stable election protocol (SEP), and two GA-based clustering
and routing methods, namely intelligent hierarchical cluster-
ing and routing protocol (IHCR), and evolutionary routing
protocol (ERP). The effectiveness of the proposed method
has been evaluated with other state-of-the-art methods on
one of the benchmark network scenarios, i.e., WSN #1, hav-
ing the sensing field of 100×100 m2 with 100 sensor nodes.
The parameter settings for GA are kept similar to the compar-
ative literature and also depicted in Table 1. The performance
is evaluated in terms of stability period, average remaining
energy, the throughput of the overall network, and network
lifetime.

Furthermore, as the heterogeneous sensor network has
been considered for simulation, two types of energy hetero-
geneity are incorporated in the network, i.e., the networkwith
10% advanced nodes and 20% advanced nodes. These nodes
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Fig. 6 Clustered sensor network

Fig. 7 Dead sensor nodes

are havingmore energy than normal nodes. The initial energy
of normal nodes is kept as 0.5 J while for advance nodes the
initial energy is 1 J. The snapshot of the clustered network for
a particular round is depicted in Fig. 6. Each voronoi cell in
the figure represents one cluster, and ‘*’ represents the clus-
ter head. After some rounds, the sensor nodes deplete their
energy entirely, and hence they are dead, as shown in Fig. 7
by the red colored nodes.

The lifetime of a network can be shown by capturing the
number of alive nodes that are survived for a longer time. Fig-
ures 8 and 9 depict the network lifetime of SEP, IHCR, ERP,
and EEWC. The considered network contains 10% and 20%
of the node with high energy heterogeneities. In each of the

Fig. 8 Network lifetime returned by considered protocols with 10%
advanced nodes

Fig. 9 Network lifetime returned by considered protocols with 20%
advanced nodes

scenarios, EEWC shows better performance than the remain-
ing protocols. Tables 2 and 3 show the result quantitatively
for 10% energy heterogeneity and 20% energy heterogene-
ity, respectively. It can be observed from Table 2 that in
SEP, IHCR, ERP, nodes die much earlier than EEWC. In
EEWC, 10% nodes die at 1348th round while in the remain-
ing protocols, nodes die at 1268th, 1152th, and 1326th round,
respectively. All nodes die in ERP at 3649th round, giving a
better performance than SEP and IHCR, whereas in EEWC,
this process is significantly delayed. In EEWC, all nodes die
at 4347th rounds. Similarly, with 20% advanced nodes, the
performance of EEWC is significantly better than ERP. All
nodes died at 4770th round in EEWC.

Moreover, Figs. 10 and 11 exhibit the result of EEWC
for the residual energy of the network per round for 10% and
20% node heterogeneities, respectively. It is shown that there
is a less steepness of the curve due to fairness in the energy
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Table 2 Round history for dead nodes with 10% advanced nodes in the
network

Number of dead nodes Number of rounds

SEP IHCR ERP EEWC

10 1268 1152 1326 1348

20 1324 1209 1382 1411

30 1355 1275 1425 1476

40 1406 1381 1500 1525

50 1430 1433 1529 1574

60 1461 1509 1575 1668

70 1507 1605 1689 1784

80 1590 2134 1851 1892

90 1643 2152 2690 2335

100 1719 3542 3649 4347

Table 3 Round history for dead nodes with 20% advanced nodes in the
network

Number of dead nodes Number of rounds

SEP IHCR ERP EEWC

10 1304 1155 1309 1324

20 1341 1261 1384 1439

30 1375 1329 1443 1499

40 1412 1404 1500 1575

50 1455 1488 1549 1643

60 1505 1573 1628 1730

70 1566 1726 1729 1891

80 1682 2121 2076 2295

90 1970 2782 3022 3232

100 2460 3890 4040 4770

load distribution and gradual dissipation of energy in EEWC.
The result is further validated in Tables 4 and 5. These tables
represent the residual energy remaining in the number of
different round intervals. The results till 3600 rounds for all
the considered protocols are shown. It can be observed from
both the tables that the total remaining energy while using
the EEWC method is higher than other considered methods
which validate the efficacy of the proposed method.

The stability period of the networks plays a crucial role
in network performance. Table 6 shows the stability period
for all the considered protocols for both heterogeneity levels.
From the table, it is observed that EEWC has increased the
stability period significantly in comparison to SEP, IHCR,
and ERP, respectively.

Conclusion

In this paper, a new clusteringmethod forwireless sensor net-
works has been proposed. The proposedmethod used a newly

Fig. 10 The total residual energy returned by considered protocols with
10% advanced nodes (on logarithmic scale)

Fig. 11 The total residual energy returned by considered protocols with
20% advanced nodes (on logarithmic scale)

Table 4 Total residual energy in the network having 10%advancednode

Round no. SEP HCR ERP EEWC

360 27.937 27.167 28.564 34.347

720 4.373 5.549 6.918 13.525

1080 0 2.034 3.092 3.746

1440 0 0.089 0.996 1.852

1800 0 0.002 0.232 0.647

2160 0 0 0 0.120

introduced fitness weighted fitness function which considers
compactness, separation, and number of cluster heads as the
parameters for clustering quality. The proposed fitness func-
tion is used in the genetic algorithm to find the optimal set
of cluster heads in the steady-state phase of the LEACH pro-
tocol. The simulation results have been compared with other
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Table 5 Total residual energy in the network having 20%advancednode

Round no. SEP HCR ERP EEWC

360 30.017 32.179 33.825 39.401

720 5.161 10.543 12.334 18.515

1080 0 3.092 3.859 7.483

1440 0 0.996 1.671 3.658

1800 0 0.232 0.160 1.507

2160 0 0 0 0.461

Table 6 Stability period

Heterogeneity (%) SEP IHCR ERP EEWC

10 846 920 1111 1200

20 1001 991 1068 1304

state-of-the-art clustering methods, namely SEP, IHCR, and
ERP, and it has been validated from the results that the EEWC
method outperforms other considered methods in terms of
stability period, network lifetime, andoverall residual energy.
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