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Abstract
Due to the digitization and Internet of Things revolutions, the present electronic
world has a wealth of cybersecurity data. Efficiently resolving cyber anomalies and
attacks is becoming a growing concern in today’s cyber security industry all over the
world. Traditional security solutions are insufficient to address contemporary secu-
rity issues due to the rapid proliferation of many sorts of cyber-attacks and threats.
Utilizing artificial intelligence knowledge, especially machine learning technology,
is essential to providing a dynamically enhanced, automated, and up-to-date security
system through analyzing security data. In this paper, we provide an extensive view
of machine learning algorithms, emphasizing how they can be employed for intelli-
gent data analysis and automation in cybersecurity through their potential to extract
valuable insights from cyber data. We also explore a number of potential real-world
use cases where data-driven intelligence, automation, and decision-making enable
next-generation cyber protection that is more proactive than traditional approaches.
The future prospects of machine learning in cybersecurity are eventually emphasized
based on our study, along with relevant research directions. Overall, our goal is to
explore not only the current state of machine learning and relevant methodologies but
also their applicability for future cybersecurity breakthroughs.
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1 Introduction

We live in the digital age, which, like anything else, has its upsides and downsides. The
main drawback is the security risk [1, 2]. Asmore of our sensitive information transfers
to the digital arena, security breaches are becoming more common and catastrophic.
Cyber-criminals are growingmore adept in their attempts to avoid detection, andmany
newermalware kits are already incorporating newways to get out of antivirus and other
threat detection systems. Cybersecurity, on the other hand, is at a crossroads, and future
research efforts should be focused on cyber-attack prediction systems that can foresee
important scenarios and consequences, rather than depending on defensive solutions
and focusing on mitigation. Systems that are based on a complete, predictive study of
cyber risks are required all around the world. The key functionalities in cybersecurity
such as prediction, prevention, identification or detection as well as corresponding
incident response should be done intelligently and automatically. Artificial intelli-
gence (AI), which is based primarily on Machine Learning (ML) [3, 4], is capable of
recognizing patterns and predicting future moves based on prior experiences, thereby
preventing or detecting potentially malicious activity, which is the primary focus of
this study.

ML is oneof themost popular current technologies in the fourth industrial revolution
(4IR or Industry 4.0) [5, 6] because it allows systems to learn and improve from expe-
rience without having to be explicitly programmed [7, 8]. In the cyber security area,
machine learning can play a vital role in capturing insights from data. Cybersecurity
data can be organized or unstructured, and it can originate from a variety of sources, as
explained in Sect. 3. Intrusion detection, cyber-attack or anomaly detection, phishing
or malware detection, zero-day attack prediction, and other intelligent applications
can be built by extracting insights from these data. The demand for cybersecurity and
protection against cyber anomalies and various sorts of attacks, such as unauthorized
access, denial-of-service (DoS), phishing, malware, botnet, spyware, worms, etc. has
risen dramatically in recent days. Thus, real-world cyber applications require intel-
ligent data analysis tools and approach capable of extracting insights or meaningful
knowledge from data in a timely and intelligent manner. Security researchers believe
they can utilize attack pattern recognition or detection methods to provide protection
against future attacks.

Machine learning technologies are thus used to intelligently analyze cyberse-
curity data and provide a dynamically upgraded and up-to-date security solution.
Learning algorithms can be divided into four categories: supervised, unsupervised,
semi-supervised, and reinforcement learning [3]. The nature and quality of the data as
well as the effectiveness of the learning algorithms, in general, impact the productivity
and efficiency of a machine learning solution. In this paper, we explore various types
of machine learning techniques such as classification and regression analysis, secu-
rity data clustering, rule-based modeling, as well as deep learning approaches, all of
which fall within the broad category of machine learning and are capable of building
cybersecurity models for different purposes. In addition, we also explore adversarial
machine learning, which is the study of howmachine learning algorithms are attacked
and how they are defended. It is challenging to find a suitable learning algorithm
for the intended application in a particular domain. This is because different learning
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algorithms have distinct functions, and even the results of related learning algorithms
might vary based on the properties of the input. Therefore, it’s crucial to understand the
fundamentals of various machine learning algorithms and how they apply to a range of
real-world application domains, such as detecting malicious activity, predicting data
breaches, intrusion detection, and prevention, as outlined in Sect. 5.

Based on the aforementioned importance of machine learning, we provide a com-
prehensive view of machine learning algorithms that can be utilized for intelligent
data analysis and automation in cybersecurity due to their ability to capture insights
from data in the cyber security domain in this study. Thus data-driven intelligent
decision-making and automation allow the next-generation cyber-defense that is more
proactive than current approaches. Therefore, the study’s primary strength is explor-
ing the applicability of different machine learning algorithms in the numerous cyber
application domains, summarized in Sect. 5. Overall, the purpose of this paper is to
provide a point of reference for academicians and practitioners from the industry who
are interested in learning about, investigating, and creating data-driven automated and
intelligent systems in the area of cybersecurity utilizing machine learning techniques.

The key contributions of this paper are listed as follows:

– To define the scope of our study by exploring a dynamically improved and auto-
mated up-to-date security system using machine learning technologies.

– To provide a comprehensive understanding of machine learning algorithms that
can be applied in cybersecurity for intelligent data analysis and automation.

– To explore the applicability of various machine learning approaches in a variety of
real-world scenarios in the context of cybersecurity, where data-driven intelligent
decision-making and automation allow the next-generation cyber-defense that is
more proactive than traditional approaches.

– To emphasize the future prospects ofmachine learning in cybersecurity, alongwith
relevant research directions.

The rest of the paper is laid out in the following manner. Section 2 motivates and
defines the scope of our research by describing why machine learning is relevant in
today’s cybersecurity research and applications. In Sect. 3, we look at cybersecurity
data in-depth, and in Sect. 4, we go through different machine learning algorithms
in detail. In Sect. 5, many machine learning algorithms-based application fields are
explored and summarized. We highlight the future prospects of machine learning in
cybersecurity, as well as important research directions in Sect. 6, and finally, Sect. 7
concludes this paper.

2 WhyMachine Learning in Today’s Cybersecurity Research and
Applications?

Automation is becoming a key tool for overwhelmed security personnel as today’s
diverse cyber threats become more widespread, sophisticated, and targeted. Malware,
phishing, ransomware, denial-of-service (DoS), zero-day attacks, etc. are common
as shown in Fig. 1. This is because most defense measures are not flawless, and
many of today’s detection approaches rely on an analyst’s manual investigation and
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Fig. 1 Several common attacks or threats in the context of cybersecurity

decision-making to uncover advanced threats, malicious user behavior, and other
major associated risks. When it comes to recognizing and predicting specific patterns,
machine learning outperforms humans. Security decisions and policy adaptations have
failed to meet security requirements in highly dynamic and sophisticated network sys-
tems. Intelligent decision-making utilizing machine learning technology to achieve
automation has become possible.

In Fig. 2, we have plotted the global statistical impact of machine learning and
cybercrime over the previous 5years, where the x-axis indicates timestamp data and
the y-axis represents the equivalent value. We can see from the graph that cybercrime
is on the rise all over the world. Thus protecting an information system, especially
one that is connected to the Internet, from various cyber-threats, attacks, damage, or
unauthorized access is a crucial issue that must be addressed immediately. Machine
learning techniques, with their outstanding learning capabilities from cyber data, can
play a vital part in addressing these issues in accordance with today’s needs, which is
also a popular technology in recent days, as shown in Fig. 2.

ML has the potential to revolutionize the planet as well as humans’ daily lives
through its automated capabilities and ability to learn from experience. All around
the world, systems that are based on a comprehensive, predictive analysis of cyber
risks are expected. Prediction, prevention, identification, and response are all crucial
cybersecurity functions that should be handled intelligently and automatically. Thus
the knowledge of artificial intelligence (AI) [9], which is mostly based on machine
learning (ML), is capable of recognizing patterns and predicting futuremoves based on
recent experiences, thereby preventing or detecting potentiallymalicious behavior.We
also explore machine learning compared with deep learning and artificial intelligence
in Fig. 3. ML is a subset of AI and DL is a subset of ML, according to Fig. 3. In
general, AI [10] combines human behavior and intelligence into machines or systems,
whereas ML [3] is a method of learning from data or experience that automates the
creation of analytical models in a particular application domain, e.g., cybersecurity
according to our focused area.
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Fig. 2 The global statistical impact of machine learning and cybercrime over time, with the x-axis repre-
senting the timestamp information and the y-axis representing the equivalent value, on a scale of 0 (min)
to 100 (max)

Fig. 3 An illustration of machine learning (ML) including deep learning (DL) relative to artificial intelli-
gence (AI)

Thus machine learning can be considered a key AI technology, a frontier for arti-
ficial intelligence that can be utilized to develop intelligent systems and automate
processes, in which we are interested in the context of cybersecurity. Therefore, to
have a real influence on increasing an organization’s ability to recognize and respond
to emerging and ever-evolving cyber threats, it’s necessary to deploy machine learning
appropriately.

3 Understanding Cybersecurity Data

Asmachine learning algorithms create models from data, understanding cybersecurity
data is essential for intelligent analysis and decision-making. Cybersecurity datasets
are often collections of information records that contain a variety of attributes or fea-
tures, as well as related facts, on which machine learning-based modeling is based.
A sample of features from the KDD’99 cup dataset [11] is shown in Table 1. Thus
understanding the nature of cybersecurity data, which includes various types of cyber-
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Table 1 An example of features of KDD’99 cup dataset [11]

No. Features Types No. Features Types

1 duration Continuous 22 is_guest_login Symbolic

2 protocol_type Symbolic 23 count Continuous

3 service Symbolic 24 srv_count Continuous

4 flag Symbolic 25 serror_rate Continuous

5 src_bytes Continuous 26 srv_serror_rate Continuous

6 dst_bytes Continuous 27 rerror_rate Continuous

7 Land Symbolic 28 srv_rerror_rate Continuous

8 wrong_fragment Continuous 29 same_srv_rate Continuous

9 urgent Continuous 30 diff_srv_rate Continuous

10 hot Continuous 31 drv_diff_host_rate Continuous

11 num_failed_logins Continuous 32 dst_host_count Continuous

12 logged_in Symbolic 33 dst_host_srv_count Continuous

13 num_compromised Continuous 34 dst_host_same_srv_rate Continuous

14 root_shell Continuous 35 dst_host_diff_srv_rate Continuous

15 su_attempted Continuous 36 dst_host_same_src_port_rate Continuous

16 num_root Continuous 37 dst_host_srv_diff_host_rate Continuous

17 num_file_creations Continuous 38 dst_host_serror_rate Continuous

18 num_shells Continuous 39 dst_host_srv_serror_rate Continuous

19 num_access_files Continuous 40 dst_host_rerror_rate Continuous

20 num_outbound_cmds Continuous 41 dst_host_srv_rerror_rate Continuous

21 is_host_login Symbolic

attacks as well as key features, is important. Intrusion detection, malware detection,
and spam detection are just a few of the datasets available in the realm of cybersecurity
[7].

For instance, the KDD’99 Cup dataset [11], the most widely used data set including
41 features attributes and a class identification, with attacks divided into four cate-
gories: denial of service (DoS), remote-to-local (R2L) intrusions, and user-to-remote
(U2R) intrusions, and PROB as well as conventional data. NSL-KDD [12], an updated
version of the KDD’99 cup dataset that removes redundant records. Thus a machine
learning classification-based security model based on the dataset will not be skewed
towards more frequent records. For evaluating computer network intrusion detection
systems, the cyber systems and technologies group at MIT Lincoln Laboratory col-
lects and publishes datasets containing traffic and attacks [13]. CAIDA’07 is a dataset
that contains anonymized traces of DDoS attack traffic recorded in 2007, with the
attack mostly consisting of flooding traffic of SYN, ICMP, and HTTP [14]. ISCX’12
represents network traffic generated in a real-world physical test environment while
containing centralized botnets generated by Canadian Institute for Cybersecurity [15].
CTU-13, a botnet traffic dataset collected at CTU University in the Czech Republic
containing thirteen separate malware captures, including Botnet, Normal, and Back-
ground traffic [16]. UNSW-NB15was founded in 2015 at the University of New South
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Wales containing 49 features and roughly 257,700 records, which represent nine vari-
ous forms of current attacks, including denial-of-service attacks [17]. DDoS intrusion
detection system developed by a group of Japanese network research and academic
institutions [18]. For the aim of network forensic analytics in the Internet of Things,
another dataset Bot-IoT includes legitimate and simulated IoT network traffic, as well
as various cyberattacks [19].

A variety of such datasets available on the Internet, along with their various
attributes and cyberattacks, could be used to emphasize their usage in various cyber
applications through machine learning-based analytical modeling. Analyzing and
processing these security elements efficiently, constructing a target machine learning-
based security model based on the needs, and eventually, data-driven decision-making
might all help deliver intelligent cybersecurity services. A variety of machine learning
approaches, which are briefly mentioned in Sect. 4, can be employed to achieve our
goal.

4 Machine Learning Tasks and Algorithms in Cybersecurity

Machine learning is typically known as a methodological approach that automates
the formation of analytical models, focusing on the use of data and algorithms to
mimic the way humans learn while gradually improving accuracy. A key component
of the development of machine learning algorithms and the enhancement of their
performance is the loss function [20]. A broad structure for a machine learning-based
prediction model is shown in Fig. 4, with the model being trained from historical
security data containing benign and malware in phase 1, and the output is generated
for new test data in phase 2. As shown in Fig. 5, machine learning is typically divided
into four categories: supervised, unsupervised, semi-supervised and reinforcement
learning [3]. Within the broad field of machine learning, we first explore classification
and regression analysis, security data clustering, as well as rule-based modeling. We
have also explored deep learning methodologies in this section, according to their
capabilities to solve real-world issues in cybersecurity.

4.1 Classification and Regression Analysis in Cybersecurity

Both classification and regression approaches are well-known as supervised learning
and are frequently employed in the field of machine learning. Many classification
algorithms have been proposed in the machine learning and data science literature
that can be used for intelligent data analysis to solve various real-world issues in the
context of cybersecurity. The decision tree is the most powerful and widely used tool
for classification and prediction. For instance, an intelligent intrusion detection model
for cyber security has been proposed, which is based on the notion of decision trees
and takes into account the ranking of security features [21]. In [22] the authors offer
a gradient boosting decision tree based on network events records for detecting cyber
security concerns. Authors in [23] present an anomaly-based intrusion detection sys-
tem for the smart grid based on the cart decision tree. Typically ID3 [24], C4.5 [25],
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Fig. 4 The training and testing phases of amachine learning-based predictivemodel (i.e., benign ormalware)

Fig. 5 Traditional machine learning types

and CART [26] are well-known DT algorithms in the area of machine learning. Fur-
thermore, Sarker et al. recently proposed BehavDT [27] that has been designed based
on behavior analysis, and IntrudTree [28] by taking into account a generalized decision
tree with selected security features, that could be employed for a better outcome in the
relevant application domains. K-nearest neighbors [29], support vector machines [30],
navies Bayes [31], adaptive boosting [32], logistic regression [33], etc. are also popu-
lar techniques in the area. An optimal detection of a phishing attack using SCA-based
K-NN has been presented in [34]. To profile abnormal behavior [35] or detect android
malware [36] the support vector machine classification technique can be employed.
To detect anomalies [37] a naive Bayes based classification model is useful while a
logistic regression-based method to detect malicious botnets [38, 39].

Ensemble learning is another popular approach, typically known as a general meta
approach to machine learning that combines the predictions of numerous models to
improve predictive performance. For instance, a random forest [40] technique consists
of multiple decision trees is used to detect anomalies [41, 42]. Similarly, detecting
denial of service attack [43], intrusions [44, 45], smart city anomalies [1, 46] the most
popular forest technique canbe used. The authors in [47] also offer aBayesian network-
based ensemble learning solution for detecting XSS attacks with domain knowledge
and threat intelligence. In [48], authors studied a stacked ensemble learning model for
intrusion detection in wireless networks, in which random forest and gradient boost
are utilized as base learners for identifying attacks.
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A regression model, on the other hand, is beneficial for statistically predicting
cyberattacks or predicting the impact of an attack, such as worms, viruses, or other
malicious software [49]. Regression techniques could be effective for a quantitative
security model, such as phishing in a specific period or network packet parameters
[9]. Linear, polynomial, Ridge, Lasso, and other prominent regression techniques
[3] can be utilized to develop a quantitative security model based on their machine
learning principles. For example, authors in [50] use a linear regression-based model
to identify the source of a cyber attack, and [51] use multiple regression analysis
to connect human traits with cybersecurity activity intents. Because of the enormous
dimensionality of cyber security data, regression regularizationmethods such asLasso,
Ridge, and ElasticNet can improve security breaches analysis [52]. The authors in [53]
look into the profitability of trading strategies supported by ML approaches as well
as the predictability of returns on the most well-liked cryptocurrencies. Regression
models are employed in their research to forecast the returns of the dependent variable,
which in this case is a cryptocurrency, and classificationmodels are utilized to produce
binary buy or sell trading recommendations.

Therefore, we can conclude that classification techniques can be used to build the
prediction and classification model [4] utilizing relevant data in the domain of cyber
security, whereas regression techniques are primarily used to determine the model’s
impact [49] by determining predictor strength, time-series causes, or the effect of the
relations, taking into account the security attributes and the outcome. Thus designing
an effective classification and regression algorithm or data-driven model utilizing
relevant cyber data could be a potential research direction to get better outcome in a
particular problem domain.

4.2 Clustering in Cybersecurity

Clustering, which is classified as unsupervised learning, is another common activity
in machine learning for processing cybersecurity data. It can cluster or group a set of
data points based on measures of similarity and dissimilarity in security data from a
variety of sources. Thus clustering may aid in the uncovering of hidden patterns and
structures in data, allowing irregularities or breaches to be detected. Clustering data
can be done using partition, hierarchy, fuzzy theory, density, and other perspectives
[54].

The popular concepts of clustering algorithms include K-means [55], K-medoids
[56], single linkage [57], complete linkage [58], agglomerative clustering, DBSCAN,
OPTICS, GaussianMixtureModel [54], etc. In [59] Sarker et al. proposed a bottom-up
clustering algorithm by taking into account behavior analysis. Various cybersecurity
issues can be solved using these clustering strategies. For example, in profiling the
anomalous behavior of devices, the k-Means algorithm is utilized [35]. To detect
outlier or noisy occurrences in data, authors in [60] use a dynamic threshold-based
technique. In intrusion detection, Liu et al. [61] use a fuzzy clustering technique.
Overall, clusteringmethods are beneficial for extracting relevant insights or knowledge
from system log data for cybersecurity applications summarized by landauer et al. [62].
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Clustering techniques can help solve a variety of security problems, such as out-
lier detection, anomaly detection, signature extraction, fraud detection, cyber-attack
detection, and so on, by revealing hidden patterns and structures in cybersecurity data
and measuring behavioral similarity or dissimilarity. Thus clustering-based unsuper-
vised learning including designing effective algorithms could be a significant topic to
explore more for future research in the context of next-generation cybersecurity.

4.3 Rule-basedModeling in Cybersecurity

A rule-based system that extracts rules from data can be used to simulate human
intelligence, which is defined as a system that uses rules tomake an intelligent decision
[63]. Thus by learning security or policy rules from data, rule-based systems can play
a vital role in cybersecurity [9]. In the discipline of machine learning, association
rule learning is a popular approach to detecting associations or rules among a set
of available characteristics in a security dataset [64]. Several types of association
rules have been proposed in this field, including frequent pattern based [65, 66], [67],
logic-based [68], tree-based [69], fuzzy-rules [70], belief rule [71], and so on. AIS
[64], Apriori [65], Apriori-TID and Apriori-Hybrid [65] as well as Eclat [72], RARM
[73], FP-Tree [69] are some of the rule learning techniques that can be used to solve
cybersecurity problems and intelligent decision making due to their rule learning
capabilities from data. In [74], for example, an association rule-mining algorithm-
based network intrusion detection has been described. Additionally, fuzzy association
rules are employed to construct a rule-based intrusion detection system [70]. In [75], an
FP-tree association rule-based study was carried out to investigate malware behaviors.
A belief rule-based anomaly detection under uncertainty has been presented in [76].
Such belief rules can also be used to build an expert system modeling in a particular
application area depending on the problem nature [71].

A rule-based technique is simple to implement, but it has a high temporal com-
plexity since it generates a large number of associations or common patterns based on
the support and confidence values, making the model complex [65, 77]. This problem
could be mitigated with a good association model. For example, in our previous publi-
cation, Sarker et al. [78], we propose a rule learning strategy that effectively identifies
non-redundant and dependable association rules, which could be useful in the realm
of cybersecurity as well. To solve more complicated challenges in cybersecurity, the
rules can be utilized to develop knowledge-based systems or rule-based expert systems
[9, 79]. Each of these systems is made up of a set of policy rules that define the scope
of what types of activities should be permitted on a network, with each rule clearly
allowing or disallowing particular activities. Future zero-day attacks that use rule-
driven controls or filters are even blocked by security policy monitoring. Thus various
types of security rule-based models including designing effective algorithms or their
improvements can be explored more for future research and deployment according to
the needs and the nature of the problem in the context of cybersecurity.
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4.4 Deep Learning in Cybersecurity

In many situations, deep learning (DL), a subset of machine learning that emerged
from the Artificial Neural Network (ANN), outperforms conventional machine learn-
ing algorithms, especially when learning from huge security datasets. The ANN is a
type of computational architecture for data-driven learning that incorporates different
processing layers such as input, hidden, and output layers into a single network [113].
As deep learning techniques are knowledge-capture techniques in deep architecture,
they may learn from cybersecurity data, e.g., intrusion detection, over numerous lay-
ers and are known as hierarchical learning methods [114]. According to the taxonomy
presented in our earlier paper by Sarker et al. [115], deep learning techniques can
be broadly categorized into three types: supervised or discriminative learning, e.g.,
CNN; unsupervised or generative learning, e.g., Auto-encoder; and hybrid learning
combining bothwith other applicable techniques, can be used to address today’s cyber-
security issues. For instance, an intrusion detection model based on the NSL-KDD
dataset [116], malware analysis [117], and detecting malicious botnet traffic [118]
are all constructed using the MLP network. A CNN-based deep learning model can
be used to detect intrusions such as denial-of-service (DoS) attacks [119], malware
detection [120], and android malware detection [121]. Recurrent connections can aid
neural networks in detecting security risks when the threat’s behavior patterns are
time-dependent. In the sphere of security, an LSTM model-based recurrent network
can be utilized for a variety of tasks, including intrusion detection [105], detecting and
classifying malicious apps [122], backdoor attack classification [123] and so on.

In contrast, generative learning techniques are frequently employed for feature
learning, data generating, and representation [124, 125]. Deep neural network algo-
rithms for unsupervised or generative learning such as Autoencoders, Generative
Adversarial Networks, and Deep Belief Networks as well as their variants, can
be employed to address cybersecurity problems as well. Several examples are—
auto-encoder based malware [126] as well as intrusion detection [127], deep belief
network-based intrusion detection model [128] and so on. Moreover, in [129], a novel
GAN-based adversarial-example attack method was constructed that outperformed
the leading technique by a significant amount. A method to improve botnet detection
models using generative adversarial networks Bot-GANwas provided in [130], which
increases detection effectiveness and lowers the probability of false positives.

Hybrid network models, such as the ensemble of learning models, e.g., CNN and
RNN, or others with their optimization can also be used to detect cyber-attacks, such as
malware detection [120], phishing, and Botnet attack detection and mitigation [110].
In addition, authors in [111] describe a transformer network-based word embeddings
approach for autonomous cyberbullying detection. A robust transformer-based intru-
sion detection system has been presented in [131]. The authors in [132] provide
a generative adversarial network for anomaly detection using multiple transformer
encoders. Overall, due to the capabilities to effectively learn from a large amount of
security data at several levels, deep learning models and their variants or ensembles
with machine learning techniques as well as their hybridization or ensembles with
machine learning techniques could also play a key role in the field of cybersecurity.
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4.5 Semi-supervised and Other Learning Techniques in Cybersecurity

Semi-supervised learning is a significant part of machine learning processes because
it increases and enhances the capabilities of machine learning systems by operating on
both labeled and unlabeled data. This is a substantial advantage over a fully supervised
model, which requires all data to be labeled. As a result, cost and time reductions are
associatedwith semi-supervised learning.Whencompared to anunsupervisedmodel, a
supervisedmodel can save computational resources and improve themodel’s accuracy
when utilized with even a minimal amount of labeled data.

Merging clustering and classification algorithms could be an example of semi-
supervised learning, where clustering algorithms are unsupervised machine learning
methodologies for grouping data based on similarity. In [102] authors combine a
semi-supervised Fuzzy C-Means with the extreme learning classifier to create a semi-
supervised learning-based distributed threat detection system for IoT. An intrusion
detection system based on semi-supervised learning with an adversarial auto-encoder
has been presented in [133]. Authors in [134] present a semi-supervised transfer learn-
ing malware categorization for the cloud. In many cases, security feature engineering
and optimization are regarded as crucial issues in the cyber threat landscape for a
successful cyber security system based on a machine learning methodology. The rea-
son for this is that security characteristics and associated data have a direct impact
on machine learning-based security models, therefore a data dimensionality reduction
strategy is essential to comprehending [135]. Thus, while constructing a cybersecu-
rity model with high dimensional data sets, an optimal number of security features
selected based on their impact or importance [28] could reduce such issues. Similarly,
principal component analysis (PCA) [136], Pearson correlation, regularization, etc. as
discussed briefly in our earlier paper Sarker et al. [3] can handle such issues and could
give better results for the resultant security model.

Reinforcement learning is anothermachine learning technique that typically enables
an agent to learn in an interactive setting through trial and error while receiving feed-
back from its own actions and experiences. A Markov decision process is a common
way to represent the environment. Themost popular reinforcement learning algorithms
in the field are Monte Carlo, Q-learning, Deep Q Networks, etc. [137]. For instance,
authors in [112] provide CPSS LR-DDoS detection and defense in edge computing
using DCNN Q-learning. For the purpose of anomaly detection in intelligent environ-
ments, a double deep Q-learning approach with prioritized experience replay has been
proposed in [138].

Overall, we have detailed in Table 2 how various machine learning technologies,
including deep learning, are utilized to address the main cybersecurity challenges.
Accordingly, we can draw the conclusion that the aforementioned machine learning or
deep learning techniques, aswell as their variants or ensembles ormodified lightweight
approaches or newly proposed algorithms, could play a significant role to achieve our
goal in the context of security analytics.
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Table 2 A summary of machine learning tasks in the domain of cybersecurity

Used technique Purpose References

SVM Classifying cyber-attacks
known as DoS, U2R, R2L,
and Probing

Kotpalliwar et al. [80]

SVM Selecting security features,
detecting and classifying
intrusions

Pervez et al. [81], Yan et al.
[82], Li et al. [83], Raman
et al. [84]

SVM-PSO Developing intrusion
detection model

Saxena et al. [85]

FCM clustering, ANN and SVM Building network intrusion
detection system and
modeling

Chandrasekhar et al. [86]

KNN To build intrusion detection
system

Shapoorifard et al. [87],
Vishwakarma et al. [88]

KNN Reducing the false alarm rate Meng et al. [89]

SVM and KNN Building intrusion detection
system

Dada et al. [90]

K-means and KNN Building intrusion detection
system

Sharifi et al. [91]

KNN and Clustering Building intrusion detection
system

Lin et al. [92]

Decision Tree Selecting security features
and building an effective
network intrusion detection
system

Radoglou et al. [23], Malik et
al. [93], Relan et al. [94],
Rai et al. [95], Sarker et al.
[28], Puthran et al. [96]

Decision Tree and KNN To detect anomaly intrusions Balogun et al. [97]

Genetic Algorithm and Decision Tree Solving the issue of small
disjunct while building a
tree-based IDS

Azad et al. [98]

Decision Tree and ANN Intrusion detection system Jo et al. [99]

Ensemble learning Detecting XSS attacks Zhou et al. [47]

RF Detect cyber anomalies Chang et al. [41], Alrashdi et
al. [46]

RF Detecting DoS attack Doshi et al. [43]

RF Intrusion detection systems Resende et al. [44], Mohamed
et al. [45]

Association Rule Building and effective
network IDS

Tajbakhsh et al. [70]

Behavior Rule Building IDS for safety
critical medical cyber
physical systems

Mitchell et al. [100]

NBC Detecting anomalies Swarnkar et al. [37]

LR Detecting malicious botnets Prokofiev et al. [39], Bapat et
al. [38]

LR Predicting the impact of
cyber-attacks

Jaganathan et al. [49]
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Table 2 continued

Used technique Purpose References

Regression Regularization Handling high dimensions of
security data

Hagos et al. [52]

PCA Handling high dimensionality
security data

Hoang et al. [101]

fuzzy cluster Building IDS Liu et al. [61]

Semi-supervised Distributed threat detection
system

Rathore et al. [102]

FP-tree Analyzing and detecting
malwares

Ozawa et al. [75]

Deep Learning Recurrent, RNN, LSTM Detecting and classifying
anomaly intrusions and
attacks

Alrawashdeh et al. [103], Yin
et al. [104], Kim et al.
[105], Almiani et al. [106]

Deep Learning Convolutional Classifying malware traffics Kolosnjaji et al. [107], Wang
et al. [108]

multi-CNN Building IDS Li et al. [109]

LSTM+CNN Detecting and mitigating
phishing and Botnet attacks

Parra et al. [110]

Transformer Autonomous cyberbullying
detection

Pericherla et al. [111]

Q-Learning DDoS detection Liu et al. [112]

4.6 Adversarial Machine Learning in Cybersecurity

In the domainof cybersecurity,MLapproaches discussed above are typically employed
to detect cyber security issues, where adversaries actively transform their objects to
avoid detection. The study of adversarial machine learning focuses on how machine
learning algorithms are attacked and how to defend against such attacks. Thus this
is considered an emerging threat in learning systems that aims to deceive machine
learning models by giving them false information. Machine learning systems can be
attacked using a wide range of diverse adversarial strategies. Many of them employ
classic machine learning models like linear regression and support vector machines
(SVMs) [3], as well as deep learning [115] systems. In a white box attack, the attacker
has total control over the target model, including its architecture and parameters. On
the other hand, a black box attack is a situation in which the attacker is unable to access
the model and is only able to observe the model’s outputs. Adversarial attacks can be
classified broadly into the following categories:

– Poisoning Attacks: This more sophisticated attack aims to affect the learning pro-
cess by adding false or misleading data that discredits the algorithm’s outputs. For
instance, intrusion detection systems (IDSs) are often re-trained using collected
data. This data may be contaminated by an attacker by injecting malicious samples
during operation, which then prevents retraining from taking place.

– Evasion Attacks: The most common and most investigated types of attacks are
evasion attacks. During deployment, the attacker tampers with the data to mislead
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classifiers that have already been trained. They are the most common sorts of
attacks employed in intrusion and malware scenarios since they are carried out
during the deployment phase.

– Model Extraction: When a machine learning system is black-boxed, an attacker
may analyze it to either reconstruct the model or retrieve the data it was trained on.
This process is known as model hijacking or model extraction. This is especially
crucial if the training data or the model itself contain sensitive or confidential
information.

Defending robustly against adversarial attacks is still an open question. For each
attack, a similar form of defense should be available. For instance, if malware target-
ing a machine learning model is similar to adversarial attacks, then security strategies
might be thought of as anti-malware tools. Adversarial defense methods can be cate-
gorized as detection and robustness methods [139] defined as below:

– Detection methods—that are used to detect the adversarial examples.
– Robustness methods—that are used to enhance a classifier’s rigidity to adversarial
attacks without explicitly attempting to detect them.

Overall, in the field of cybersecurity, adversarialmachine learning strives to confuse
and trick models by producing special fraudulent inputs that mislead the model and
cause it to malfunction. Organizations that implement machine learning technology
need to be aware of the risks of adversarial samples, compromised models, and data
manipulation. The majority of current adversarial machine learning research focuses
on supervised learning [140]. On the other hand, labeling a huge number of data points
or samples from the most recent attacks may demand expensive human expertise and
turn into a significant bottleneck. Thus it is important to pay more attention to how
to recognize adversarial samples in unsupervised and weakly supervised situations.
Quantifying the robustness and accuracy trade-off for machine learning algorithms
subject to adversarial attacks is crucial. Although certain robustness or uncertainty
metrics have been proposed in the area, additional research on the trade-off is required
to develop resilient learning algorithms. Therefore, adversarial machine learning with
designing robust methods against various adversarial attacks could be a significant
research area and potential direction for the researchers in the context of today’s
cybersecurity.

5 Potential Use Cases of Machine Learning in Cybersecurity

Machine learning techniques have been effectively used to a variety of problems in
a variety of application domains in the context of cybersecurity over the last several
years. Intrusion detection, malware analysis, and detection, spam filtering, anomaly,
and fraud detection, detecting zero-day attacks, cyberbullying detection, IoT attacks,
and threat analysis, as well as a wide variety of other applications as shown in Fig. 6,
have all become commonplace. Defenders can identify and prioritize possible threats
more precisely with the aid of machine learning, as discussed in the earlier Sect. 4. A
wide range of specialized tasks, such as various types of vulnerability identification,
deception, and attack disruption, could be entirely or partially automated with the use
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Fig. 6 Potential use cases of machine learning in cybersecurity

of machine learning algorithms [3]. Several potential uses of ML in cybersecurity are
discussed below.

– Network risk scoring and prioritizing: To determine which areas of the network
have been targeted the most frequently, machine learning is being utilized to eval-
uate historical cyber threat data sets. Data from previous cyberattacks can be
analyzed using machine learning algorithms [3], which can be used to identify the
network segments that were most frequently targeted by a certain attack. Addi-
tionally, it is being used to identify the network components that, in the event of
a breach, would cause the most significant harm to the business. With regard to
a specific network area, this score can help estimate the likelihood and impact
of an attack assisting organizations to lower their chance of becoming victims of
such attacks. Cyber analysts are prioritizing their resources to concentrate on the
biggest threats after giving each component of the company network a score.

– Rapidly detect intrusions and response: Machine learning is also being used by
businesses to automatically and precisely identify malicious activities [4]. Organi-
zations can respond to intrusions as soon as they happen because of the capability
of machine learning models to detect, evaluate, and defend against diverse cyber
threats in real time.

– Identifying suspicious behaviors:Machine learning techniques are also employed
to identify suspicious user activity. Organizations use machine learning to distin-
guish between typical behavior and suspicious behavior that may be signs of a
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cyber-attack in order to address vulnerabilities before a data breach occurs. This
is done by monitoring users’ suspicious activities, such as when they log in at odd
hours of the day or download an unusually high volume of data or others.

– Detecting fraud: Many businesses use machine learning [3] and deep learning
[115] algorithms to anticipate anomalous customer behavior in order to protect
themselves against financial fraud. These technologies are assisting companies in
identifying potential fraud threats before they materialize, hence minimizing their
financial losses.

– Discovering malware: Businesses may now forecast future malware attacks with
the use of the machine and deep learning as discussed in Sect. 4. Cyber analysts
can predict malware attacks and reduce the risk at a speed that is not possible with
manual operations by exploiting patterns observed in past attacks.

– Detecting and classifying cyber-anomalies and multi-attacks: Machine learning
can quickly and easily analyze huge amounts of data, making it much faster than
human threat detection. To find anomalies thatmight be signs of an attack,machine
learning uses behavioral analysis and constantly changing parameters [4]. Intelli-
gent security services can be created by building securitymodels based onmachine
learning that assesses numerous cyberattacks or anomalies and finally detect or
predict the threats.

– Future predicting and responding to data breaches or cyber attacks in real-time:
To predict cyber threats before they materialize, machine learning enables the
processing of vast amounts of data from many sources. When a cyber threat is
identified, machine learning has the ability to provide alerts and respond without
human interference by rapidly building defensive patches in response to the attack,
thus also known as incident response.

– Access control and advanced authentication: Technology used in authentication
validate that a user’s credentials match those stored in the system of authorized
users or in a data authentication server to enable access control for systems. In order
to decide whether to ask users for multi-factor authentication, adaptive authenti-
cation leverages machine learning [3]. The procedure is more explicit because it
makes use of a wide range of inputs to compute risk scores and choose the best
security measure for a particular circumstance. Advanced authentication can be
performed by applying machine learning to monitor in real time and find incon-
sistencies in the user’s authentication behavior or even risks in the authentication
process.

– Cryptocurrencies and Blockchain intelligence: Blockchain instantly produces
enormous amounts of data. By analyzing blockchain data, we can discover
potential issues, anticipate breakdowns, and pinpoint performance bottlenecks to
optimize or improve the performance of blockchain systems. Massive blockchain
data sets can be used for ML research to find abnormalities, assess market manip-
ulations, and identify fraudulent users. Automatically identifying and locating
exploitable flaws in smart contracts is possible with the support of machine learn-
ing techniques. For instance, ML regression models are employed to forecast the
returns of the cryptocurrency-based dependent variable, and classification models
are utilized to produce binary buy or sell trading recommendations in [53].
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– Automating tasks: One of the main benefits of machine learning in cyber security
is the automation of repetitive and time-consuming tasks including vulnerability
assessments, malware analysis, network log analysis, and intelligence evaluation.
By including machine learning in the security workflow, businesses may finish
tasks more quickly and respond to threats and incidents at a rate that would be
impossible with solely manual human expertise. By automating repetitive tasks,
businessesmay simply scale upor downwithout changing the amount ofmanpower
required, hence reducing expenses.

Overall, we think that machine learning can be applied to improve security proce-
dures andmake it automate and intelligent for security analysts to recognize, prioritize,
respond to, and address emerging attacks and threats in a variety of cyber security appli-
cation areas. We have also listed various machine learning tasks and approaches in
Table 2 that are used to solve various cybersecurity challenges. As illustrated in Fig. 6
and Table 2, machine learning modeling has a wide range of applications in real-world
application domains, and there are various opportunities to work and conduct research
in the context of cybersecurity. In the following section, we will look at the future
aspect of machine learning, as well as research concerns in automation and intelligent
decision-making in the cybersecurity area.

6 Future Aspects and Research Directions

In the cyber security world, machine learning has become a popular buzzword. As
cyber-attacks become more widespread, sophisticated, and targeted, automation is
becoming a crucial tool for overloaded security professionals. More automated meth-
ods for detecting risks and malicious user behavior are desperately needed by security
teams, and machine learning provides a promising future.

Cybersecurity is considered a ‘zero-tolerance field’, meaning that one success-
ful attack results in the security system failing. In their efforts to escape detection,
cyber adversaries are growing more sophisticated, and many modern malware tools
are already adding new ways to get around antivirus and other threat detection mea-
sures. Cybersecurity, on the other hand, is in a crisis, and future research efforts should
be focused on cyber-threat intelligent systems that can predict crucial scenarios and
consequences, rather than depending on defensive measures and mitigation. Systems
that are based on a complete, predictive study of cyber risks are required all around
the world. Machine learning [3] enables round-the-clock monitoring and can manage
much more data than a human can. Thus the necessary functions such as “prediction”,
“prevention”, “detection”, and “incident response” based on machine learning tech-
niques could be beneficial to a successful and automated cybersecurity system that
achieves the desired results as well as potential research directions in the area. These
are:

– Prediction:Topredictmost likely attacks, targets, andmethods.Predictive analysis
is actually a proactive approach, where organizations or individuals can predict
possible threats, risks, vulnerabilities or relevant other cyber issues before they
affect the system negatively or become apparent.
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– Prevention: To prevent or deter attacks so no loss is experienced. Securing busi-
ness infrastructure from external attacks is the main objective of the prevention
tool. This preventative measure is typically applied to protect network data that is
updated or modified frequently.

– Detection: In order to respond quickly and thoroughly, it is necessary to identify
attacks that could not be prevented. This is typically the process of analyzing an
entire security ecosystem to find any malicious behavior or anomalies that could
compromise the system. Prior to a threat exploiting any existing vulnerabilities,
preventivemeasures should be taken if a threat is identified and properlymitigated.

– Response: To promptly address issues in order to reduce losses and get back to
normal. Incident response is a systematic method for dealing with and managing
the consequences from a security breach. The term ‘incident response’ is thus
typically used to describe how an organization responds to a data breach or cyber-
attack, including how it attempts to handle the consequences from the attack or
breach (the ‘incident’).

Overall, we can characterize these functions as “advanced cybersecurity solutions”
that prevent cyberattacks, automate response against those attacks, and predict or
identify threats by correlating threat indicators or by analyzing the context and user
behaviors for malicious or anomalous activities. Hence,machine learning can be used
as key technologies, as it enables cybersecurity systems to examine trends and receive
guidance from them in order to assist prevent similar attacks and react to altering
behavior. It can thus assist cybersecurity teams in being more pro-active in thwarting
threats and responding to ongoing attacks in real time. In summary, machine learning
has the potential to improve cybersecurity by making it intelligent, more proactive,
economical, and efficient. There are a number ofmachine learningmethods that are fre-
quently categorized as supervised or unsupervised learning. Since supervised learning
requires annotated training datasets [63], it is less suited for cyber security. Unsuper-
vised learning, on the other hand, ismore appropriate for discoveringunusual activities,
such as attacks that have never been seen before because it does not require labeled
training data. So it can be difficult to choose a learning algorithm that is suitable for
the intended application. This is because, depending on the quality of the data, dif-
ferent learning algorithms may produce different outcomes [4, 28]. The techniques
presented in Sect. 4 can be utilized directly to tackle various real-world issues in the
context of cybersecurity, as outlined in Sect. 5. However, a future study in the field
could include a hybrid learning model, such as an ensemble of methods, updating with
an improvement, or designing novel algorithms or models, as mentioned earlier.

The nature and quality of the data, aswell as the general success of the learning algo-
rithms, have an impact on howeffective and efficient amachine learning-based solution
is. One of the most challenging concerns is gathering data from endpoints, networks,
and clouds, standardizing it, and then using it effectively for machine learning [7]. Fur-
thermore, historical data may include a sizable number of ambiguous values, missing
values, outliers, and other data that is otherwise worthless [60, 63]. As a result, it can
be challenging to clean and pre-process various data from various sources. Therefore,
both quality data and learning algorithms are necessary for a machine learning-based
solution to be effective over the long term and for its applications. If the data is unsuit-
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able for learning, such as having non-representative, low-quality, irrelevant features,
or not enough for training, machine learning models may become useless or deliver
less accurate results.

Overall, machine learning has emerged as a crucial tool for cybersecurity. Nowa-
days, deploying good cybersecurity solutionswithout relying substantially onmachine
learning is nearly difficult. However, machine learning is challenging to deploy suc-
cessfully without a thorough, in-depth, and complete approach to the underlying data.
Cybersecurity systems built on machine learning can identify patterns and learn from
them to help deter reoccurring cyberattacks and adapt to changeable behavior. It has
also the ability to make cybersecurity teams more proactive in terms of preventing
threats and responding to active attacks intrusions, or data breach in real time. Thus
this machine learning based solutions can help organizations or individuals better allo-
cate their resources by minimizing the amount of time they spend on routine tasks.
Therefore, we should focus more on designing effective machine learning algorithms
or data-driven models extracting useful knowledge or security insights as well as
data preparing techniques considering real-world raw cyber data, in order to getting
expected outcome in a particular problem domain in cybersecurity.

7 Conclusion

Wehave provided a comprehensive view ofmachine learning techniques for intelligent
data analysis and automation in cybersecurity in this paper. For this, we have explored
briefly the potentiality of various machine learning techniques to solve practical issues
across a range of cyber applicationfields covered in the paper. The success of amachine
learning model depends on how well the data and learning algorithms perform. Prior
to the system being able to enable intelligent decision-making and automation, the
sophisticated learning algorithms should be trained utilizing real-world cyber data
and information particular to the target application, explored in this paper. Finally, we
discussed the challenges as well as potential future research directions in the field.
Overall, we believe that our study on machine learning-based modeling and security
solutions is useful and points in the right direction for further research and application
by academics and professionals in the domain of cybersecurity.
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