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Abstract

Flow in coastal waters contains multi-scale flow features that are generated by flow separation, shear-layer instabilities, bottom
roughness and topographic form. Depending on the target application, the mesh design used for coastal ocean modelling needs
to adequately resolve flow features pertinent to the study objectives. We investigate an iterative mesh design strategy, inspired
by hydrokinetic resource assessment, that uses modelled dynamics to refine the mesh across key flow features, and a target
number of elements to constrain mesh density. The method is solver-agnostic. Any quantity derived from the model output can
be used to set the mesh density constraint. To illustrate and assess the method, we consider the cases of steady and transient
flow past the same idealised headland, providing dynamic responses that are pertinent to multi-scale ocean modelling. This
study demonstrates the capability of an iterative approach to define a mesh density that concentrates mesh resolution across
areas of interest dependent on model forcing, leading to improved predictive skill. Multiple design quantities can be combined
to construct the mesh density, refinement can be applied to multiple regions across the model domain, and convergence can
be managed through the number of degrees of freedom set by the target number of mesh elements. To apply the method
optimally, an understanding of the processes being model is required when selecting and combining the design quantities.

We discuss opportunities and challenges for robustly establishing model resolution in multi-scale coastal ocean models.

Keywords Coastal ocean modelling - Unstructured mesh design - Multi-scale - Dynamics based - Tidal

1 Introduction

Numerical simulation of coastal flow requires a model rep-
resentation that takes into account the multi-scale nature of
both the domain geometry and the broader forcing dynam-
ics. The model domain typically includes islands of varying
size and shape, and is constrained at the land boundary by a
complex coastline and bathymetry that has features across a
range of spatial scales. The coastline shape can lead to flow
redirection, acceleration and separation triggering the for-
mation of trapped and shedding eddies (Signell and Geyer
1991; Geyer 1993; Russell and Vennell 2017). Narrow chan-
nels can cause jet-driven flow structures (Fujiwaraetal. 1994;
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Old and Vennell 2001; Spiers et al. 2009), and islands gen-
erate wakes (Wolanski et al. 1984; Furukawa and Wolanski
1998; Caldeira et al. 2005) resembling the von Karmén vor-
tex street (von Karman 1964). Similar separation processes
also occur at the seabed due to complex topography (Slingsby
et al. 2021; Lucas et al. 2022). The influence of flow sepa-
ration on flow dynamics can propagate further downstream,
with non-intuitive implications for a robust mesh design.
An unstructured mesh allows the domain discretisation to
capture the observed range of spatial scales while keeping
the associated number of mesh elements to a minimum. The
use of unstructured meshes for modelling coastal processes
has become standard practice, applied across a range of prob-
lems. At the most basic level is the accurate representation
of the surface elevation and flow from the shelf-break to the
coast (Hagen et al. 2001, 2006; Bilgili et al. 2006; Legrand
et al. 2007), followed by more complex flow interactions
with reefs (Legrand et al. 2006; Mackie et al. 2021), islands
(Pérez-Ortiz et al. 2017), and sediment transport related mor-
phodynamics (Bertin et al. 2009). Unstructured meshes have
been used to improve the prediction of storm surges (Bil-
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gili et al. 2006; Warder et al. 2021) and tsunamis (Zhang
and Baptista 2008), the study of near-shore wave-current
interactions (Zheng et al. 2017; Fragkou et al. 2023), site
assessments for tidal energy extraction (Murray and Gallego
2017; Coles et al. 2017), and quantifying the impact of man-
made structures on the local environment (Cazenave et al.
2016). The above are a subset of an extensive set of applica-
tions, but indicate the diverse range of problems addressed
using unstructured meshes in the modelling of coastal fluid
systems.

Previous methods for unstructured mesh design of coastal
and shelf-sea models have focussed on capturing the topog-
raphy using the spatial variation of bathymetric (and/or
topographic) gradients (Bilgili et al. 2006; Gorman et al.
2008; Bilskie et al. 2015, 2020). Methods of mesh refine-
ment based on wavelength and celerity (Hagen et al. 2001;
Legrand et al. 2007) have been developed to improve the
representation of the tidal constituents across the continental
shelf into the coastal zone. Both of these approaches provide
a mesh design that remains fixed for the ensuing modelling
and analysis. Within the mesh design these approaches do
not take into account the formation of transient flow struc-
tures that vary in space and time. The latter can significantly
vary based on the forcing mechanisms at play. The impact
of mesh design on unrealistic numerical diffusion has been
noted by Holleman et al. (2013) and Fringer et al. (2019),
with implications for the application of numerical simula-
tion to physical oceanographic problems. Divett et al. (2013)
noted the impact of low mesh resolution on the artificial dif-
fusion of vorticity downstream of flow separation points. To
address these issues a different approach to mesh design is
required.

Piggott et al. (2008) resolved flow features whose posi-
tions are not known a priori as they evolve in time using
adaptive meshing techniques. This is followed by an active
body of work into the implementation of adaptive grids for
coastal process modelling, such as Divett et al. (2016), Wall-
work et al. (2022), and Clare et al. (2022). Due to the complex
geometries associated with coastal ocean models, on-the-fly
adaptive mesh methods present challenges associated with
conservation errors, computational overhead, and scalable
implementation. Depending on the end-use of the model,
such computational cost may not be justified. It is possible
to resolve evolving dynamic features using standard mesh
design methods, but this requires an experienced modeller
with a good knowledge of the system considered. Hence, we
seek to deliver a mesh design strategy that aims to reduce
the epistemic errors associated with standard methods, while
minimising the computational cost. This design method must
locate and refine the mesh in key areas of transient flow
feature formation, while constraining the overall number of
mesh elements. We hypothesise that establishing an objec-
tive approach to identify key dynamic areas can lead to a
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structured design method that is more accessible to a broader
range of end users compared to more advanced adaptive mesh
systems.

We propose and detail an iterative mesh refinement pro-
cess that begins with an a priori discretisation defined by
the problem geometry, then applies consecutive refinements
using the output of a model based on the previous discreti-
sation. At each iteration, the spatio-temporal variations in
model-derived dynamical parameters are used to determine
where to refine the mesh. Piggott et al. (2008) suggest that
errors associated with solution gradients and/or vorticity can
be used to inform locations for mesh refinement. We use
this idea as the basis for the methodology. The assumption
is that the application of consecutive refinements will pro-
duce a convergent discretisation. This approach sits between
the bathymetry-based mesh design and on-the-fly adaptive
methods. The aim is to produce a problem-specific fixed dis-
cretisation with an optimal design that targets the dynamics
considered. Case studies based on an idealised setup rep-
resenting flow past a headland serve to develop, test, and
demonstrate the method. The principles of the mesh design
method are outlined (Sect. 2), followed by a description of
the case studies (Sect. 2.4), presentation and analysis of the
results (Sect. 3), and a discussion of key observations and
limitations (Sect. 4).

2 Methodology

We consider the flow simulated by solving the shallow-water
equations on a fixed computational mesh H that represents a
physical domain €2. Our aim is to accurately capture a pro-
cess that results from the interaction of the flow with a given
domain geometry. Starting from a geometry-based mesh Hy,
we seek to converge, through a number of iterations 7, to an
optimised mesh H,, subject to practical constraints C. The
latter are associated with the computational resources avail-
able and model stability or other criteria.

2.1 Shallow-water equation modelling

The non-conservative form of the 2-D shallow-water equa-
tions (SWE) can be expressed as

0

—n+V~(Hu)=0, €))
at

au—l—u Vu+gVn=V (v(Vu+VuT)) kL

Y gvn = oH'

2

where 7 is the free surface perturbation, H is the total water
depth so that H = n — z, where z is the bottom elevation. The
vector u is the depth-averaged velocity with horizontal com-
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ponents (u, v) in the (x, y) directions, respectively. In the
pressure gradient term, gV, g is the gravitational accelera-
tion. In turn, v is the viscosity attributed to eddy diffusivity.
We parameterise the bottom shear stress by a quadratic drag
coefficient Cp as tp, = pCplulu. For idealised cases, we
assume homogeneity in the vertical direction, and that addi-
tional terms such as atmospheric or Coriolis forcing can be
neglected (Vouriot et al. 2019).

In demonstrating the methodology we apply design func-
tions based on parameters derived from a 2-D depth-averaged
hydrodynamic model and a fixed bathymetry. Model param-
eters that are sensitive to the mesh resolution include the
bathymetric gradient, surface elevation gradient, velocity
shear, and vorticity. Corresponding design quantities q(x, )
and design functions f,(q(x, t)) are summarised in Table 1.

2.2 Basis for mesh design

The physical processes we aim to resolve depend on the
spatial gradients of quantities in the partial differential equa-
tions (PDE) in question. To achieve this, we seek a mesh
discretisation H over the domain €2 (x) where x = (x, y).
Its underlying mesh density field p7(x) is constrained by (i)
a dynamic quantity q that is sensitive to the mesh design,
and (ii) a limit on the resulting numerical degrees of free-
dom. Mesh generation tools use a spatial distribution of edge
lengths /(x) to inform the mesh design, i.e. H(x) = H(/(x)).
Therefore, we define /(x) as a function of q. To do so, we
define a design metric

nx) = f(qx,1)) 3

that converts the design quantity q(x, ¢), over some interval
At that we wish to analyse, so that u(x) € R.g.

If a mesh is too coarse at key regions then these spatial
gradients will be under-resolved with potential implications
for the interpretation of the results. Therefore our design
quantity q(x, t) is a gradient function based of a model vari-
able derived from the shallow-water equations (1) and (2),
as presented in Table 1. Based on this principle, we ren-
der mesh density proportional to gradient steepness so that
qx, 1) x py(x) = ﬁ, where the local element area

2 .. . 1
A(x) o [7(x). This implies /(x) o N

requirements that u(x) € R.¢ and is independent of ¢, we
re-write (3) in the following expanded form:

. Based on the

1

SN

where the design function f,(q(x,?)) removes the time
dependence, and the constant offset A > 0 ensures u(X) €
R.o. The design function can be user- or case-defined as per
Table 1 for key SWE variables. We note that f,(q(x, ¢)) can

“

be based on an integrated variable (e.g. magnitude-based or
variance-based) expression that reflects the dynamics to be
resolved.

To constrain the number of elements in H(l), we propose
that

10 =0 )
m

where L is arepresentative length scaleand @ = t f w(x)dx
is the mean metric value across the domain €2(x). Dividing
by & normalises and centres the distribution of 1 (x) allowing
metrics to be easily combined. We may define L by consid-
ering a target number of mesh elements N7. The associated
average mesh density is given by

__  Nr

PH=—— =

s (6)

o[ =

where Agq is the total area of the model domain, and A is
the corresponding average element area. Assuming isotropic
triangular mesh elements that are approximately equilateral,
then an element edge length is [ = /%A(Z) where A(l) is

the area of an equilateral triangle with edge length /. Hence,
the mean edge length based on the required number of mesh
elements is

[ = 4 da (7
=V AN

assuming a uniform composition of equilateral triangles. For
an unstructured mesh this is not generally the case and a
level of asymmetry is expected. This can be accounted for
by including an asymmetry scale factor k4, so that our rep-
resentative edge length becomes L = k! where k4 scales
the total number of mesh elements generated using /(x).

2.3 Iterative mesh design

The mesh design metric p is based on the integration of
a time-varying quantity derived from model output that is
linked to regions in the model domain where mesh resolu-
tion may be too low to accurately resolve the flow dynamics.
A single mesh refinement may not produce an optimal mesh.
This can be tested by running the model using the refined
mesh then comparing the predictions against certain fitness
criteria. If the criteria are not met, then a further mesh refine-
ment can be applied based on the output from the refined
model. It is hypothesised that mesh structure will converge
over repeated refinements, so there will be a diminishing
return on effort. This iterative mesh refinement process is
summarised in Fig. 1.
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Table 1 Design quantities and

Model variabl Desi i Fiel Design functi

design function examples based odel variable esign quantity q(x, t) ield type esign unction f,,(q(x, 1)) . :

. Magnitude-based Variance-based

on first derivatives of 2-D

depth-averaged hydrodynamic 2(%) Vz(x) Vector IVz)|l _

model parameters taken from

Egs. (1)~(2) n(x, 1) Vn(x, 1) Vector max (||Vn(x, 1)) o (IVax, Dll)
u(x, 1) vu(x, t) Tensor max (|| Vu(x, 1)) o(IVu(x, 1)ll)
u(x, 1) Vxu(x, t) Vector max (|| Vxu(x, 1)) o (IVxu(x, )

Fig. 1 Schematic of proposed
iterative mesh refinement
process

Design Baseline
Mesh
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Based on Mesh Parameter(s)
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Construct Mesh
Density
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2.3.1 Unstructured mesh generation

We solve the shallow-water equations on unstructured 2-
D triangular meshes. Mesh generation is performed using
gmesh (Avdis et al. 2018) which interfaces with the gmsh
(Geuzaine and Remacle 2009) engine to construct 2-D
unstructured triangular meshes. gmesh takes as input the spa-
tially varying function /(x) on €2(x) projected onto a regular
grid. A numerical solution to the SWE (1) and (2) returns
parameter values at the mesh nodes as unstructured scattered
data, so prior to the calculation of the /(x) field, the design
metric ©(x) generated from a model parameter q(x, ¢) is lin-
early interpolated onto a regular grid. The raster grid used
extends 1 m beyond the model domain extent to capture edge
effects, with a spatial resolution of 0.1 m. Consecutive 1; (X)
fields generated by the iterative process are projected onto
identical grids for ease of combination.

2.3.2 Model simulations

The simulation based on each meshing iteration is first
brought to a stable state, as initial conditions assume equi-
librium. Subsequently, model data are used for convergence
testing and the extraction of parameters for creating the next
design function. Strategies for minimising the length of the
simulation required to capture key flow dynamics will depend
on the system being modelled. For a constant inflow model,
the system can be run for a fixed period. For periodic tran-
sient inflow, in this case resembling tidal flow, the model run
should generate a suitable number of periods to capture the
key dynamics. For tidal models that include a neap-spring
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Mesh
Converged?

[Alig | <0

Construct Refined
Mesh

H,,

variation, it may be necessary to target a maximum neap-
spring period, or arepresentative subset, for mesh refinement.

To demonstrate the methodology, we use Thetis (Kédrnd
et al. 2018), a 2-D/3-D model for coastal (Clare et al.
2022; Jordan et al. 2022) and estuarine (Warder et al. 2022)
flows. It is implemented using the Firedrake finite element
PDE solver framework (Rathgeber et al. 2016) to solve the
SWE as in Egs. (1) and (2). The setups we consider make
use of a piecewise-linear discontinuous Galerkin finite ele-
ment spatial discretisation (P1-DG-FEM) and semi-implicit
Crank—Nicolson time-stepping for temporal discretisation.
The nonlinear discretised shallow-water equations are itera-
tively solved by Newton’s method using the PETSc library
(Balay et al. 2016). As simulations must be able to han-
dle inter-tidal effects, the wetting and drying formulation of
Kérni et al. (2011) is used. This introduces a correction to
ensure positive water depth as defined by Eq. (8):

8y (H):%(,/H2+a\2VD—H>. (8)

A modified value for the water depth, H = n—2z+d,(H)
(Fragkou et al. 2023), is applied sequentially in the solution
of the SWE.

2.3.3 Combining design metrics

Every iteration constructs a new design metric 1 (x) based on
arepresentative quantity q(x, ¢) that depends on the previous
model run. Nevertheless, across iterations it is instructive
to retain mesh design information in the new mesh design.
We adopt a simple weighted sum of the normalised design
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metrics, expressing Eq. (5) as

n - pi(X)
D=0 Wi

> i Wi

In Eq. (9), two metric weighting cases are tested:

Int1(x) = L. ©

e Wl:w; =1land ) ;_,w; = n,so that all design metrics

w; have an equal influence.
1;i=0
2i=1. i 50

sising the influence of the latest iteration metric.

o W2:w; = and )_!_,w; = 2", empha-

As indicated earlier, design functions f,(x) may target
either the magnitude or variability of the design quantity
q(x, t). These two target values will generally have differ-
ent spatial patterns. Using the time-maximum value ensures
mesh refinement everywhere a steep gradient occurs for any
state of the flow, but does not necessarily capture variability in
time. Depending on the analysis objectives, a metric based on
the combination of max (||q(x, 7)|) and o (||q(X, t)]|)) may
be used. We use a weighted sum of the separate normalised
design metrics derived from each design function, i.e.

1

Mmax (X) i
Wiax + We

[ Wmax j— WG’

max o

Heo = o &)

i| . (10)
Following a similar rationale, i can be extended to include
combinations of multiple quantities q and design functions

Ju-
2.3.4 Mesh convergence test

There are two types of criteria for completing the iterative
mesh refinement process; either (a) the structure of the mesh
does not change significantly between iterations, i.e. the mesh
refinement has converged, or (b) the predictive skill of the
model does not change significantly between iterations. The
mesh discretisation H (x) is constrained by the edge element
length field /(x). As such, mesh design convergence can be
defined in terms of the difference between consecutive pairs
of projected /(x) fields, i.e. Alj+1(x) = li+1(x) — [;(x). We
use the mean and standard deviation of Al;11(X) to measure
mesh convergence. It is assumed that both the mean and stan-
dard deviation will decrease with each iteration. The mesh
convergence test used is |M| < §;, where m is the
mean of Al;;1(x) and §; is a value close to 0.

Updating the mesh can increase or decrease mesh density
locally, with either change impacting on the numerical pre-
dictions. To quantify this, changes in predictive skill can be
tested by tracking the difference in some integrated param-
eter g of the modelled flow relative to some measure of the
“truth” Q. The parameter g may target local or global change.

To simplify our analysis, we will compare a time-averaged
modelled quantity (g(x,t) = g(x)) with the time-average
“truth” (Q(x, t) = Q(x)), i.e.

Ag;(x) = q;(x) — Q(x) (11)

for iteration i. We require that |Ag; (x;)| < o, at some tar-
get location x;, where o, is an acceptable level of model
uncertainty for the intended end-use.

2.4 Case study: oscillatory flow around a headland

For demonstration purposes, we use a simple model geome-
try consisting of a conical headland on a beach in a straight
channel, based on the setup of Stansby et al. (2016). The
model geometry is shown in Fig. 2. The open ends of the
channel can be forced with a constant or transient inflow
to demonstrate transferability to real-world cases. This sim-
ple model construct contains spatially varying geometry and
allows the generation of coherent time-varying flow struc-
tures through flow interactions with the headland.

As this is an idealised construct, we will use a benchmark
model based on a very high-resolution mesh to represent the
“truth” for assessing a given models predictive skill. The
dynamics we aim to capture are those associated with the
flow separation processes, as these influence kinetic energy
hot-spots. The spatial distribution of linear and angular
momentum will be affected by the accuracy of the predicted
flow separation processes. For each mesh element, these can
be represented by the kinetic energy (Ey) density

1
pEk,i(Xi,r)=EpwH(xi,r>||u<xi,t>||2 m~2] (12)

and the circulation (I") density (or areal-averaged vorticity)

pr,i<xi,t)=iy§ (1) -dl [s7']. (13)
A T

1
i

where py, is the water density, x; and A; are the centroid and
the area of the ith mesh element, and dl is the differential
path length around the ith element.

The parameters pg, ; and pr; provide a measure of the
local system energy at the mesh element level. The total
energy in the model domain €2 can be assessed by calcu-
lating the areal integral of these two parameters. Integrating
PE, gives the total kinetic energy Ey (), and integrating pr
gives the total angular momentum L () for the relevant time
step. As we are using a spatial discretisation for the numeri-
cal simulation, the areal integral becomes a summation across
the mesh elements. Therefore, the total kinetic energy is

Nelem

Ext)= )" pr.itxit) Ai [J], (14)

i=1

@ Springer



Journal of Ocean Engineering and Marine Energy

Fig.2 Simple process model of " 72m |
conical headland across a beach, 0.06
based on StaﬂSby etal. (2016). 1. Constant Inflow 0.00
Grey arrows indicate open 18,199 (18, 19) 0.06
boundary forcing for the two o Trancientinfiow | i 012
cases considered. The beach ; : o
slope is 1 in 20 and the headland i i g gl E
1 in 5. The dry headland extent ! ! 024 N
is 5.5m. The dashed line is the 4 L -0.30
analysis Region of Interest (Rol) | | -0.36
-0.42
(-18,0) (0,0) (18, 0) - =048
and the total angular momentum is is set using a constant eddy viscosity v. To account for flow
at the beach edge, wetting/drying is implemented with the
Nelem ) constraint awp (Kérni et al. 2011). The implicitness factor
L(1) = pw Z lor.i (i, )| H(xi, 1) A7 [Js], (13 g, is used to control the semi-implicit Crank—Nicolson time-

i=1

for the full model domain.

To demonstrate the mesh refinement process, we start with
a baseline model that uses bathymetry z(x) to define the ini-
tial mesh resolution. We then apply iterative refinements to
this mesh using a selection of design quantities q(x, ¢), func-
tions f;,(q), and weighting methods (i.e. W1 and W2) for
combining the normalised metrics 1; (X) at each iteration, as
per the flowchart of Fig. 1.

2.4.1 Numerical model setup

The numerical setup requires definitions of the open-
boundary forcing, time-stepping, friction, and a set of
numerical stability parameters. For the constant inflow case,
the open-boundary conditions are a constant inward normal
velocity u, = Up at the left-hand boundary with a free
elevation (mixed boundary condition), and a free velocity
and surface elevation (Neumann boundary condition) at the
right-hand boundary. For the transient inflow case, both the
left and right open boundaries are driven using a sinusoidal
normal velocity u;, = Uy sin(wt — kx) and free surface ele-
vation (mixed boundary conditions). The wave frequency is
given by w = 2w /T and the wave number k is estimated
by solving the dispersion equation w? = gk tanh(kh), where
h = 0.48m, i.e. the channel depth offshore. For both the
cases, the closed boundaries are set to obey a Neumann con-
dition of zero normal flow.

The time step for the constant inflow is set to 5s and the
models run for 3600s. For the transient inflow case, the time
step is reduced to 1s and the models run for 3000s. For the
transient case, the wave period is set to 7 = 600s giving a
wavenumber k = 4.83 x 10~3 m~!. For numerical stability,
the amplitude of the inflow is linearly ramped up from O to the
target peak speed Uy = 0.1 ms~! over 600s. Modelled data
are exported every 5s. Bottom friction is represented using a
quadratic drag, as per Sect. 2.1, and the horizontal diffusivity
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stepping. The conditions used are summarised in Table 2.

2.4.2 Benchmark and baseline models

The baseline model uses a mesh design that represents a typi-
cal bathymetry-based mesh used in coastal modelling (Bilgili
et al. 2006; Gorman et al. 2008; Bilskie et al. 2015, 2020).
The baseline mesh is the zeroth-level refinement Hy from
which an improved mesh design is sought, and against which
predictive performance of a mesh design is compared. The
benchmark model represents the system “truth” and is used
to assess the predictive skill of mesh designs generated for
the model domain.

The baseline model mesh is constructed by providing
gmesh with an element length field based on ¢ (x) = Vz(x).
For the constant inflow case, a design constraint of Ny =
6000 is used to generate the /(x) field. For the transient inflow
case, N7 = 9000 to allow for the formation of a trapped eddy
on either side of the headland, i.e. two separate regions of
interest. A preliminary sensitivity analysis using a range of
asymmetry scale factors indicates that k4 = 1.2 ensures the
triangulation imposed by gmesh results in a number of ele-
ments close to the target N7. This value is consistent across
all mesh design iterations. The full domain baseline meshes
generated are shown in Fig. 3b and c, respectively, and the
corresponding mesh statistics are summarised in Table 3.

The benchmark mesh Hpp is constructed using the gmesh
internal gradation method, where parameters are passed to
control the gradation from a set of fixed lines around the
domain (Avdis et al. 2018). The parameters define the mini-
mum and maximum target element lengths, and the gradation
growth rate. The lines and gradation parameters (/,,,;, = 0.1,
Imax = 1.0, Rg = 66.66) chosen ensure the mesh density
is highest around the headland with minimal variation to the
outer boundaries. The full domain benchmark mesh is shown
in Fig. 3a, and the mesh statistics (number of elements Nejem,
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Table 2 Boundary conditions and model parameters used for mesh refinement case studies

Inflow case Boundary conditions Model parameters
Open left Open right Closed Cp v (m%s~T) awp 0;

Constant U, = —U(} u,, - Neumann u, =0 0.005 0.0005 0.005 0.75
n - Neumann n - Neumann

Transient uy = —Up sin (21 — kx)’ un = Uy sin (F1 — kx) Uy =0 0.005 0.0005 0.010 0.75
n - Neumann n - Neumann

1 Uy = 0.1 ms™! for both inflow cases
2T =600s,and k = 4.83 x 1073 m~!

Fig.3 Full domain meshes used (a)
to develop and test the mesh

design method: a benchmark, b

baseline (const), ¢ baseline

(trans). The highlight box shows

the Rol used to present the

analysis results

®

S P A
~Ny=6000 PRRRERD

(©F

€ | Ba,selme (Tr

rans) Mesh ,

Table 3 Benchmark and

constant/transient baseline mesh Model Mesh design Mesh statistics -

design parameters and statistics Nt ka a0 Mesh — Netem [ (m) Ry (min(D),max (1)) (m)
Benchmark - - - HeMm 117,779 0.182 (0.058, 0.470)
Baseline (Const) 6000 1.2 Vz Ho 6119 0.798 (0.253, 1.760)
Baseline (Trans) 9000 1.2 Vz Ho 9390 0.644 (0.22, 1.50)
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mean element length 1, and range (min, max) of element
lengths R;) are summarised in Table 3.

2.4.3 Baseline predictive performance

The parameters chosen to assess model performance are pg,
and pr as per Eqs. (12) and (13), respectively. For analysis,
the constant inflow models are run for 3600 s and the transient
inflow models for 3000 s. The analysis metrics are generated
from the final 600s for each model run which corresponds
to a single cycle of the transient inflow forcing period. For
the transient inflow case, the data are sorted into flood/ebb
phases and the parameters estimated separately for each
phase. The flood (/T = 0-0.5) and ebb (r/T = 0.5-1.0)
phases correspond to inflow and outflow at the left-hand open
boundary, respectively. We compute time-averaged values to
measure model performance over each phase. Figure 4 shows
the benchmark and baseline time-averaged parameter values
(0 g, (%), pr(x)) for the constant inflow case (Fig. 4a, b), and
the ebb period only of the transient inflow case (Fig. 4c, d).

We use the location and magnitude of the peak pg, value
across the Rol, and the peak pr value at the trapped eddy
core. The time averaging is over the representative time peri-
ods for the two inflow case, i.e. 600s for constant inflow
models, and 300 s representing either the flood or ebb phase
for transient inflow models. The location x, and magnitude
P, (Xp) for the kinetic energy density is determined by fil-
tering the data based on a threshold value (outlined in black
in (a) and (c)), then searching this subset for the maximum
value. The location x,, is taken as the centroid of the mesh
element corresponding to the peak value, since the chosen
parameters areal-averaged values per element (see Egs. (12)
and (13)). A similar approach is taken to determine the loca-
tion X, and magnitude pr(x.) of the circulation density at
the trapped eddy core, except a search region is predefined to
exclude the shear layer. In this case, separate search regions
are defined for the transient inflow flood and ebb phases. As
with peak o, , the location X, is taken as the centroid of the
element corresponding to the eddy core as defined by the
maximum pr(X.) value in the search region.

The locations and magnitudes of the peak values are indi-
cated on the panels in Fig. 4 and tabulated in Table 4. Only
the ebb phase results are shown graphically for the transient
inflow case, the flood phase is essentially a mirror image
of the ebb phase pattern about the headland. The locations
of the benchmark values are identified by + and the base-
line values by o. Both locations are included on the baseline
graphics for qualitative comparison. For the constant inflow
case, the data in Table 4 show the baseline model overesti-
mates the peak pg, but predicts the average position well,
and underestimates pr- at the eddy core and gives a poor pre-
diction of average the location. The baseline model for the
transient inflow case underestimates both the peak o, and
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por magnitudes, but gives a reasonable prediction of average
location. The location and magnitude of the transient inflow
PE, and pr peak values (Table 4) indicate that there is an
inherent asymmetry between the ebb and flood flow struc-
tures. This is probably the result of an incorrect forcing phase
difference between open boundaries due to the value used for
wavenumber k not taking into account bottom drag and bed
form.

3 Results

Results for the constant (Sect. 3.1) and transient (Sect. 3.2)
inflow cases are considered separately. The constant inflow
case demonstrates the methodology and serves to investigate
mesh refinement sensitivity to (a) the design quantity, (b)
the mesh metric function and (c) the weighting approach
across iterations. The transient inflow case is an applica-
tion of the methodology to the more complex problem of
time-varying forcing over the same domain. For the constant
inflow case, a series of six consecutive mesh refinements are
applied to the baseline mesh (Hj) for three representative
quantities g (x, 1) = {Vn(x,t), Vu(x, t), Vxu(x, t)}, using
both W1 and W2 metric combination weighting methods
(see Sect. 2.3.3) for u;(x). We use magnitude-based design
functions f,(q(x, t)) as presented in Table 1. Sequentially,
model performance is assessed using the four parameters [x,
PE, (Xp), X¢, pr(Xc)] described in Sect. 2.4.3. Performance
in reproducing the location of areas of interest is assessed
as a radial offset distance Ar from the benchmark, and the
peak values are presented as normalised differences relative
to the benchmark model as per Eq. (11). The mean benchmark
model value @ as in (11) is used to normalise the differ-
ence. Based on the results for the constant inflow case study
presented in Sect. 3.1, a further case where a design metric
based on a combination of Vxu and o (V xu) is trialled to
account for the spatio-temporal variability in Vxu(x, t). In
this instance, Eq (10) for W.x = W, = 1 is applied to con-
struct the design metric (x). For the transient inflow case,
a series of six consecutive mesh refinements are applied to
the baseline mesh (Hp) for a subset of design parameters
identified by the constant inflow results. Results for the tran-
sient inflow application of the methodology are presented in
Sect. 3.2 below.

3.1 Constant inflow case study

Evolution of mesh density can be traced through changes
in the mesh element length A/(x) field. Histograms of A/
(Fig. 5) show that the length fields /; (x) eventually converge
for all design quantities g (x, ¢) trialled. The spread and shape
of the histograms varies depending on the g(x, t) used to
design the mesh. The scale of the plots focuses on the central
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Table 4 Benchmark and baseline model kinetic energy density (0, ) and circulation density (or) performance parameters based on 600 of stable
model run

Case Period (t/T) Model Mesh PE, or
Xp(x, y) (m) PE (xp) Im™?) Xc(x, y) (m) prxe) 71

Constant (0.0,1.0) Benchmark ‘HeMm (5.68,11.17) 3.69 (3.95,4.99) 0.0148

Baseline (Const) Ho (5.60,11.05) 371 (3.45,5.44) 0.0145
Transient (0.0,0.5) Benchmark HeMm (2.48,8.43) 3.79 (4.04,6.62) 0.1312
Flood Baseline (Trans) Ho (2.98,8.77) 3.34 (3.92,6.63) 0.1076
Transient (0.5,1.0) Benchmark HeMm (—1.83,8.80) 3.64 (—4.01,6.27) 0.1120
Ebb Baseline (Trans) Ho (—2.53,9.14) 341 (—4.02,6.37) 0.1030

Benchmark Baseline

4.0
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3.0
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205

15 &

0.14
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—
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(d)
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Fig. 4 Benchmark (left) and baseline (right) performance parameters transient flood phase is not shown. The benchmark peak parameter loca-

PE, and pr for the constant inflow case (a) and (b) respectively, and tions are identified by +, and the baseline by o. The sub-region shown
the ebb phase of the transient inflow case (¢) and (d), respectively. The corresponds to the Rol shown in Fig. 2
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region where Al(x) — 0; this is the target for later iterations
close to convergence. Significant Al peaks in early iterations
are negative indicating the mesh is getting finer, and through
iterations moves towards a zero difference indicating that
the design is converging. These histograms do not give an
indication of any redistribution of element sizes across the
domain between iterations. For all cases, the W2 weighted
(right column) metric averaging shows stronger convergence.
Considering the single design quantity cases, the refinements
based on ¢ = V xu gave the fastest convergence in terms of
the percentage of points with minimal change in length. This
performance improved using a combination of ¢ = Vxu
and ¢ = o (V xu).

In Fig. 6, we see meshes generated for the first three
iterations based on ¢ = Vxu (left) and the combination
of g = {Vxu, o(Vxu)} (right), using W2 weighted aver-
aging. The iterative transition from the baseline mesh (a)
constructed using ¢ = Vz is clearly demonstrated for both
design parameters. Refinement based on ¢ = Vxu (left)
increases the resolution from the flow separation point across
the shear-layer instability region and into the trapped eddy,
while retaining some refinement across the upstream beach
area. For this case, the change in the mesh generated using
the /; (x) field was negligible beyond the third iteration. The
metric based on a combination of magnitude and variabil-
ity parameters (right) concentrates refinement on the levee
shear-layer instability at the expense of the flow separation
point (see annotated boxes in Fig. 6d). Beyond the third iter-
ation, this separation became stronger with the mesh density
reducing everywhere else across the domain.

Mesh statistics for the third iteration of the process are
summarised in Table 5. These data show that all parameters
produced meshes in the range of 6000 and 6500 elements,
apart from ¢ = V5 which produced meshes with approx-
imately 5300 elements, i.e. a difference in excess of 10%.
The spatial distribution of ¢ = Vn is smoother than the
other design quantities, resulting in a broader spread in the
distribution of the corresponding /(x) field with a smoother
gradient VI(x), leading to significantly more of the model
domain covered by large elements, hence fewer elements
overall (see Fig. 7).

The predictive performance for a given mesh design is
based on how well the model represents the pg, and or
fields compared with the benchmark model. A robust model
should return both the magnitude of the parameters and the
location of key structures correctly. Figure 4a shows that on
average the peak of p g, is 11.2m downstream and 0.2 m off-
shore north of the tip of the headland, while the core of the
separation zone is 5.0 m downstream and 1.8 m shoreward of
the tip of the headland. The location and magnitude data for
the benchmark and baseline models are given in Table 4. The
baseline model overestimates the peak pg, by 0.5% and the
location is 0.14 m offset (see Table 5), and underestimates the
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eddy core vorticity magnitude pr by 2.0% and its location
by 0.67 m which is about 12% of the headland levee length of
5.5m (see Fig. 2). This indicates that for this simple model
construct the magnitude of the test values are fairly insen-
sitive to the mesh design, whereas the location of the eddy
core is sensitive. The accuracy of the peak value locations
is limited to the size of the mesh element where the peak is
identified, noting that all mesh designs except the baseline
model have large elements at the peak o, location x,, while
the element size around the eddy core is dependent on mesh
design; the baseline and ¢ = V xu refined models based on
q = Vxu concentrate the highest resolution here.

Table 5 summarises peak pg, and pr data for the third
iteration refinements for all ¢ (x, t) trialled and the two metric
weighted averaging methods. All models return consistent
estimates of the peak o, value with varying accuracy in the
location x,,, however the results for the eddy core o were
more variable. Overall, the mesh design based on ¢ = V xu
gave the best results compared to the benchmark quantities,
while the combined metric using g = {V xu, o (V xu)} gave
comparable results.

A holistic view of predictive performance can be seen by
mapping the difference calculated using Eq. (11), between
the benchmark and test model values across the domain.
Figure7 presents pj; the model mesh density (left), Apg,
(centre) and Apr (right) for the baseline model and the third
iteration refinement for all design parameters using the W2
weighted averaging of metrics. To apply the difference, the
time-averaged benchmark data are linearly interpolated onto
the model element centroids where predicted parameters are
calculated. Visually the model design based ong = V xuand
q = {Vxu, 0(Vxu)} show the least difference. All models
over estimate the shear layer oz, which may reflect the layer
not forming in the correct location. A similar pattern in pp
supports the argument of a shear-layer offset discrepancy.
Specifically, the baseline,g = Vnpandg = {V xu, o(Vxu)}
models under-represent the flow separation point at the tip of
the headland.

Bulk measures of model performance based on time-series
of spatially integrated pg, and pr values are considered in
Table 6. These are presented as Root Mean Square Error
(RMSE) and normalised RMSE (NRMSE) values of the dif-
ference between predicted and benchmark time-series data.
The time-averaged integrated benchmark values (Ejpu,
L) are used as the normalising factors. The total kinetic
energy is fairly insensitive to mesh design for the constant
inflow case (NRMSEg, < 1.0%). The magnitude of the
angular momentum shows more sensitivity (NRMSE; <
4%), with a less conclusive separation between meshes. It
should be noted that the predictive performance for meshes
based on ¢ = {Vxu, o(V xu)} decreased with more itera-
tions due to further loss of information at the flow separation
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Fig. 6 Iterative mesh refinements based on ¢ = V xu (left) and com-
binedg = {V xu, o (Vxu) } (right). The top row is the baseline starting
mesh, followed in order by refinements i = {1, 2, 3}. Boxes in row (d)
highlight the combined metric reduction in mesh density around flow

point, whereas the performance for g = V xu remained con-
sistent with further refinement.

3.2 Transient inflow case study
Applying a transient inflow to the model domain allows a

first-pass test of the mesh design methodology for a system
with strong spatio-temporal variability. Analysis of the con-
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separation point. The mesh data are colourised using mesh density in
elements per m?. The sub-region shown corresponds to the Rol indi-
cated in Fig. 2

stant inflow case identified g = Vxu,q = {Vxu, o (V xu)}
as the preferred mesh design parameters and W2 as the pre-
ferred metric weighting; these are used for transient inflow
mesh design. The models are run for 3000s, and the data
are separated into flood (/7 = 0 to 0.5) and ebb (t/T =
0.5 to 1.0) phases for analysis, as described in Sect. 2.4.3 for
the baseline model.
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Table 5 Summary of key mesh refinement results for the constant inflow case

Weight q(x,1) Mesh Mesh statistics o, (J m~2) or s
Nelem [ (m) Ry (m) AF (m) Apg, (xp) (%) AF (m) Apr(Xc) (%)
- Vz Ho 6119 0.798 (0.25,1.76) 0.14 0.41 0.67 —1.84
Wi Vn H3 5301 0.879 (0.14,1.68) 0.31 0.70 1.35 4.68
w1 Vu Hsz 6007 0.805 (0.21,1.71) 0.24 0.15 1.55 11.47
w1 Vxu H3z 6185 0.789 (0.16,1.74) 0.58 1.05 0.96 2.04
w1 {Vxu, o(Vxu)} H3 6100 0.795 (0.22,1.62) 0.34 —0.20 0.74 —1.44
w2 Vn H3 5377 0.872 (0.14,1.69) 0.48 0.72 1.02 —4.30
w2 Vu H3 6092 0.796 0.14,1.77) 0.36 0.66 0.92 5.53
w2 Vxu H3 6464 0.764 (0.16,1.74) 0.33 0.10 0.29 —1.25
w2 {Vxu, o(Vxu)} H3 6409 0.765 (0.18,1.68) 0.30 0.09 0.36 —243
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Fig.7 Summary of impact of mesh design quantities of interest on model predictions of p, and pr where Ap = pj; — Py The panels show
the mesh (left), Apg, (centre) and Apr (right). The sub-region shown corresponds the Rol indicated in Fig. 2
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Table 6 Constant inflow RMS Error in spatially integrated parameters Ex (¢) and L(z)

Weight q(x,1) Mesh Kinetic energy Angular momentum
RMSEg, ) NRMSEg, (%) RMSE; 0s) NRMSE,, (%)
w2 Vz Ho 4.97 0.134 6.64 1.77
w2 Vn H3 243 0.657 11.9 2.66
w2 Vu H3 17.9 0.485 10.8 3.68
w2 Vxu H3 5.52 0.149 7.77 2.86
w2 {Vxu, o(Vxu)} H3 1.04 0.028 7.83 2.51

Histograms of Al for consecutive pairs of refinement
length fields /; (x) are shown in Fig. 8. For both design param-
eters tested, the mesh initially reduces in resolution (peak A/
+ve) then after the 3" iteration the mesh begins to refine with
the optimal (minimum Al; and o (Al;)) occurring on the 5th
iteration. Further iterations begin to remove spatial geom-
etry information. The resulting mesh statistics are given in
Table 7. All models have a total element number within £400
of the Ny = 9000 target value, i.e. less than 5%, and a mean
element length of [ ~ 0.65m. The baseline mesh H and 5™
iteration meshes Hs for the two design parameters ¢ = V xu
and ¢ = {Vxu, o(Vxu)} are shown in the left column of
Fig. 9. The mesh design for the two parameters is dominated
by refinement at the headland and across the shear layer, at
the expense of resolution across the beach region and the
near-shore headland edges.

Table 7 collates the key performance parameter for the
baseline model and the 5" iteration mesh designs based on
q = Vxuand g = {Vxu,o(Vxu)}. All of the models
underestimate the magnitudes of the peak pg, and pr- values
compared to the benchmark, with differences between — 4.7
and —16.6% for pg, and between —4.4 and —23.2% for
or- In general all models gave better predictions for the ebb
phase. The mesh refinement based on ¢ = V xu gave the
best overall predictive performance.

The spatial differences in the pg, and pr fields relative
to the benchmark data for the ebb phase are shown in Fig. 9.
The differences are calculated using Eq(11). The flood phase
essentially mirrors the ebb about the headland. The struc-
tural patterns (adjacent regions of +ve/-ve differences) in both
parameters are indicative of an offset in the predicted loca-
tion of both the shear layer and the trapped eddy. In all cases,
the shear-layer forms (centre) further offshore compared to
that of the benchmark, suggesting that the size of the trapped
eddy is larger than expected. This observation is consistent
with the bimodal pattern shown in the Ap- field (right). The
negative difference in the magnitude of both the peak pg,
and pr (Table 7) indicates a weaker shear layer and a more
diffuse eddy. There is no evidence the transient flow struc-
tures extend to the open boundaries. The normalised RMSE
in Ex(t) and L(¢) given in Table 8, show the total energy in
the models is within 0.5% of the benchmark, therefore, the
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key model differences relative to the benchmark are in the
spatial distribution of the energy. The total angular momen-
tum is more sensitive to mesh design, where the V xq mesh
design performs slightly better overall.

4 Discussion
4.1 On the iterative mesh design method

The iterative mesh design method implemented is based on
straightforward assumptions, and is shown in principle to
produce a mesh design that improves a models predictive
skill, sensitive to design quantities and functions chosen. The
method allows control on the total number of mesh elements
Nr, and this is well constrained between iterations through
an appropriate determination of the mesh element scaling
factor k4 based on element type and the spatial distribution
of the element length field /(x). The method can be used
to deliver a convergent mesh design, as shown by Figs. 5
and 8. Overall, the method meets the main goals required for
improved mesh design and to focus resolution on dynamic
locations not known a priori.

In terms of our case-study demonstration, model per-
formance is determined using time-averaged values of the
system energy parameters. The reasons for this choice are
to simplify the analysis and to highlight the key rationale
of the method. As expected, flow separation occurs at the
headland/levee tip generating flow instability downstream.
The behaviour of the flow evolution is very different for
the two forcing cases (constant and transient inflow), which
highlights the need to consider dynamics in the mesh design
process.

For a constant inflow the timing of the separation onset and
the subsequent eddy-shedding frequency is sensitive to the
mesh element size at the separation point and in the shear
layer associated with the shed eddies. Analysis of veloc-
ity magnitude time-series extracted at the location of the
benchmark model peak pg, shows this phase offset. Statis-
tical analysis shows low temporal correlation (r) relative to
the benchmark, as expected, but the time-mean and stan-
dard deviation (Table 9) for the velocity time series give
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Fig.9 Summary of impact of mesh design quantities of interest on model ebb flow predictions of pg, and pr- where Ap = py; — ppy- The panels
show the mesh (left), Apg, (centre) and Apr (right). The sub-region shown corresponds the Rol indicated in Fig. 2

Table 7 Summary of key mesh refinement results for the transient inflow case using W2 metric weighing

Phase q(x,t) Mesh Mesh statistics pE, (J m~2) or (s™h
Nelem I (m) Ry (m) Ar (m) Apg, (xp) (%) Ar (m) Apr(xc) (%)

Ebb Vz Ho 9390 0.644 (0.22,1.50) 0.78 —6.45 0.10 —7.99

Vxu Hs 9151 0.649 (0.14,1.59) 0.24 —4.78 0.05 —4.69

{Vxu, o(Vxu)} Hs 8984 0.657 (0.12,1.44) 0.48 —-9.03 0.52 —-3.21
Flood Vz Ho 9390 0.644 (0.22,1.50) 0.60 —11.94 0.11 —-17.97

Vxu Hs 9151 0.649 (0.14,1.59) 0.31 —11.33 0.22 —4.41

{Vxu,o(Vxu)} ‘Hs 8984 0.657 (0.12,1.44) 0.99 —16.66 0.44 —23.29
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Table 8 Transient inflow RMS error in spatially integrated parameters Ey () and L(z)

Phase Weight q(x,t) Mesh Kinetic energy Angular momentum
RMSEg, (J) NRMSg, (%) RMSE, (Js) NRMS, (%)

Ebb w2 Vz Ho 6.54 0.384 38.2 8.84

w2 Vxu Hs 6.21 0.364 21.7 6.57

w2 {Vxu, o(Vxu)} Hs 5.78 0.339 249 7.20
Flood w2 Vz Ho 7.46 0.421 38.2 11.3

w2 Vxu Hs 7.79 0.429 24.5 8.56

w2 {Vxu, o(Vxu)} Hs 5.54 0.305 31.1 10.0

good agreement. We note that the effects of mesh refine-
ment highlighted by the standard deviation are consistent
with the analysis presented for pg, data. For this test case,
we are interested in the prediction of available energy, not the
frequency of the variability. There are applications where fre-
quency becomes important, so mesh design would need to
adapt accordingly; higher frequency data and a longer time-
series would be required to apply a robust spectral analysis.

For the transient inflow case, the formation of the flow sep-
aration zones is phase locked to the open-boundary forcing,
as shown by the high correlation in velocity magnitude rela-
tive to the benchmark model (Table 10). Statistical analysis
of the time-series of [u(x)| at the location of the benchmark
model peak pg, shows that the time-mean values return a
good agreement, but NRMSE error is higher than expected
due to the spatial shift in the physical location of structures.
These data are consistent with the presented analysis of pg,
data. During the transition between phases of the flow, a
headland jet is formed which ejects a vortex dipole. The
strength and persistence of this dipole pair depends on the
mesh resolution at both the formation point and downstream
of the separation point. It was observed that the vortex dipoles
released did not exit the domain during the formation phase;
instead they were transported back towards the headland at
the change of phase. Running the benchmark model forward
showed that the persistence of these dipoles influence the
form of the separation zone. The vortex dipoles generated in
lower resolution refined models did not persist as long, due
to the greater expected numerical diffusion. There was also
an inherent asymmetry between flood and ebb phases which
is attributed to the use of an approximate wavelength A for
the surface wave generated by the forcing.

The mesh convergence for the transient case reached a
minimum but further refinement showed resolution reducing
near the headland. This behaviour suggests that either there
were insufficient degrees of freedom for the chosen design
criteria, i.e. by increasing target number of elements, or a dif-
ferent method for combining the mesh densities was required.
In this instance it was not an issue as we had reached a suitable
mesh convergence for our use, but this highlights the need to
check the convergence behaviour to determine whether the
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design need to be modified. The convergence criteria may
also need to be tailored to the use case and design functions
used. These effects may be more pronounced in more com-
plex domains and when multiple design parameters are used.
To a certain extent, the observed offset in the location and
strength of the shear layer could be corrected for a specific
mesh design by calibrating the resulting model (Fringer et al.
2019), e.g. through modification of the eddy diffusivity value.
The implication of this observation is that model calibration
is specific to a given mesh design. This in turn raises questions
about the impact of model calibration for on-the-fly adap-
tive mesh refinement methods, particularly across complex
domain bathymetry often encountered in coastal regions.

4.2 On the mesh design functions and parameters

The design quantity q = Vxu and the design function
fu(q@) = max (Vxu) gave the most robust mesh discreti-
sation and improved predictive performance compared with
the baseline model for the case study geometry and applica-
tion presented. To a certain extent, this is an intuitive result
as the curl of the velocity field inherently captures infor-
mation about both the velocity gradients and the surface
gradients. It should be noted that any design function perfor-
mance is linked to the overall objective of a modelling study.
Our perspective stems strongly from marine hydrokinetic
energy resource assessment and array design optimisation.
Within this context, an accurate appreciation of energy den-
sity becomes significant. However, to establish optimal utility
of the marine environment, identification of shear layers and
flow separation zones can have significant implications for
the feasibility of particular technologies and their interac-
tions. From this point of view, quantities such as horizontal
flow vorticity and circulation stand out as obvious candi-
dates to guide the mesh design. Other design quantities may
be more appropriate for other dynamical processes. These
could extend to wave dynamics in coupled-modelling sys-
tems (Roland et al. 2012; Zheng et al. 2017; Fragkou et al.
2023), or dispersal and water quality (James 2002; Hamza
et al. 2015) processes (e.g. that could be represented by con-
nected advection diffusion equations). In these cases, design
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Table 9 Constant inflow

velocity statistics at location of Weight a0 Mesh fuf (m s~ o (lul) (ms™h "
peak pg, in the benchmark - Benchmark oy 0.1355 0.0015 -
model w2 Vz Ho 0.1362 0.0011 —0.558
w2 Vn H3 0.1362 0.0010 —0.744
w2 Vu H3 0.1357 0.0032 —0.858
w2 Vxu H3 0.1357 0.0017 —0.795
w2 {Vxu,o(Vxu)} H3 0.1364 0.0018 —0.762
IZlb(: si:;st’gi?tlisclfgi 122;):,011 of Phase Weight q(x,1) Mesh Tul (m s7h r NRMSE (%)
peak o in the benchmark Ebb - Benchmark Hpm 0.186 - .
model sorted by phase
Ebb w2 Vz Ho 0.190 0.978 7.966
w2 Vxu Hs 0.189 0.967 9.421
w2 {Vxu, o(Vxu)} Hs 0.184 0.945 11.84
Flood - Benchmark HeMm 0.201 - -
Flood w2 Vz Ho 0.192 0.882 14.62
w2 Vxu Hs 0.191 0.930 11.92
w2 {Vxu, o(Vxu)} Hs 0.180 0.858 18.32

functions may need adapting for the quantity of interest in
the system. The key advantage of the presented iterative pro-
cess is that it provides a route to introduce modeller skill and
knowledge in the meshing process, particularly when dealing
with realistic/complex geometries.

The design functions (Table 1) used for the case studies
presented are based on 1%-order spatial derivatives of fluid
parameters. In contrast, adaptive mesh systems (Piggott et al.
2008) typically use the Hessian (2™-order derivative) of the
velocity field to optimise the mesh design. The Hessian bet-
ter captures the local numerical error and is more sensitive to
finer spatial and temporal scales. Our use case does not need
to capture instantaneous time-evolution of the system, as we
are generating a fixed mesh that captures regions of high gra-
dient in the design quantity across the full simulation period
used. In this case, 15'-order derivatives perform well for sup-
porting our fixed mesh design in the context of hydrokinetic
resource characterisation. The use of higher order deriva-
tives for the design functions may be beneficial for other
use-cases and design parameters. However, the form of the
design function does not alter how the iterative mesh design
method operates. The methods used are at the discretion of
the mesh designer.

In terms of other design options, the weighted averaging of
the normalised design metrics u; (x) using method W2 con-
sistently produced stronger mesh convergence and improved
predictive skill. There are two other design parameters that
were not varied: (i) the distribution offset parameter A in Eq
(4), and (ii) the element scaling factor k4. The distribution
offset value alters the spread of the distribution of the element
length; increasing A narrows the distribution and decreasing

broadens the distribution. A constant scale factorofky = 1.2
is used for all mesh designs in this study. However, this value
does not work as well for all design parameters, in particular
q = V7 where the underlying distribution of gradients is
broad. We note that k4 could be expressed as a function of
some measure of the element length distribution, such as the
element length range or variance across the domain, to better
capture the spatial structure of the design parameter.

Our mesh design functions assumed triangular elements
where the element area is proportional to /2. More generally,
the area of an n-side regular polygon of edge length / is given
by A, = [% tan (%n)] 12. This shows that the area remains
proportional to /2, but the area weighting differs. Therefore
this refinement method should work for meshes based on
other fundamental element shapes. It should also be noted
that meshes based on a different element shape will exhibit a
different packing density, so scaling the element length fields
will become more nuanced.

4.3 On computational cost

Numerical models were run using a single core on an Intel®
Core™ X-series Processor (i9-10980XE CPU @3.00 GHz)
to allow direct comparison of computational cost. Bench-
mark simulations and mesh refinements for ¢ = Vxu are
used to estimate mean computation time per simulation time
step (At), and the per iteration overhead associated with the
extraction of the design parameter g; (X, ), the calculation of
the target mesh density /; ;1 (x) and the new mesh H;; gen-
eration. Values for the constant and transient inflow case are
summarised in Table 11. Compute times normalised by the
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Table 11 Average iterative P
rocess

Constant inflow (At = 55s)

Transient inflow (Af = 15)

process computation times on 1

core for mesh refinements based NElems  Time i /g (%) NElems  Time trti /P (%)
ong = Vxu Hpwm simulation 117,779  10.7s/At 100 117,779  153s/At 100

‘H; simulation ~ 6000 0.35s/At 3.7 ~ 9000 0.66s/At 4.3

qi (X, t) extraction =~ 6000 34.7 sliter 324.3 ~ 9000 44.1 sfiter 288.2

li+1(x) calculation =~ 6000 0.91 s/iter 8.4 ~ 9000 1.7 sliter 11.1

‘Hi+1 generation ~ 6000 2.0sliter 18.7 ~ 9000 3.1sliter 20.3

benchmark simulation time per At are included to quantify
relative computing costs. These data can be used to estimate
computational costs for the high-resolution benchmark mod-
els based on the Hpp mesh design and a model based the
‘H mesh designed by a series of iterative refinements start-
ing from a baseline mesh . The time to run the benchmark
model for a simulation of 7" seconds is

T
IBM = Mg, —— 16
BM = THn 1 (16)
and the time to generate a mesh design based on N iterative
refinements from Hj is

T
tHy =N +1) (IHS““E> + N, +14 + tngn). (17)

Assuming 7 = 3600s and N = 6 iterations, the compu-
tational costs for the constant inflow case are rgp = 2.14h
and 137, = 0.5h, respectively, corresponding to a 23% cost of
the mesh design approach relative to running the benchmark
model. Similarly, for the transient inflow case, gy = 15.3h
and 174, = 4.6hrespectively, with a relative cost of 30%. For
both cases itis cost effective to apply the iterative mesh refine-
ment to improve model predictive skill. The mesh refinement
time overhead increases as the target number of elements
increases. If the target number is too great, then iterative
refinement will cease to be cost effective.

For more complicated cases where multiple design param-
eters are considered and there are potentially multiple regions
of interest to be refined, there will be an increase in the over-
all computation cost, as each design parameter required for
each Rol will need to be computed. The impact on compu-
tational cost will depend on the number of processes being
considered and the number of RoI’s that need to be refined. If
the system is too complex then a different approach to mesh
refinement may be more cost effective.

For real-world regional-scale coastal models, the iterative
refinement will be cost effective provided the refinement pro-
cess is only applied to the region of interest and not the full
model domain, and a reduced representative time period is
chosen for the mesh design process. This is particularly sig-
nificant if a long time series of data is to be generated based
on the final mesh design, e.g. 30-90days to assess key tidal
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dynamics constituents. If the problem does not require a long
time-series, requires refinement over a large-area domain, or
the spatio-temporal patterns are constantly changing, then it
may prove more cost effective to simply run the model using
a high-resolution mesh. Running models partitioned across
multiple cores will reduce the computation cost, but this does
not change the general argument that for many problems this
mesh refinement approach will reduce computational cost
while maintaining predictive skill.

4.4 On real-world applications

We considered a simple process model where there is a sin-
gle point of flow separation within the region of interest.
Real-world sites will have a complex domain shape and may
contain multiple sources of flow separation that impact the
Rol rendering the need for a meshing design strategy more
pressing (Fringer et al. 2019) and less intuitive. In general,
regional-scale hydrodynamic models need to cover a large-
area extent to ensure the boundaries are sufficiently remote
from the Rol to limit the impact of open-boundary effects
and to allow far-field processes to develop (Westerink et al.
1992). There are a range of issues that need to be consid-
ered for real-world problems, but the rationale of this mesh
refinement method can be applied to design 2-D and 3-D
mesh discretisations for regional-scale hydrodynamic mod-
els.

It is not necessary nor computationally efficient to apply
the mesh refinement to the entire model domain, so the refine-
ment needs to be limited to a sub-domain covering the Rol.
All sources of flow separation that impact the Rol need to be
identified, and taken into account when defining the sub-
domain where the mesh refinement is to be applied. The
construction of a baseline mesh using the gradient of the
bathymetry Vz supports the identification of relevant phys-
ical structures that need to be captured in the sub-domain
(Bilgili et al. 2006; Bilskie et al. 2015). Therefore, the base-
line model is used to define the sub-domain for applying the
refinement and the initial design quantities that form the basis
of the mesh design.

In cases where there are multiple processes of interest that
may either occur concurrently or at discrete locations, mul-
tiple design quantities would be warranted and a single or
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multiple regions of interest may need to be defined for mesh
refinement. Through the application of a suitable method for
combining multiple design metrics an optimal mesh can be
reached. The combination method used should ensure that
the process that is most sensitive to length scales takes prior-
ity, e.g. a mesh resolution suitable for the process requiring
the shortest length scales will be suitable for other process
at the same location that are less sensitive to length scale.
The other determining factor will be the choice of number of
target elements which controls the minimum edge length. By
modifying the function form for /(x) ((5)), it is possible to
impose minimum and maximum edge length values. Numer-
ical errors associated with the combination of multiple design
quantities will be minimised allowing an appropriate number
of degrees of freedom for the design criteria to met.

When presented with a more computationally demanding
geometry and over an extended interval, several options can
be explored to render the mesh design process more effi-
cient. The steady-state solution from the baseline model can
be used to pre-initialise all subsequent refinement runs to
optimise the computational cost of the iterative design pro-
cess. For transient cases, the identification of key intervals
that challenge the model accuracy could be targeted rather
than performing the analysis over long simulation periods.

We acknowledge that it is generally not feasible to create
a very high-resolution benchmark model that is necessarily
reliable, and therefore the refined model predictions will need
to be tested against in situ and/or remotely sensed data. The
ability to quantify predictive performance of a given mesh
design will be limited by the data available and where they
have been collected in relation to the flow features that need
to be resolved. It is unlikely that the spatial analysis applied
above will be possible due to the typical sparsity of spatial
data across real-world sites, therefore time-series (Gunn and
Stock-Williams 2013), spectral (Novo and Kyozuka 2020),
and Bayesian (Beckers et al. 2020) analysis techniques will
need to be used. If the modelling exercise is associated with
the collection of field data, then there is value in using the
baseline model to design the data collection campaign to
support the testing of the mesh refinement.

4.5 Further development

The weighted averaging method used to combine the mesh
design metrics u;(x) led in certain cases to loss of mesh
density information with repeated refinement. Within our
particular example, the baseline discretisation was entirely
based on the domain geometry through Vz. As subsequent
model iterations disregard the bathymetry from the design
function, it is expected that meshes gradually seek to estab-
lish a compromise between domain geometry and capturing
the dynamics sought after through . There are alternate
methods for combining the metrics to investigate. For exam-

10!

-1
10 — M

Cumulative Area %

E—"
—
—

— My
— Hs
— Hs

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
KE Density Mean Difference (H; — Ham)

Fig. 10 Cumulative area fraction error (CAFE) plots for the Rol sub-
region indicated in Fig. 2. Data based on transient inflow case with
design quantity ¢ = V xu using W2 weighting

ple, an obvious starting point would be to take the minimum
value between pairs of normalised w; (x). This will effectively
retain all refinement information from previous iterations. A
related challenge is controlling the resulting minimum and
maximum edge length values in the /(x) fields. Depending on
the numerics of the model and for numerical stability there
may be a requirement to constrain the minimum value of
/(x) through an adjustment of the scaling method based on
the target number of elements N7.

The local rate of change in edge length is constrained by
the spatial distribution of the gradient function used. If the
distribution of gradients has narrow peaks then very rapid
transitions from small to large triangular elements can be
created. This is exacerbated by the use of an inverse relation-
ship between q(x, 7) and p(x), which promotes refinement
at steeper gradients. A rapid change in mesh element size
can affect numerical stability of the solution to the SWE and
a minimum gradient across the /(x) field would need to be
defined subject to the application. This could, to some extent,
be addressed through a combination of multiple design quan-
tities q(x, t). For example, the spatial distribution of the
surface gradients Vn is different to that of the vorticity V xu.
Combining the design metrics based on these two quanti-
ties may lead to a smoother transition in lengths across the
domain. Alternatively, use of a different relationship between
q(x, ) and pu(x) will change the weighting and resulting
distribution of /(x). Further work is required to understand
the implications of using multiple design quantities and the
choice of conversion function.

It was observed that mesh convergence does not necessar-
ily guarantee that mesh design will capture all of the related
processes, e.g. the decay of the persistent vortex dipoles
generated in the transient flow case. Mesh design applica-
bility is dependent on the choice of design quantities q(x, )
and functions f},(q), and the target number of elements N7.
This issue will become more apparent in complex real-world
cases, and will be investigated in follow-on work. Similarly,

@ Springer



Journal of Ocean Engineering and Marine Energy

mesh convergence does not necessarily guarantee that the
model predictive skill is optimal. Hagen et al. (2001) intro-
duced the Cumulative Area Fraction Error (CAFE) plot to
quantify the impact of mesh design on model predictive skill.
This provides an integrated estimate of model performance.
The CAFE plot for the transient inflow case with mesh refine-
ments based on ¢ = V xu is shown in Fig. 10. Only the Rol
sub-region is used in the calculation based on a single-cycle
time-average of the kinetic energy density. The kinetic energy
density field difference relative to the benchmark model is
used to measure model skill. These data suggest that the
4™ jteration produced the lower overall error, while the 5%
iteration introduced errors comparable to the baseline ()
model, despite having a different spatial distribution of mesh
elements (see Fig. 9). Further work is required to determine
how best to quantify model skill in a way that is relevant to
the purpose of the model, and how to link this to the choice
of design quantities.

Modelling in this work uses the Thetis coastal ocean
model and mesh triangulation through gmesh and gmsh,
however we have taken a model-agnostic approach in devel-
oping this methodology as per the sequence of Fig. 1. The
method is not limited to triangular mesh discretisation, but
can be used for any n-sided polygon. In addition, while many
models solve the same equations, differences in the under-
lying numerics would require substantially different mesh
designs even for the same cases. It is known that higher
order schemes require fewer degrees of freedom and produce
solutions that can be numerically more accurate (Ekateri-
naris 2005; Wang 2007), potentially removing the need to
apply significant mesh refinement. We have used a low-order
piecewise-linear discontinuous Galerkin method to solve the
SWE’s, but other schemes were available through the Fire-
drake (Ham et al. 2023) solver on which Thetis is built. The
rationale behind using a low-order scheme is that the major-
ity of solvers currently used in modelling coastal fluids are
low-order. However, the iterative design method is applica-
ble to solvers of any order, so the novelty and application
remains consistent. One of the immediate strengths of this
method would be to provide a fair unstructured mesh discreti-
sation when embarking on systematic benchmarking studies
of multi-scale models.

5 Conclusions

An iterative and transferable methodology for generating
dynamics-based unstructured 2-D mesh discretisations has
been developed. The method is demonstrated in a Shallow
Water Equation coastal ocean model employing a triangular
discretisation and is shown to improve the predictive skill by
ensuring regions of high dynamic gradients of interest are
acknowledged in the mesh design. The method allows user
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control on the number of elements in the resulting mesh and
the range (e.g. minimum and maximum) of element edge
lengths used in the mesh generation. Care has been taken to
render the method as generic as possible, so it is extensible
to designing unstructured meshes based on any n-sided poly-
gon, with the same control on the number of elements and
range of element edge lengths. The iterative design process
produces a fixed mesh, which is computationally cheaper
overall compared to running an on-the-fly mesh adaptation,
while still reducing inherent epistemic errors associated with
bathymetry-based mesh designs typically used in coastal
modelling.

The analysis presented is based on an example that focuses
on predicting the system energy, inspired specifically by
ocean engineering applications contemplating hydrokinetic
energy. Nevertheless it can be seamlessly applied to a broader
range of applications as the mesh design can be based on any
spatially and/or temporally varying quantity derived from
model output variables. The motivation for this framework
is towards standardising the design of multi-scale models.
Through our demonstrations we note that the implementa-
tion of the mesh design requires sufficient understanding
of the system to define appropriate metrics that guide the
mesh optimisation. Once an appropriate set of design param-
eters q(x, t) and design functions f,(q) have been defined,
alongside a method for combining the mesh design metrics
ui(x) generated through iterative refinements, the process
can be automated and has the additional benefit of being
model-agnostic aiding model inter-comparison benchmark-
ing studies.

Further development work is required to improve the mesh
convergence and to ensure that all key processes are captured.
A number of development strands are identified in the dis-
cussion. The next step is to apply the method to a real-world
problem. To this end, the methodology will be applied to
the design of mesh discretisations for modelling tidal energy
extraction sites in coastal ocean waters, and to trial auto-
mated mesh design for multi-scale operational models that
comprise digital-twins targeting specific end-user quantities.
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