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Abstract
Coastal wave conditions are highly influenced by bathymetry variations and coastlines. The Norwegian fjords present large
gradients of bathymetry changes and irregular coastline geometries that make the understanding of the near-coast wave
conditions a challenging task. The proposed floating bridges for permanent fjord-crossings along the Norwegian E39 coastal
highway require reliable and efficient numerical simulations of a large domain at the fjords. In this manuscript, a phase-
resolving fully non-linear potential flow (FNPF) model is used to investigate wave propagations with the presence of complex
bathymetry and coastlines at two fjords along the path of the highway. The FNPF model is equipped with a robust coastline
algorithm, flexible wave breaking algorithms, a free-surface and bathymetry-following σ -grid and parallel high-performance
computation capability. Both long-crested and short-crested offshore swell wave conditions are simulated at the two fjords,
Sulafjord and Bjørnafjord. Sulafjord is more exposed to the offshore swell while Bjørnafjord is more sheltered. The phase-
averaging spectral wave models are also applied for both fjords and compared with the phase-resolving FNPF model. The
significance of applying phase-resolving model for strongly nonlinear wave transformations in the fjords is demonstrated.
The wave transformations and the wave field inhomogeneity and incoherence are captured using the phase-resolving time
domain simulation results, which reveal significant engineering considerations for floating bridge design. The presented
numerical approach is seen to be able to simulate the complex transformations of irregular waves and identify key wave field
characteristics with the presence of irregular bathymetry and coastlines such as the Norwegian fjords.

Keywords Numerical wave model · Fully non-linear potential flow · Irregular bathymetry · Irregular coastline · Large-scale ·
Norwegian fjords

1 Introduction

A good understanding of the wave conditions in the coastal
area is fundamental for designs of coastal structures. There
has been active activities at the Norwegian coast, such
as the floating bridges planned to connect the Norwegian
fjords along the E39 coastal highway (Ellevset 2012; Dun-
ham 2016). A typical Norwegian fjord is characterised with
deep water condition, fast-changing bathymetry and irregu-
lar coastlines. These conditions make the understanding of
the coastal wave conditions a challenging task. So far, the
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most reliable source of wave information are the in-situ wave
measurements. However, the number of deployable wave
gauges is limited and thus wave information can only be col-
lected at few discrete locations. As a result, the complicated
wave transformation pattern in the fjords is very hard to be
detected. Physical experiments have been a common practice
to investigate wave conditions in coastal areas. However, to
set up a physical model for the complicated Norwegian coast
is financially demanding and time consuming. Physical wave
basins are also usually less flexible to adapt to such a wide
range of topographies and scenarios. For example, there are
at least seven major fjord-crossings (Dunham 2016) along
in the E39 project and wave conditions vary in each fjord.
With the development of numerical techniques and improv-
ing computational facilities, numerical wave modelling is a
good alternative to present the wave fields in the entire area
with great time-efficiency and flexibility.
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Phase-averaging spectral wave models have been used in
the modelling of waves inside the fjords (Fergstad et al.
2018). In this approach, the free surface elevation and the
wave phases are not resolved. Instead, the models solve the
wave energy action balance equation and provide primarily
knowledge on thewave energy distribution. Thus, thesemod-
els are very computationally efficient. However, this type of
models have limited capacity for strongly non-linear phe-
nomena such as strong diffraction around large obstacles
(Thomas and Dwarakish 2015). The islands and archipela-
gos, which are commonly found near the entries of fjords,
tend to create strong diffraction. Fergstad et al. (2018) also
reported that the significant wave height Hs inside the fjord
predicted by the spectral wave model tend to be lower than
measurements, which are most likely due to insufficient rep-
resentation of wave diffraction. In addition, the spectral wave
models do not provide time-domain information, which is
needed for inhomogeneity and incoherence analysis of the
wave fields as well as future fatigue analysis of the struc-
tures.

In contrast, phase-resolving wave models resolve the
free surface elevation and the vertical information of the
water column. They are able to represent nearly all wave
transformations and provide time-domain information in the
entire domain. However, the validity of many existing phase-
resolvingwavemodels is limited by the complex bathymetry,
coastlines and the large domain of interest in the Norwegian
fjords. The deepwater condition and fast-varying bathymetry
tend to exceed the validity of depth-averaged shallow water
equation (SWE) based models such as the Boussinesq-
type models (Madsen et al. 1991; Madsen and Sørensen
1992; Nwogu 1993) and mild-slope models (Demirbilek and
Panchang 1998). Several efforts are made to improve the
shallow-water equation based models to represent the deep
water wave dispersion relation. For example, Madsen and
Schäffer (1998) and Gobbi et al. (2000) achieved better rep-
resentation of water waves in deeper water conditions by
increasing the order of the Boussinesq terms. Wave simu-
lations are made possible up to kh = 39 through the work
fromMadsen et al. (2002, 2003), k being the wave number, h
being thewater depth.However, thismethod tends to increase
the complexity of the equation systems which increases the
probability of numerical instability. The trough instability
in the Boussinesq approach has been examined in detail
by Madsen and Fuhrman (2020), where the applicable sce-
narios concerning Nyquist wavenumber and deepest trough
are identified for different Boussinesq formulations and a
remedy by including the exact linear dispersion relation is
proposed for future researches. Multi-layer non-hydrostatic
models (Lynett and Liu 2004; Stelling and Duinmeijer 2003;
Zijlema and Stelling 2005) are able to represent deep water
waveswith an increasing number of vertical layers while sac-
rificing computational speed (Monteban 2016). A different

type of non-hydrostatic model assumes a quadratic profile of
the non-hydrostatic pressure (Jeschke et al. 2017;Wang et al.
2020b). However, the best performance of this approach is
limited to up to awater depth towave length ratio d/h = 0.25
(Wang et al. 2020b). In general, it remains challenging to
improve shallow-water based models for deep water condi-
tions in the fjordswithout sacrificing numerical performance.

Potential flow theory-based models are less restricted
to water depth condition in comparison to SWE-based
approach. Varying bathymetry can also be included in many
potential flow models, such as the boundary element method
(BEM) models (Grilli et al. 1994, 2001) and finite differ-
ence (FDM) fully nonlinear potential flow (FNPF) models
(Li and Fleming 1997; Bingham and Zhang 2007; Engsig-
Karup et al. 2009). With improved methods, the high-order
spectra (HOS) wave models (Ducrozet et al. 2012; Bon-
nefoy et al. 2006) are also able to include varying sea
floor in their simulations (Raoult et al. 2016; Yates and
Benoit 2015). However, there are few efficient solutions
to include irregular coastlines in a potential flow model.
The finite difference model OceanWave3D (Engsig-Karup
et al. 2009) uses a curvilinear grid system to adapt to
the irregular coastline boundaries. This approach requires
demanding case-dependent grid generation for complicated
coastal geometries. With the archipelagos outside the Nor-
wegian fjord that play important roles in wave propagation,
an efficient way of including the coastline geometry and a
reliable boundary condition treatment at the coastlines are
still required.

Computational fluid dynamics (CFD) models provide the
most detailed flow information with few assumptions on
water depth or coastlines but have high demand on compu-
tational resources and computational time, especially when
compared to the SWE and FNPFmodels. It was reported that
the computational speed of the SWE and FNPF models are
faster than the CFD models in the order of 102 to 103 for the
same accuracy using the same numerical framework (Wang
et al. 2020a). The spatial scale of Norwegian fjords is up
to tens of kilometres in each horizontal dimensions, which
makes the application of CFD in such situation nearly impos-
sible with the currently available computational resources.

As a result, there are very few attempts of phase-resolved
wave modelling in the Norwegian fjords. Wang et al. (2017)
reported large-scale wave simulations in a Norwegian fjord
with a CFD model. However, the reported calculation time
to real time ratio is about 60 when using 320 processors
on a supercomputer, meaning a standard 3-h simulation is
expected to take nearly one week even with coarse grid. This
confirms the limitation of theCFDapplication forwave prop-
agation modelling in such situation.

In a recent development, a fully nonlinear potential flow
model REEF3D::FNPF is developed at the Norwegian uni-
versity of science and technology (Wang et al. 2022; Bihs
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et al. 2020). The model introduces a novel level-set method
based coastline identification algorithm that captures the
coastlines and applies the boundary conditions effectively
over the entire domain. Equipped with the new coastline
algorithm and the proven breaking wave algorithms, the
model has been validated against benchmarks and exper-
iments regarding breaking waves, irregular coastlines and
different wave transformations (Wang et al. 2022). An effec-
tive procedure to produce extreme irregular sea state with
different breaking wave scenarios was also presented (Wang
et al. 2021a, b). The model is found to be around 1000
times faster than a CFD model for most hydrodynamic
and free surface wave applications (Wang et al. 2020a).
The computational efficiency of this potential flow solver
enables large-scale phase-resolved simulations. As part of
the open-source hydrodynamics framework REEF3D (Bihs
et al. 2016), the model also inherits the high-order discretisa-
tion schemes and parallelised high performance computation
capacity, which were previously presented in a wide range of
applications related to ocean engineering problems (Alagan
Chella et al. 2019; Aggarwal et al. 2020; Ahmad et al. 2020;
Martin et al. 2021a, b). These numerical implementations
enable accurate representations of complicated non-linear
wave transformations and a great computational scalabil-
ity for large-domain long duration simulations. As a result,
the challenges of water depth conditions, nonlinear wave
transformation, computational efficiency and the inclusion of
irregular coastlines are all addressed with REEF3D::FNPF,
making it an attractive tool for an accurate calculation of
large-scale wave propagation at the Norwegian coast.

Previously, most wave environment analyses have been
performed with field measurement (Cheng et al. 2019,
2021) andphase-averaging spectralwavemodels (Stefanakos
et al. 2020). With the advance of the numerical model, the
large-scale phase-resolving wave simulations are made pos-
sible at the Norwegian fjords featuring drastically varying
bathymetry and coastlines. In this work, REEF3D::FNPF is
used to simulate wave propagation and transformation at two
different Norwegian fjords on the spatial scale of tens of kilo-
metres in each horizontal dimension.

To the best knowledge of the authors, this is the first
time that the phase-resolving modelling approach is used
for design purpose and engineering analysis at the Norwe-
gian fjords. The work will examine the wave fields in the
fjords to offer new insights from different perspectives. This
includes: 1) the comparison between the phase-averaging
and the phase-resolving modelling approach in the complex
coastal condition, 2) the inhomogeneity in the fjords due to
the complex wave transformations and 3) the incoherence of
waves along the bridge span at the potential fjord-crossing
locations. Both wave field inhomogeneity and incoherence
are of great significance to themoored floating bridge designs
(Dai et al. 2020). Though wind-forcing and surface currents

have significant influence on the wave fields in the fjords
(Christakos et al. 2020, 2021; Christakos 2021), the pre-
sented work isolates the complex marine system and focuses
on the swell wave propagation and transformation in the
fjord, leaving the inclusion of other marine elements for fur-
ther studies. With the presented analysis, the authors aim to
demonstrate the potential of large-scale phase-resolvedmod-
elling for industry applications and the important information
that can be extracted from such simulations and to offer valu-
able considerations for the floating bridge design and other
coastal engineering perspectives.

2 Numerical model

2.1 Governing equations

The governing equation for the REEF3D::FNPF is the
Laplace equation:

∂2φ

∂x2
+ ∂2φ

∂ y2
+ ∂2φ

∂z2
= 0. (1)

In order to solve for the velocity potential φ, the free sur-
face boundary conditions and the bottom boundary condition
are required. The fluid particles at the free surface remain at
the surface and the pressure in the fluid is equal to the atmo-
spheric pressure. These conditions form the kinematic and
dynamic free surface boundary conditions at z = η(x, y, t).
In addition, the velocity component normal to the sea bed is
zero, since the fluid particle cannot move through the solid
boundary, which form the bottom boundary condition. These
boundary conditions are summarised in the following:
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∂φ

∂ y
= 0, z = −h, (4)

where η is the free surface elevation, ˜φ = φ(x, η, t) is the
velocity potential at the free surface, x = (x, y) represents
the coordinates in the x–y plane, w̃ = ∂˜φ/∂z|z=η is the ver-
tical velocity component at the free surface and h = h(x)
is the water depth measured from the still water level to the
bottom.
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The Laplace equation together with the boundary con-
ditions at the free surface and the bottom is solved on a
σ -coordinate grid. The σ -coordinate grid follows the water
depth variations and free surface evolutions. The transfor-
mation from a Cartesian coordinate to a σ -coordinate grid is
achieved as follows:

σ = z + h (x)
η(x, t) + h(x)

. (5)

The velocity potential after the σ -coordinate grid trans-
formation is denoted as Φ. The boundary conditions and the
governing equation in the σ -coordinate grid are written in
the following format:

Φ = ˜φ , σ = 1; (6)
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When the velocity potential Φ is solved in the σ -
coordinate grid, the fluid particle velocities are calculated
as the following:

u (x, z) = ∂Φ (x, z)
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The Laplace equation in the transformed domain is dis-
cretised using second-order central difference methods on
a Cartesian grid in the horizontal xy-plane. It is then solved
using aparallelisedgeometricmulti-grid preconditioned con-
jugated gradient solver provided by hypre (van der Vorst
1992). The gradient terms of the free-surface boundary
conditions are discretised with the 5th-order Hamilton-
Jacobiweighted essentially non-oscillatory (WENO) scheme
(Guang-Shan and Chi-Wang 1996). The time-dependent
terms are treated with a 3rd-order accurate total variation
diminishing (TVD) Runge–Kutta scheme (Shu and Osher
1988). Adaptive time stepping can be used by controlling a
constant temporal factor that is equivalent to the Courant–

Friedrichs–Lewy (CFL) condition:
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∣
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∣

∣

,
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∣
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∣

∣

,

ctot = min(cu, cv),

dt = ctotCFL,

(12)

where umax, vmax are the maximum particle velocities in x
and y directions at the free surface, hmax is the maximum
water depth.

The model is fully parallelised following the domain
decomposition strategy with ghost cells exchanging and
updating information from the neighbouring processors via
Message Passing Interface (MPI). The parallel computation
greatly enhances the computational efficiency by utilising
multiple processors for one simulation.

In the σ -grid arrangement, a stretching function is used
for the vertical cell sizes to ensure a denser grid close to the
free surface:

σk =
sinh (−α) − sinh

(

α
(

k
Nz

− 1
))

sinh (−α)
, (13)

where α is the stretching factor and k and Nz stand for the
index of the grid point and the total number of cells in the
vertical direction.

2.2 Wave generation, dissipation and breaking

In this study, the relaxationmethod (Mayer et al. 1998) is used
for the wave generation. The following relaxation function
is used in the numerical model:

Γ (̃x) = 1 − e(̃x3.5) − 1

e − 1
f or x̃ ∈ [0; 1], (14)

where x̃ is scaled to the length of the relaxation zone. The
free surface velocity potential ˜φ and the surface elevation η,
are increased to the theoretical values in the wave generation
zone:

˜φ(̃x)relaxed = Γ (̃x)˜φanalytical + (1 − Γ (̃x))˜φcomputational,

(15)

η(̃x)relaxed = Γ (̃x)ηanalytical + (1 − Γ (̃x))ηcomputational.

(16)

In thewave damping zone designed to eliminate undesired
wave reflection, a similar but reverse process takes place, the
free surface velocity potential ˜φ and the surface elevation η

are reduced to zero or initial still water values.
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In the REEF3D:FNPF, the free surface is represented by a
single value and thus the geometry of an over-turning wave
breaker is not represented. However, correct energy dissipa-
tion during awave-breaking process can be achieved together
with effective breaking wave detection algorithms for both
deep water and shallow water scenarios.

The depth-induced shallow water wave breaking is ini-
tialised when the vertical velocity component of the free
surface exceeds a fraction of the shallow water celerity (The
SWASH Team 2017):

∂η

∂t
≥ αs

√

gh, (17)

where αs = 0.6 is recommended for most wave conditions.
Thedeepwaterwave steepness-inducedbreaking is detected

with a wave steepness criterion:

∂η

∂xi
≥ β. (18)

In the model, one method to dissipate wave energy is
a geometric filtering method that smoothens the free sur-
face to mimic energy dissipation (Jensen et al. 1999). Here,
an explicit scheme is used and therefore there is no CFL
constraint. Another method is the viscous damping method.
Here, an artificial viscous term is inserted in the free surface
boundary conditions (Baquet et al. 2017). During a wave
breaking process, the free surface boundary conditions Eqs. 2
and 3 become:
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where νb is the artificial turbulence viscosity. νb is calibrated
by the comparison against model test data and CFD sim-
ulations and a value of 1.86 is recommended for general
practice (Baquet et al. 2017). In the new free surface bound-
ary conditions Eqs. 19 and 20, the viscous term is treated
with an implicit time scheme and the rest terms are treated
with explicit time schemes. This way, there is no extra con-
straint on time step sizes. The two breaking wave methods
are used in combination in the swash zone around the coast-

Fig. 1 Illustration of the still water level h, local water depth d, free
surface elevation η and coastline detection algorithm

lines to ensure the effectiveness of the coastline algorithm
which is to be discussed in the next section.

2.3 Coastline detection and treatment

It is challenging for many potential flow models to include
complicated coastlines. The numericalmodelOceanWave3D
(Engsig-Karup et al. 2009) generates curvilinear grid around
the complex boundaries. However, this type of grid gen-
eration is case-dependent and can be time consuming. In
addition, numerical instabilities may occur in the extremely
shallow swash zone due to the derivatives of velocity poten-
tial over near infinitesimal water depth in Eq. 7. In the model
REEF3D::FNPF, an innovative coastline algorithm is intro-
duced to meet the challenge.

First, the identification of wet cells and dry cells is per-
formed following a relative-depth criterion. The local water
depth h is defined as a sum of still water level d and the free
surface elevation η:

h = η + d, (21)

where η is the surface elevation, d is the still water level
measured from the bottom. The relationship among h, d and
η is illustrated in Fig. 1.

If the local water depth h is smaller than a threshold ̂h,
then the local cell is identified as a dry cell:

{

u = 0, i f h < ̂h,

v = 0, i f h < ̂h.
(22)

The velocities in the cell is set to be zero when a cell
is identified as a dry cell. The threshold can be customised
based on specific conditions. In this study, a small value of
0.00005m is used to represent the coastlines as accurate as
possible

After the wet and dry cell identification, the wet cells are
assignedwith a value+1 and the dry cells are assignedwith a
value−1. The level-set function of Osher and Sethian (1988)
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is then used to capture the exact location of the coastlines:

φ(x, t)

⎧

⎪

⎨

⎪

⎩

> 0 i f �x ∈ wet cell,

= 0 i f �x ∈ Γ ,

< 0 i f �x ∈ dry cell,

(23)

where Γ indicates the coastline. Using the same level-set
function, the distances away from the coastlines can also be
calculated.

In this way, the computational grid in the horizontal plane
remains uniform and structured and no extra case-dependent
grid generation is required. As a result, the inclusion of coast-
lines is universal and the numerical schemes in the horizontal
plane is consistent. Wave damping zones are then applied
along the wet side of the detected coastlines. As a result,
the wave run-ups in the swash zones are eliminated and thus
ensure the stability of the simulations. The coastal relaxation
one convergence study presented byWang et al. (2022) shows
that only two cells of coastal relaxation zone width is suffi-
cient to provide stable simulations. Two computational cells
are often small enough not to influence the characteristics of
the coastline geometry.

3 Irregular breaking waves at coastal
conditions

Previously, extreme irregular sea states in deep water with
different wave breaking scenarios have been reproduced
using REEF3D::FNPF byWang et al. (2021a). Regular wave
breaking over varying bathymetry has also been validated
against the experiment of Beji and Battjes (1993) using
the numerical model (Wang et al. 2022). In this study, a
further validation of irregular breaking wave over varying
bathymetry is performed before the full-scale simulation of
the Norwegian fjords. The irregular wave breaking experi-
ment by Beji and Battjes (1994) is used for the validation.

The NWT setup closely follows that of the physical test,
and the illustration of the 2D NWT is shown in Fig. 2. The
test case with a significant wave height of 0.054m and peak
period of 2.5 s is used for the validation. The JONSWAP
spectrum with the standard peak enhance parameter of 3.3
(DNV-GL 2011) is used as the input power spectrum. The
flat bottom part of the NWT has a constant water depth of
0.4m. The domain length in the x-direction is 40m. The
irregular waves are generated at the inlet boundary with a
wave generation zone of 5m, which roughly corresponds
to a wave with 2.5 s period in the water depth condition.
A numerical damping zone of two wavelength with a 2.5 s
period is used at the outlet boundary to eliminate undesired
wave reflection.

Fig. 2 Numerical wave tank setup for the irregular wave propagation
and breaking over a submerged obstacle

The submerged obstacle starts 6m away from the end of
the wave generation zone. The obstacle has a trapezoidal
shape that starts with aweather side rampwith a slope of 1:20
until it reaches a plateau of 2m in length and 0.3m in height,
which is followed by a lee side downwards rampwith a slope
of 1:10. 8 wave gauges are located over the span of the sub-
merged obstacle. The first two wave gauge are located at 6m
and 11m from the wave generation zone. The x-coordinates
of the rest wave gauges increase from that of the second
gauge by an increment of 1m. The narrow band frequency
range between half and double peak frequency [0.5 f p, 2 f p]
is used with 1024 discrete frequency components.

All simulations use 10 vertical cells with a stretching
factor of 1.25 for the intermediate water condition. Four hor-
izontal cell sizes are used to conduct grid convergence study:
dx = 0.02m, 0.04m, 0.08m and 0.16m. Wave decompo-
sition takes place over the crest of the submerged obstacle
together with wave breaking. In order to find an adequate
cell size, the grid convergence property is investigated at
both wave gauge 1 before the obstacle and wave gauge 8
after the obstacle. The reconstructed wave spectra with vari-
ous cell sizes at the two wave gauges are compared in Fig. 3.
The Fast Fourier Transform (FFT) method is used to produce
the wave spectrum from the time series of the free surface
elevation. A Gaussian smoothing algorithm is used with a
smoothing factor of 0.03 to filter the noise in the spectrum
and reveal the spectrum characteristics.

It is seen that the reproducedwave spectra at wave gauge 1
are very similar using the different grids. The peak frequency
at 0.4 Hz is well represented in all cases and the secondary
peak near 0.75 Hz are also captured in all simulations. How-
ever, cell sizes 0.08m and 0.16m lose large percentage of
wave energy in the high frequency domain over 0.8 Hz at
wave gauge 8. Cell sizes 0.04m and 0.02m produce similar
wave spectra at the high frequency domain after the decom-
position and breaking process at the last wave gauge. As a
result, cell size of 0.04m is used in the following validations
against the experimental measurement.

In order to bemore objectively comparablewith the exper-
iment data, the input wave is adjusted so that the Hs matches
with the experiment at the first wave gauge. As a result, the
actual input wave has Hs = 0.0525 m and Tp = 2.5 s. The
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Fig. 3 Grid convergence at wave gauge 1 and 8 in the simulation of
irregular wave propagation and breaking over a submerged obstacle
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Fig. 4 Variation of Hs at different wave gauges during wave propa-
gation and breaking over a submerged obstacle. Black circles are Hs
calculated from the experimental measurements, red asterisks are the
Hs from the simulated waves in the NWT (colour figure online)

Hs at all wave gauges calculated from 900s simulations are
compared to the experiment in Fig. 4.

It is seen that the significant wave heights calculated from
the simulation are very close to the experiment. The NWT
produces the same Hs as the experiment at wave gauge 1,
ensuring the correct wave energy input. The most signifi-
cant breaking wave energy dissipation takes place between
gauge 3 and 4, where a drastic reduction of Hs is observed.
At wave gauge 7, the wave energy stabilises in the wake
of the wave breaking events. To further investigate the flow
detail, the wave spectra at the four critical wave gauges 1,3,4
and 7 are shown in Fig. 5. It is seen that the numerical
wave spectrum at gauge 1 shows a higher peak but a lower
high-frequency energy though a similar total wave energy is
achieved. The wave spectra at wave gauge 3 and 4 are similar
to the experiment across the entire frequency band. At wave
gauge 7, the high-frequency waves share a larger propor-
tion of the total energy and the numerical simulation slightly
over-predicts the high-frequency energy. Despite these dif-
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Fig. 5 Comparison between the simulated and experimentalwave spec-
tra at all wave gauges wave propagation and breaking over a submerged
obstacle

ferences, an overall good agreement is achieved between the
simulation and the experiment in the relevant frequencyband.

4 Wave analysis at Norwegian fjords along
the E39 coastal highway

The afore-presented validation further demonstrate the
model’s capability for representing complex wave trans-
formations as will take place in the fjords. Thus, detailed
investigations on the wave environment are performed in this
section at the two Norwegian fjords where floating bridges
are proposed as permanent fjord-crossing means, replacing
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Fig. 6 Locations of the sites in the study in the west coast of Nor-
way (red boxes), their surrounding areas and the computational domain
(yellow boxes). The upper right site is Sulafjord and the lower right is
Bjørnafjord (colour figure online)

the current ferry-based crossing system along the E39 coastal
highway. One of the fjords, Sulafjord, is exposed to the ocean
swell, while the other, Bjørnafjord, is more sheltered from
the ocean swell. The overview of the locations of the two
fjords is shown in Fig. 6. In this work, only offshore ocean
swell wave are considered, leaving the local wind-generated
wave and the surface currents to future endeavours.

4.1 Wave analysis at Sulafjord

Sulafjord and its surrounding areas are further illustrated in
Fig. 7. The fjord is exposed to the North Sea to the northwest
direction. Sula and Harbeid are the two large islands at each
side of the fjord. The ninth biggest city in Norway, Ålesund,
is located in the northeast entry of the fjord. Consequently,

there is constant marine traffic both at the exterior parts of
the fjord as well as inside the fjord. The island Godøya is the
only major obstacle that shelters the fjord from ocean swell.
The red dashed lines in Fig. 7a are the possible fjord crossing
locations for floating bridges. As can be seen in Fig. 7b, a
deep water channel extends from the fjord towards offshore.
This deep channel tends to lead ocean swell waves into the
fjord, especially when the waves are coming from 315◦ north
northwest.A typicalwave condition near theSulafjord is cho-
sen for the study according to according toNORSOK (2007).
The input wave has a significant wave height Hs = 5.34 m
and peak period Tp = 16.86 s. A narrow band frequency
range is chosen for the simulations. The low frequency limit
is chosen to be 0.5 f p, which only truncates off less than
0.5% wave energy due to the skewness of the wave spectrum
towards the low frequency range. Since high frequencywaves
have less capacity to diffract around larger obstacles and are
therefore less likely to propagate inside the fjord, the high
frequency limit is only up to 2 f p. The JONSWAP spectrum
(DNV-GL 2011) with the peak factor 3.3 is used to describe
the wave energy distribution over frequency. 1024 discrete
frequency components are used within the chosen frequency
range based on an FFT analysis. As shown as a yellow box to
the upper right corner in Fig. 6, the computational domain is
chosen so that the inlet boundary corresponds to a swell com-
ing from 315◦ north northwest, where the swell can enter the
fjord with the least obstacles. The chosen domain is 25km
in the x-direction and 16km wide in the y-direction with its
maximumwater depth of 500m. The topography represented
in the numerical wave tank (NWT) is shown in Fig. 8.

The configuration of the numerical wave tank is shown
in Fig. 9. The red box to the left is the wave generation
zone of one wavelength that the calculated based on the peak
period. Three numerical damping zones of the same length

Fig. 7 Sulafjord and its adjacent areas: a satellite image, b topographic map (Statens kartverk 2020). The yellow box indicates the computational
domain, which is further illustrate in Fig. 8 (colour figure online)
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Fig. 8 Topography of Sulafjord in the numerical wave tank. Positive
values (warm colours) are water depth below the free surface, negative
values (cold colours) are land elevation over the free surface (colour
figure online)

Fig. 9 Numerical configuration for the simulations ofwave propagation
into Sulafjord. The red box is the wave generation zone, the yellow
boxes along the other three boundaries are numerical damping zone.
The red lines show the coastlines and the yellow lines show the outer
boundary of the coastal damping zone. The yellow dots are the wave
gauges (colour figure online)

Table 1 The coordinated in UTM 33 of the wave gauges at Sulafjord

Probe denotation x coordinate y coordinate

I 31600.00 6957000.00

D 33109.42 6956082.14

A 38596.05 6953729.83

B 40026.88 6950883.83

are arranged at the other three boundaries, shown as yel-
low boxes. The ongoing field measurements are conducted
at three locations D, A and B, as shown in Fig. 9. The coordi-
nates of the three wave gauges in UTM 33 coordinate system
are listed in Table 1.

A grid convergence study is performed in a two-
dimensional NWTwith the same longitudinal domain length
and a constant water depth of 500m. The wave gauge at
10,000m away from the wave generation zone is used for
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Fig. 10 Wave spectra reproduced with different cell sizes in the 2D
convergence tests for the wave condition in Sulafjord

the analysis. Four different cell sizes are used and their spec-
tra are compared in Fig. 10. All simulations are performed
on 10 vertical cells with a stretching factor of 2.5 for the deep
water condition.

It is seen that the wave spectrum preserves the shape and
peak well with both 15m and 7.5m horizontal cell sizes. The
high frequency part is better represented with 7.5m. How-
ever, the high frequency domain is not the major contribution
for the swell wave evolution. The 15m cell size is used since
it represents the low and peak frequency sufficiently and
the computational demand is dramatically less. As a result,
17.8 million cells are used in the following 3D simulations.
Both uni-directional irregular wave and a narrow spreading
short-crested sea states that follow the Mitsuyasu directional
spreading function (Mitsuyasu et al. 1975) with a spreading
parameter of 20 are simulated. All simulations are performed
for 12,800s, a duration slightly longer than three hours. The
three-hour time series between 2000s and 12,800s is used for
the reconstruction of the statistical wave properties. The first
2000s allow more than 200 wave components of the highest
frequency to propagate through the domain. The simulations
with long-crested and short-crested waves are completed in
15.1 and 15.7h with 256 Intel Sandy Bridge cores (2.6 GHz)
on the supercomputer Vilje.

The free surface elevations in theREEF3D::FNPF simula-
tion with dx = 15 m at t = 12800s are shown in Fig. 15. It is
seen that wave shoaling starts right after the waves propagate
outside the wave generation zone in the shallower regions,
but the wave train continues in the principal direction of the
incident waves following the deep water channel until they
reachmeasurement pointD and the islandHarbeid.Along the
shoreline of Harbeid (marked with a red curve), strong wave
shoaling and refraction take place and wave fronts change
direction and become parallel to the shoreline in this region.
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Fig. 11 Surface elevation at 12,800s in the simulations of wave prop-
agation into Sulafjord. a long-crested irregular wave input; b narrow
spreading short-crested irregular wave input

Then, waves start to diffract at the tip of Harbeid (end of the
red curve) and spread inside the fjord. The incident waves
and the diffracted waves meet near wave gauge A before
continuing the propagation along the shoreline of Sula. The
wave energy roughly follows the direction of the red arrows
in Fig. 15a. In a qualitative manner, the visualisation shows
a higher wave close to the shoreline of Sula inside the fjord,
which confirms a similar finding in Wang et al. (2019). In
addition, a square wave pattern is found at the offshore side
of Harbei, which is marked as a red box in Fig. 15a. Here,
the diffracted wave around the small island outside Harbeid
meet with the refracted waves towards the shoreline of Har-
beid in a near perpendicular direction. This square wave field
persists during the entire simulation, indicating an extremely
dangerous area for shipping and navigation under the input
wave condition. A similar wave propagation pattern is also
observedwith the narrow spreading short-crestedwave prop-
agation except that a stronger reflection from Sula island is
observed near the wave gauge A.

Spectral wave models are also often used in the prelim-
inary design in marine and coastal engineering. Here, the
third-generation spectral wave model SWAN (Booij et al.
1999) is also used to verify the variation of the significant
waveheight Hs at given locations. SWANis a phase-averaged
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Fig. 12 Hs at all wave gaugeswith four different cell sizes in the SWAN
simulations of wave propagation into Sulafjord

wave model, the wave energy distribution in terms of Hs is
calculated instead ofwavekinematics, dynamics and free sur-
face elevation. The same computational domain, topography
and input wave conditions are used in the SWAN simula-
tions. A narrow spreading wave condition is specified with a
spreading parameter of 20. Four different cell sizes are inves-
tigated and the grid convergence study is shown in Fig. 12 at
all three measurement points. It is seen that the Hs does not
show significant variations when refining from a 80m cell to
a 40m cell arrangement at all wave gauges, especially at D
and A. Therefore, the results produced with dx =40m are
used for the comparison.

In Fig. 13, the distribution Hs is plotted over the entire
numerical domain. At the entry of the fjord, wave heights
increase and become higher than the input wave in the
shallower area which present a similar observation as in
REEF3D::FNPF. The incident waves following the deep
water trend continue with a near constant wave height into
the fjords. After the wave refraction and diffraction at the off-
shore side of the shoreline of Harbeid, the remaining waves
decrease in amplitude and relatively higher waves propagate
along the shoreline of Sula island. These findings also align
with the observations of REEFD3::FNPF. However, the Hs

distribution becomes unrealistic after the diffraction. Several
’rays’ of Hs are seen in the fjord in stead of a more contin-
uous distribution. This exposes the spectral model’s limit in
handling cases with strong diffractions.

A quantitative comparison of Hs at given wave gauges
between the models is shown in Fig. 14. Here, all Hs are
normalised and the correlation among the wave gauges are
demonstrated. The predicted wave height variations at the
wave gauges are very similar between the models in gen-
eral. The wave height decreases less from point D to point
A under the short-crested wave conditions, possibly because
the directionality in the wave field facilitates the diffraction
and allow more energy to propagate around Harbeid. How-
ever, the SWAN simulation shows slightly higher waves at
wave gauge B. In spite of the similarities in the results, the
phase-resolved model provides more detailed information,
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Fig. 13 Distribution of Hs in the simulation of wave field in Sulafjord
using SWAN
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Fig. 14 Variation of significant wave heights at different gauges in
Sulafjord (normalised by Hs at wave gauge D). L and S in the legend
represents long-crested and short-crested waves situations

including the squarewavepattern beside the entry to the fjord.
The spectral model also shows a limit for strong diffraction.
For the wave propagation in Bjørnafjord, where diffraction
is much stronger, the differences are expected to be more
significant, as will be discussed in the next section.

In addition to Hs variations, the dominating frequency
components inside the fjord are also among the major con-
cerns for the design of floating structures. Even though there
are few obstacles between the fjord and the open sea, the
diffractions and reflections may lead to significant variation
of dominating frequencies in thewave field. Here, the numer-
ically simulated wave spectra are shown at wave gauge A
and B inside the fjord in Fig. 15. At wave gauge A, the short-
crested wave field has two dominating frequencies, one is
at the peak frequency 0.056 Hz of the input wave, the other
at 0.1 Hz in the high frequency domain. The long crested
wave field has also have two main frequencies at 0.05 Hz
and 0.074 Hz while very few energy is concentrated near
the original peak frequency. The wave spectrum in the long-
crested wave field is also significantly lower than that from
the short-crested wave field, which confirms the lower Hs

in Fig. 14. It indicates that the short-crested waves are more
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Fig. 15 Wave spectra at wave gauge A and B inside Sulafjord

likely to propagate around the obstacles while maintaining
the input wave spectrum properties. The secondary peaks are
most possibly due to thewave trains passing the tip ofHarbeid
after the refractions and diffraction process. At wave gauge
B, the short-crested wave shows a main peak near 0.06 Hz
while a significant percentage of wave energy is concentrated
near 0.08Hz. For the long-crestedwave, themajority ofwave
energy is concentrated near the new peak of the spectrum at
0.08 Hz. The shift of wave energy towards 0.08 Hz in both
wave conditions shows that 0.08 Hz is the critical frequency
when considering structure egen frequency, given the input
wave properties.

4.2 Bjørnafjord

Bjørnafjord is located to the south of the second largest city
in Norway, Bergen. Many cruise ships and ferries are oper-
ating inside the fjord. The fjord and its surrounding area are
shown in Fig. 16. The two dashed red lines in Fig. 16a are
the proposed fjord crossing locations. As seen in Fig. 16a,
Bjørnafjord is located to the east of an archipelago, which
prevents most ocean swell from entering the fjord. Only the
smaller fjords, Krossfjord to the north and Selbjørnsfjord to
the south, provide the deep water channels for ocean swell
to propagate into Bjørnafjord, as shown in Fig. 16b. There-
fore, most significant waves inside the fjord are locally wind
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Fig. 16 Bjørnafjord and its adjacent areas: a satellite image, b topographic map (Statens kartverk 2020)

Fig. 17 Topography of Bjørnafjord in the numerical wave tank

generatedwaves. However, it is of great significance to inves-
tigate how the ocean swell propagates, especially what are
the main frequencies inside the fjord after the complicated
wave transformations.

The chosen computational domain is 45km in the x-
direction and 35km in the y-direction with the maximum
water depth of 675m. The topography included in the numer-
ical wave tank is shown in Fig. 17. As can be seen, Krossfjord
is the deepest fjord in this fjord system, and therefore it is
suspected that more wave energy will propagate from the
northern Krossfjord into Bjørnafjord.

The input wave is chosen from the NORA 10 data set.
The significant wave height Hs = 14.2 m, peak period
Tp = 21.8 s and the principal direction for both the long-
crested and short-crested waves is 270◦ in nautical system.
The JONSWAP spectrum (DNV-GL 2011) with a shape
parameter of 3.3 is used for the long-crested wave simula-
tion. In addition, Mitsuyasu’s spreading function (Mitsuyasu
et al. 1975) with a spreading parameter of 20 is used for the

0 0.05 0.1 0.15
0

200

400

600

800

1000

Fig. 18 Wave spectra reproduced with different cell sizes in the 2D
convergence tests for the wave condition in Bjørnafjord

narrow spreading short-crested wave simulation. A narrow
frequency band [0.5 f p, 2 f p] is used for the input swell wave
with 1024 discrete frequency components based on an FFT
analysis. Similar to the previous section, a 2D simulation
is performed with a constant water depth of 675m and the
same input wave condition as for the 3D simulations. As can
be seen in Fig. 18, the reproduced wave spectra are becom-
ing near identical with the theoretical spectra when refining
from 40m cells to 20m cells near the peak period. A further
refinement improves the representation of the high frequency
range slightlywith 10mcells.However, high-frequency short
waves are less capable of propagating over large obstacles,
20m is considered sufficient for investigating the evolution
of the main wave energy near the wave peak period during
the strong diffraction process around the archipelago outside
Bjørnafjord. All simulations are performed with 10 vertical
cells with a stretching factor of 2.5 for the deep water condi-
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Fig. 19 Numerical configuration for the simulations of wave propa-
gation into Bjørnafjord. The red box is the wave generation zone, the
yellow boxes along the other three boundaries are numerical damping
zone. The red lines show the coastlines and the yellow lines show the
outer boundary of the coastal damping zone. The yellow dots are the
wave gauges (colour figure online)

tion. With the chosen grid arrangement, the final number of
cells for the simulations is 39.4 million.

The numerical wave tank arrangement and the wave
gauges are shown in Fig. 19. The red box is the wave genera-
tion zone of one peakwavelength of 750mat the offshore side
with relatively constant water depth. Relaxation zones of the
same widths are arranged along the three other boundaries
to reduce reflections from these boundaries. Wave gauges
G1 to G6 are designed to measure the variation of Hs in
Krossfjord, while wave gauges G7 to G12 are used to rep-
resent the wave property evolution in Selbjørnsfjord. These
analyses show the overall correlation between the offshore
wave condition and the wave condition at the entry of Bjør-
nafjord. Wave gauges G13 to G15 are used to represent the
spatial variation of the wave properties at the first possible
fjord crossing site in the cross section of the fjord while G16
to G18 are for the second possible fjord crossing location.
All simulations are performed with 256 Intel Sandy Bridge
cores (2.6 GHz) on the supercomputer Vilje for 12,800s. The
long-crested wave and short-crested wave simulations take
32.0 and 32.1h respectively.

The free surface elevation at the end of the simulations
are shown in Fig. 20 for both wave conditions. Strong wave
shoaling and refraction take place along the shoreline of
the archipelago, seen as increased wave eight, shortened
wave length and intersected wave patterns of wave trains
traveling in different directions. The deep water channels
Krossfjord and Selbjørnsfjord are seen to guide the incoming
waves around the archipelago into the entry of Bjørnafjord as
expected. However, there are almost no visible waves enter-
ing Bjørnafjord in the current scale. A close-in view with a

Fig. 20 Surface elevation at 12,800s in the simulations of wave prop-
agation into Bjørnafjord. a long-crested irregular wave; b narrow
spreading short-crested irregular wave

narrower data range will be discussed later to reveal more
details inside the fjord.

The spectral wave model SWAN is also deployed here for
verification. With the same domain, topography and input
wave condition with a spreading parameter of 20, the grid
convergence study for SWAN is shown in Fig. 21. It is seen
that all different cell sizes provide similar Hs in the offshore
area at gauges G1, G2, G11 and G12. When the waves prop-
agate further into Krossfjord and Selbjørnsfjord, the results
start to stabilise when refining from 80m cells to 40m cells,
as seen at G3, G4, G9 and G10. Therefore, SWAN results
obtained with 40m cells are used for the comparison with
the potential flow model.

The distribution of Hs in the SWAN simulation is shown
in Fig. 22. A similar wave shoaling process is observed as
the wave heights increase along the coast of the archipelago.
Some waves continue the propagation along Krossfjord and
Selbjørnsfjord and nearly no waves are observed at the end
of the two fjords.

In order to investigate the details of wave propagation
inside Bjørnafjord, close-in views with a different scale of
wave height are shown in Fig. 23. Here, it is seen that the
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Fig. 21 Hs at all wave gaugeswith four different cell sizes in the SWAN
simulations of wave propagation into Bjørnafjord at long-crested wave
condition

Fig. 22 Distribution of Hs at Bjørnafjord in the SWAN simulation

diffracted waves from Krossfjord and Selbjønsfjord meet in
the opposite directions at the entry of Bjørnafjord, creating
a crossing sea. Then, the combined effects of refraction and
diffraction lead this cross wave field further into Bjørnafjord.
It is seen that higher waves propagate from the deeper Kross-
fjord as assumed. Similarly, a close-in view of the wave field
simulated by SWAN in the same region is shown in Fig. 24.
However, rays ofwave energy are seen, the diffraction pattern
is not well represented.

The evolution of Hs normalised by the input wave height
from offshore to the inner region of the fjord in both models
are compared in Fig. 25. Both models represent the evolu-
tion of waves in Krossfjord and Selbjøqsfjord in a similar
manner in terms of both the general trend and the absolute
values. However, significant differences are observed inside
the Bjørnafjord. At the first possible fjord crossing location
(wave gauges G13–G15), the potential flow model shows
higher wave heights as much as 2—3 times that of SWAN
at all three wave gauges. In spite of the strong differences in
the absolute values, both model predict higher waves closer

Fig. 23 Close view of the surface elevation inside the fjord at 12,800s
in the simulations of wave propagation into Bjørnafjord with narrow
spreading short-crested irregular waves

Fig. 24 Close view of the Hs distribution inside Bjørnafjord in the
SWAN simulation with the same short-crested wave input as in Fig. 23

to the northern coast. This finding agrees with the research
reported by Eidnes et al. (2014) and Fergstad et al. (2018).
Significant differences are also seen at the second possible
crossing location (wave gauges G16–G18). The calculated
Hs in the potential flow model are 1.5–4 times that of the
SWAN and opposite trends of wave height variation are also
observed. The insufficient representation of wave diffraction
in the spectral wave model is most likely to be the reason for
such discrepancies.

Hs is not the only concern for floating structures in the
fjord, the wave frequency composition in the fjord is another
critical consideration for the designof floating structures. The
time series provided by the potential flow model at all wave
gauges are used to reconstruct the wave spectra in order to
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Fig. 25 Variation of significant wave heights during narrow spreading
wave propagation into Bjørnafjord, a gauges G1–G5 in the northern
channel, b gauges G12–G7 int he southern channel, c gauges G13–G15
at the first possible crossing location, d gauges G16–G18 at the second
possible crossing location. L indicates long-crested wave, (S) indicates
short-crested wave
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Fig. 26 Variation of wave spectra during long-crested irregular wave
propagation into Bjørnafjord, a gauges G1–G5 in Krossfjord, b gauges
G12–G7 in Selbjørnsfjord, c gauges G13– G15 at the first possible
crossing location, d gauges G16–G18 at the second possible crossing
location
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Fig. 27 Variation of wave spectra during narrow spreading short-
crested irregular wave propagation into Bjørnafjord, a gauges G1–G5
in Krossfjord, b gauges G12–G7 in Selbjørnsfjord, c gauges G13–G15
at the first possible crossing location, d gauges G16–G18 at the second
possible crossing location

investigate the evolution of the wave energy distribution over
frequencies. These reproduced wave spectra for both long-
crested and short-crested sea states are shown in Fig. 26 and
Fig. 27.

It is seen that the majority of wave energy is concentrated
near the peak frequency f p = 0.0459 Hz during the wave
propagation in Krossfjord with both sea states. However,
wave energy concentration is shifted to two new frequen-
cies at the lower and higher side of the peak frequency. In
the scenario with long-crestedwaves, two near equal peaks at
f = 0.0412Hz and f = 0.0576Hz appear atG10. For short-
crested incoming waves, the most wave energy is still around
f p, but a secondary peak at f = 0.0576 Hz appear at G10.
Inside the fjord, the wave energy distribution deviates from
the input entirely. In both scenarios, two peaks of the spec-
trum emerge at wave gauges from G13 to G18. A significant
amount of wave energy is now shifted to the low frequency
range around f = 0.0095 Hz. At this frequency, the equiv-
alent wavelength is near 10,000m, resembling a constant
current. This will cause a significant low frequency drift to
the structure and its mooring system. Meanwhile, more than
half of the wave energy is shifted to the high-frequency range
around f = 0.05 Hz. A third peak at f = 0.06 Hz is also
observed at G17 in the middle of the fjord, most likely as
a result of the intersecting wave pattern created by the two
wave trains coming from the two fjords outside Bjørnafjord.
In general, the peak frequency does not represent the main
wave energy anymore, the new energy distribution inside the
fjord is divided into a low frequency part and a high frequency
part. Despite that, Hs is greatly reduced inside Bjørnafjord
in comparison to the offshore input waves, the emerging new
wave frequencies create significant challenges for the float-
ing structures. The low frequencywaves contribute to the low
frequency drift (Faltinsen 1990) for the mooring system and
the high frequency waves might cause resonant excitations
such as ringing (Faltinsen et al. 1995; Faltinsen 1999).

Along the potential fjord-crossings, the wave phase dif-
ferences at different locations are of great considerations for
the long-span structures. As the waves show spatial inco-
herence, different segments along the bridge might move
out of phase or in phase, which create different structural
behaviours. Therefore, the coherence factors among the three
wave gauges at each of the two potential fjord-crossings are
calculated. This is shown in Fig. 28 for the short-crestedwave
condition and in Fig. 29 for the long-crestedwave conditions.

As can be seen from Fig. 28, the coherences among the
wave gauges along the fjord-crossings are very low across
the frequency band in spite of relatively higher coherences
at the lower frequency range. This incoherence indicates
very different structural dynamics along the bridge span. In
comparison, relatively higher coherence factors are observed
under the uni-directional wave conditions, as seen in Fig. 29.
Here, high coherence factors between 0.4 and 0.5 are seen for
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(a) wave gauges G 13 to G15 (b) wave gauges G 16 to G18

Fig. 28 Coherence between the wave gauges at the two possible fjord-crossing locations at Bjørnafjord with short-crested waves

(a) wave gauges G 13 to G15 (b) wave gauges G 16 to G18

Fig. 29 Coherence between the wave gauges at the two possible fjord-crossing locations at Bjørnafjord with long-crested waves

both the low-frequency range and the high-frequency range.
However, incoherence still predominates around the peak fre-
quency. Though unidirectionality seems to lead to a higher
coherence, it is still concluded that incoherence is the main
characteristic of the wave field at Bjørnafjord, which can be
attributed to the complex wave transformation along the two
outer fjords and the local water depth effects at the different
locations along the bridge.

5 Conclusions

The novel design of floating structures along the E39 coastal
highway demands a comprehensive understanding of the
wave field. The unique coastal conditions in the Norwegian
fjords present several challenges for phase-resolved wave
modelling: deepwater condition, fast-varying bathymetry,
complicated coastal topography and large-domain of inter-
est. This manuscript proposes the usage of a fully non-linear
potential flow model REEF3D::FNPF with its novel coast-
line algorithm to address all the challenges imposed by such
conditions.
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The potential flow model is not restricted to water depth
conditions, making it flexible with both the deepwater condi-
tion in the Norwegian fjords and the fast transitions between
deep and shallow waters near the shorelines. The coastline
algorithm detects the complicated coastlines and arrays of
irregular islands accurately throughout the entire domain
without extra efforts and costs on the grid generation. The
fast potential flow solver together with the parallel high
performance computation capacity enables the model to cal-
culate large-scalewave propagation efficientlywith available
computational resources. The phase-resolved computational
results show extensive details of the wave field, including
wave shoaling, refraction, reflection, diffraction,wave break-
ing and special wave patterns such as square waves. The time
series from the simulation provide information on statistical
wave properties, wave spectra, inhomogeniety and incoher-
ence.

Two of the major fjords along the planned E39 highway
route are investigated. Sulafjord represents a scenario that
is exposed to ocean swell. Bjørnafjord represents a condi-
tion that is mostly sheltered from offshore waves due to the
archipelago outside the fjord entry. Both fjords present deep
water conditions and the area of interest for the investiga-
tion of wave propagation are of tens of kilometres in each
horizontal directions. Both long-crested and narrow spread-
ing short-crested wave inputs are simulated for a duration of
slightly more than threes hours. Using the supercomputers,
these simulations show a calculation time to real time ratio of
5–10. The correlations between the offshore significant wave
heights and the local significant wave heights inside the fjord
are established.

For Sulafjord, the evolution of wave frequencies shows
very different patternswith long- and short-crestedwaves but
a critical low frequency at 0.08Hz is found atwave gaugeB in
both scenarios. The spectral wave model SWAN is also used
and comparedwith the potential flowmodel. The twomodels
share a similar trend of wave height variations in Sulafjord
as there are less obstacles in the path of wave propagation to
create strong diffraction.

In contrast, the significant wave heights are underesti-
mated by a factor of 2–6 in the SWAN simulation in compar-
ison to those in the potential flow simulation for Bjørnafjord
due to the incapacity of representing strong diffraction in the
spectral model. The potential flow simulation also provides
insight into the wave spectra evolution at all wave gauges
in Bjørnafjord, and a redistribution of wave energy towards
the lower and higher frequency range is observed, expressing
critical design concerns for low-frequency drifting and high
frequency excitation such as ringing. The varying significant
wave heights inside the fjords shows strong spatial inhomo-
geneity bot along the wave propagation and across the fjord.
In addition, the wave incoherences along the bridge span at
the two potential fjord-crossing locations are identified, indi-

cating out-of-phase structural responses at different locations
of the bridge, a information that can only be analysed from
the time-domain results in a phase-resolved simulation.

The utilisation of REEF3D::FNPF proves to be a unique
and tailor-made solution for a credible calculation of large-
scale wave propagation in the Norwegian coastal condition.
Such a modelling approach can be utilised for a broader
application and more in-depth met-ocean analyses. In the
current study, the swell waves are the main focus. In the
future, more flexible wave generation boundaries to allow
different wave systems from both swell and wind-generated
waves shall be included. In addition, surface current will be
included and its impact on wave propagation shall be exam-
ined. The future development will take into consideration
more physics for an even more realistic representation of
the complex marine environment. Moreover, two important
numerical aspects will be investigated in a dedicated future
study to improve the model’s accuracy and efficiency for
3D waves at transitional water depths: 1) the vertical grid
clustering optimisation, especially for irregular wave trans-
formation; and 2) the higher-order finite difference operator’s
influence on wave breaking, coastline arrangement and ver-
tical grid arrangement.

Acknowledgements This study has been carried out as part of the E39
fjord crossing project (No. 304624) and the authors are grateful for
the grants provided by the Norwegian Public Roads Administration.
Particularly, the authors are grateful to the topographic data and NORA
10 data set provided by Norwegian Public Roads Administration to
make this publication possible. This study was also supported by the
computational resources at the Norwegian University of Science and
Technology (NTNU) provided by NOTUR, http://www.notur.no.

Funding Open access funding provided by NTNU Norwegian Univer-
sity of Science and Technology (incl St. Olavs Hospital - Trondheim
University Hospital)

Data Availability The datasets used for validation in the presented arti-
cles are from the corresponding reference papers. The datasets are
available from the corresponding authors of the reference papers on
reasonable request.

Declarations

Conflict of interest The authors declare that they have no conflict of
interest.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, youwill need to obtain permission directly from the copy-

123

http://www.notur.no


Journal of Ocean Engineering and Marine Energy (2023) 9:567–586 585

right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

Aggarwal A, Alagan Chella M, Bihs H, Myrhaug D (2020) Properties
of breaking irregular waves over slopes. Ocean Eng 216:108098.
https://doi.org/10.1016/j.oceaneng.2020.108098

Ahmad N, Kamath A, Bihs H (2020) 3D numerical modelling of scour
around a jacket structure with dynamic free surface capturing.
Ocean Eng 200:107104. https://doi.org/10.1016/j.oceaneng.2020.
107104

Alagan Chella M, Bihs H, Kamath A, Myrhaug D, Arntsen ØA (2019)
Breaking wave interaction with a group of four vertical slender
cylinders in two square arrangements. J Offshore Mech Arctic
Eng 141:6. https://doi.org/10.1115/1.4043597

Baquet A, Kim J, Huang ZJ (2017) Numerical modeling using CFD and
potential wave theory for three-hour nonlinear irregular wave sim-
ulations. In: International Conference on Offshore Mechanics and
Arctic Engineering, vol 1: Offshore Technology, pV001T01A002.
https://doi.org/10.1115/OMAE2017-61090

Beji S, Battjes J (1993) Experimental investigation of wave propaga-
tion over a bar. Coast Eng 19(1):151–162. https://doi.org/10.1016/
0378-3839(93)90022-Z

Beji S, Battjes J (1994) Numerical simulation of nonlinear wave prop-
agation over a bar. Coas Eng 23(1):1–16. https://doi.org/10.1016/
0378-3839(94)90012-4

Bihs H, Kamath A, Alagan Chella M, Aggarwal A, Arntsen Ø (2016)
A new level set numerical wave tank with improved density
interpolation for complex wave hydrodynamics. Comput Fluids
140:191–208. https://doi.org/10.1016/j.compfluid.2016.09.012

BihsH,WangW, Pákozdi C, KamathA (2020) REEF3D::FNPF-A flex-
ible fully nonlinear potential flow solver. J Offshore Mech Arctic
Eng 142:041902. https://doi.org/10.1115/1.4045915

Bingham HB, Zhang H (2007) On the accuracy of finite-difference
solutions for nonlinear water waves. J Eng Math 58(1):211–228.
https://doi.org/10.1007/s10665-006-9108-4

Bonnefoy F, Touzé DL, Ferrant P (2006) A fully-spectral 3D time-
domain model for second-order simulation of wavetank experi-
ments. Part A: Formulation, implementation and numerical prop-
erties. Appl Ocean Res 28(1):33 – 43, https://doi.org/10.1016/j.
apor.2006.05.004

Booij N, Ris RC,Holthuijsen LH (1999)A third-generationwavemodel
for coastal regions, 1. model description and validation. J Geophys
Res 104(C4):7649–7666. https://doi.org/10.1029/98JC02622

Cheng Z, Svangstu E, Gao Z, Moan T (2019) Field measurements
of inhomogeneous wave conditions in Bjørnafjorden. J Waterwa
Port Coast Ocean Eng 145(1):05018008. https://doi.org/10.1061/
(ASCE)WW.1943-5460.0000481

Cheng Z, Svangstu E, Moan T, Gao Z (2021) Assessment of inho-
mogeneity in environmental conditions in a norwegian fjord for
design of floating bridges. Ocean Eng 220:108474. https://doi.org/
10.1016/j.oceaneng.2020.108474

Christakos K (2021) Wind-generated waves in fjords and coastal areas.
PhD thesis, Norwegian University of Science and Technology,
Trondheim, Norway

Christakos K, Furevik BR, Aarnes OJ, Breivik Ø, Tuomi L, Byrkjedal
Ø (2020) The importance of wind forcing in fjord wave mod-
elling. Ocean Dyn 70(1):57–75. https://doi.org/10.1007/s10236-
019-01323-w

ChristakosK,Björkqvist JV,BreivikØ,TuomiL, FurevikBR,Albretsen
J (2021) The impact of surface currents on the wave climate in
narrow fjords. OceanModel 168:101894. https://doi.org/10.1016/
j.ocemod.2021.101894

Dai J, Leira BJ, Moan T, Kvittem MI (2020) Inhomogeneous wave
load effects on a long, straight and side-anchored floating pon-
toon bridge. Marine Struct 72:102763. https://doi.org/10.1016/j.
marstruc.2020.102763

Demirbilek Z, Panchang V (1998) CGWAVE: a coastal surface water
wave model of the mild slope equation. Tech. Rep. CHL-98-26,
US Army Corps. of Engineers Waterways Expt. Stn., Vicksburg,
MS 39180

DNV-GL (2011) Modelling and analysis of marine operations. Stan-
dard DNV-RP-H103, Det Norske Veritas—Germanischer Lloyd,
Veritasveien 1, Høvik, Norway

Ducrozet G, Bonnefoy F, Touzé DL, Ferrant P (2012) Amodified High-
Order Spectral method for wavemaker modeling in a numerical
wave tank. Eur J Mecha B/Fluids 34:19–34. https://doi.org/10.
1016/j.euromechflu.2012.01.017

Dunham KK (2016) Coastal highway route E39—extreme cross-
ings. Transp Res Proce 14:494–498. https://doi.org/10.1016/j.
trpro.2016.05.102 (transport Research Arena TRA2016)

Eidnes G, Stefanakos C, Knutsen Ø, Vold S (2014) Bridge across bjør-
nafjorden - metocean conditions. Tech. rep, SINTEF Ocean

Ellevset O (2012) Project overview coastal highway route E39. www.
vegvesen.no/attachment/300340/binary/527486

Engsig-Karup AP, Bingham HB, Lindberg O (2009) An efficient
flexible-ordermodel for 3D nonlinear water waves. J Comput Phys
228(6):2100–2118. https://doi.org/10.1016/j.jcp.2008.11.028

Faltinsen OM (1990) Sea loads on ships and offshore structures. Cam-
bridge University Press, Cambridge

Faltinsen OM (1999) Ringing Loads on a Slender Vertical Cylinder of
General Cross- Section. J Eng Math 35(1):199–217. https://doi.
org/10.1023/A:1004362827262

Faltinsen OM, Newman JN, Vinje T (1995) Nonlinear wave loads on a
slender vertical cylinder. J Fluid Mech 289:179–198. https://doi.
org/10.1017/S0022112095001297

Fergstad D, Økland O, Stefanakos C, Stansberg C, Croonenborghs E,
Eliassen L, Eidnes G (2018) LFCS review report—environmental
conditions. Tech. rep, SINTEF Ocean

Gobbi MF, Kirby JT, Wei G (2000) A fully nonlinear boussinesq
model for surface waves. part 2. extension to o(kh)4. J Fluid Mech
405:181–210. https://doi.org/10.1017/S0022112099007247

Grilli ST, Subramanya R, Svendsen IA, Veeramony J (1994)
Shoaling of solitary waves on plane beaches. J Waterw
Port Coast Ocean Eng 120(6):609–628. https://doi.org/10.1061/
(ASCE)0733-950X(1994)120:6(609)

Grilli ST, Guyenne P, Dias F (2001) A fully non-linear model for three-
dimensional overturning waves over an arbitrary bottom. Int J
Numer Methods Fluids 35(7):829–867. https://doi.org/10.1002/
1097-0363(20010415)35:7<829::AID-FLD115>3.0.CO;2-2

Guang-Shan J, Chi-Wang S (1996) Efficient implementation of
weighted ENO schemes. J Comput Phys 126(1):202–228

Jensen JH, Madsen EØ, Fredsøe J (1999) Oblique flow over dredged
channels. ii: Sediment transport and morphology. J Hydraul
Eng 125(11):1190–1198. https://doi.org/10.1061/(ASCE)0733-
9429(1999)125:11(1190)

Jeschke A, Pedersen GK, Vater S, Behrens J (2017) Depth-averaged
non-hydrostatic extension for shallow water equations with
quadratic vertical pressure profile: equivalence to boussinesq-type
equations. Int J Numer Methods Fluids 84(10):569–583. https://
doi.org/10.1002/fld.4361

Li B, Fleming CA (1997) A three dimensional multigrid model for fully
nonlinear water waves. Coast Eng 30(3):235–258. https://doi.org/
10.1016/S0378-3839(96)00046-4

Lynett P, Liu PL (2004) A two-layer approach to wave modelling. Proc
R Soc Lond Ser A Math Phys Eng Sci 460(2049):2637–2669.
https://doi.org/10.1098/rspa.2004.1305

Madsen PA, Sørensen OR (1992) A new form of the boussinesq equa-
tions with improved linear dispersion characteristics. part 2. a

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.oceaneng.2020.108098
https://doi.org/10.1016/j.oceaneng.2020.107104
https://doi.org/10.1016/j.oceaneng.2020.107104
https://doi.org/10.1115/1.4043597
https://doi.org/10.1115/OMAE2017-61090
https://doi.org/10.1016/0378-3839(93)90022-Z
https://doi.org/10.1016/0378-3839(93)90022-Z
https://doi.org/10.1016/0378-3839(94)90012-4
https://doi.org/10.1016/0378-3839(94)90012-4
https://doi.org/10.1016/j.compfluid.2016.09.012
https://doi.org/10.1115/1.4045915
https://doi.org/10.1007/s10665-006-9108-4
https://doi.org/10.1016/j.apor.2006.05.004
https://doi.org/10.1016/j.apor.2006.05.004
https://doi.org/10.1029/98JC02622
https://doi.org/10.1061/(ASCE)WW.1943-5460.0000481
https://doi.org/10.1061/(ASCE)WW.1943-5460.0000481
https://doi.org/10.1016/j.oceaneng.2020.108474
https://doi.org/10.1016/j.oceaneng.2020.108474
https://doi.org/10.1007/s10236-019-01323-w
https://doi.org/10.1007/s10236-019-01323-w
https://doi.org/10.1016/j.ocemod.2021.101894
https://doi.org/10.1016/j.ocemod.2021.101894
https://doi.org/10.1016/j.marstruc.2020.102763
https://doi.org/10.1016/j.marstruc.2020.102763
https://doi.org/10.1016/j.euromechflu.2012.01.017
https://doi.org/10.1016/j.euromechflu.2012.01.017
https://doi.org/10.1016/j.trpro.2016.05.102
https://doi.org/10.1016/j.trpro.2016.05.102
www.vegvesen.no/attachment/300340/binary/527486
www.vegvesen.no/attachment/300340/binary/527486
https://doi.org/10.1016/j.jcp.2008.11.028
https://doi.org/10.1023/A:1004362827262
https://doi.org/10.1023/A:1004362827262
https://doi.org/10.1017/S0022112095001297
https://doi.org/10.1017/S0022112095001297
https://doi.org/10.1017/S0022112099007247
https://doi.org/10.1061/(ASCE)0733-950X(1994)120:6(609)
https://doi.org/10.1061/(ASCE)0733-950X(1994)120:6(609)
https://doi.org/10.1002/1097-0363(20010415)35:7<829::AID-FLD115>3.0.CO;2-2
https://doi.org/10.1002/1097-0363(20010415)35:7<829::AID-FLD115>3.0.CO;2-2
https://doi.org/10.1061/(ASCE)0733-9429(1999)125:11(1190)
https://doi.org/10.1061/(ASCE)0733-9429(1999)125:11(1190)
https://doi.org/10.1002/fld.4361
https://doi.org/10.1002/fld.4361
https://doi.org/10.1016/S0378-3839(96)00046-4
https://doi.org/10.1016/S0378-3839(96)00046-4
https://doi.org/10.1098/rspa.2004.1305


586 Journal of Ocean Engineering and Marine Energy (2023) 9:567–586

slowly-varying bathymetry. Coast Eng 18(3):183–204. https://doi.
org/10.1016/0378-3839(92)90019-Q

Madsen PA, Fuhrman DR (2020) Trough instabilities in boussinesq
formulations for water waves. J Fluid Mech 889:A38. https://doi.
org/10.1017/jfm.2020.76

Madsen PA, Schäffer HA (1998) Higher-order boussinesq-type equa-
tions for surface gravity waves: derivation and analysis. Philos
Trans R So Lond Ser AMath Phys Eng Sci 356(1749):3123–3181.
https://doi.org/10.1098/rsta.1998.0309

Madsen PA, Murray R, Sørensen OR (1991) A new form of the
Boussinesq equations with improved linear dispersion charac-
teristics. Coast Eng 15:371–388. https://doi.org/10.1016/0378-
3839(91)90017-B

Madsen PA, Bingham HB, Liu H (2002) A new Boussinesq method for
fully nonlinear waves from shallow to deep water. J Fluid Mech
462:1–30. https://doi.org/10.1017/S0022112002008467

Madsen PA, Bingham HB, Schäffer HA (2003) Boussinesq-type for-
mulations for fully nonlinear and extremely dispersive water
waves: derivation and analysis. Proce R Soc Lond Ser A Math
PhysEngSci 459(2033):1075–1104. https://doi.org/10.1098/rspa.
2002.1067

Martin T, Kamath A, Bihs H (2021) Accurate modeling of the interac-
tion of constrained floating structures and complex free surfaces
using a new quasistatic mooring model. Int J Numer Methods Flu-
ids 93(2):504–526. https://doi.org/10.1002/fld.4894

Martin T, Tsarau A, Bihs H (2021) A numerical framework for mod-
elling the dynamics of open ocean aquaculture structures in viscous
fluids. Appl Ocean Res 106:102410. https://doi.org/10.1016/j.
apor.2020.102410

Mayer S, Garapon A, Sørensen LS (1998) A fractional step method
for unsteady free surface flow with applications to non-linear
wave dynamics. Int J Numer Methods Fluids 28:293–315. https://
doi.org/10.1002/(SICI)1097-0363(19980815)28:2<293::AID-
FLD719>3.0.CO;2-1

MitsuyasuH,Tasai F, SuharaT,MizunoS,OhkusuM,HondaT,Rikiishi
K (1975) Observations of the directional spectrum of ocean waves
using a clover-leaf buoy. J Phys Oceangr 5:750–760. https://doi.
org/10.1175/1520-0485(1975)005<0750:OOTDSO>2.0.CO;2

MontebanD (2016) Numerical modelling of wave agitation in ports and
access channels. Master’s thesis, Delft University of Technology,
Delft, the Netherlands

NORSOK (2007) Actions and action effect. In: Standard N-003, Nor-
wegian Oil Industry Association and the Federation of Norwegian
Industry, Strandveien 18, Lysaker, Norway

Nwogu O (1993) Alternative form of Boussinesq equations for
nearshore wave propagation. J Waterw Port Coast Ocean
Eng 119(6):618–638. https://doi.org/10.1061/(ASCE)0733-
950X(1993)119:6(618)

Osher S, Sethian JA (1988) Fronts propagating with curvature-
dependent speed: algorithms based on Hamilton–Jacobi formu-
lations. J Computat Phys 79(1):12–49. https://doi.org/10.1016/
0021-9991(88)90002-2

Raoult C, BenoitM,YatesML (2016)Validation of a fully nonlinear and
dispersive wave model with laboratory non-breaking experiments.
Coastal Eng 114:194–207. https://doi.org/10.1016/j.coastaleng.
2016.04.003

Shu CW, Osher S (1988) Efficient implementation of essentially non-
oscillatory shock capturing schemes. J Comput Phys 77:439–471

Statens K (2020) Aero image of Norway. https://www.norgeskart.no.
Accessed on 5/4/2020

StefanakosCN, FurevikBR,KnutsenØ,ChristakosK (2020)Nearshore
wave modelling in a norwegian fjord. In: International Confer-
ence on Offshore Mechanics and Arctic Engineering, vol Volume
6B: Ocean Engineering, v06BT06A003. https://doi.org/10.1115/
OMAE2020-18671

Stelling GS, Duinmeijer SPA (2003) A staggered conservative scheme
for every froude number in rapidly varied shallow water flows.
Int J Numer Methods Fluids 43(12):1329–1354. https://doi.org/
10.1002/fld.537

The SWASH Team (2017) SWASH User Manual version 4.01A, pp
1–132

ThomasTJ,DwarakishG (2015)Numerical wavemodelling—a review.
Aquatic Proc 4:443–448. https://doi.org/10.1016/j.aqpro.2015.02.
059

van der Vorst H (1992) BiCGStab: a fast and smoothly converging
variant of Bi-CG for the solution of nonsymmetric linear sys-
tems. SIAM J Sci Comput 13:631–644. https://doi.org/10.1137/
0913035

Wang W, Martin T, Kamath A, Bihs H (2020) An improved depth-
averaged nonhydrostatic shallow water model with quadratic
pressure approximation. Int J Numer Methods Fluids 92(8):803–
824. https://doi.org/10.1002/fld.4807

WangW, Pákozdi C, Kamath A, Bihs H (2021) A fully nonlinear poten-
tial flow wave modelling procedure for simulations of offshore
sea states with various wave breaking scenarios. Appl Ocean Res
117:102898. https://doi.org/10.1016/j.apor.2021.102898

Wang W, Pákozdi C, Kamath A, Bihs H (2021) Representation of 3-h
offshore short-crested wave field in the fully nonlinear poten-
tial flow model REEF3D:FNPF. J Offshore Mech Arctic Eng
144(4):041902. https://doi.org/10.1115/1.4053774

Wang W, Pákozdi C, Kamath A, Fouques S, Bihs H (2022) A flexible
fully nonlinear potential flow model for wave propagation over
the complex topography of the norwegian coast. Appl Ocean Res
122:103103. https://doi.org/10.1016/j.apor.2022.103103

Wang W, Bihs H, Kamath A, Arntsen Ø (2017) Large scale CFD mod-
elling of wave propagation in Sulafjord for the E39 project. In:
Proceedings of MekIT’17–9th national conference on Computa-
tional Mechanics, Trondheim, Norway

WangW,Csaba P,KamathA,BihsH (2019) Large-scalewavemodeling
for hydrodynamic load calculations on bridges foundations in nor-
wegian fjords. In: Coastal Structures Conference 2019, Hannover,
Germany

Wang W, Kamath A, Martin T, Pákozdi C, Bihs H (2020a) A com-
parison of different wave modelling techniques in an open-source
hydrodynamic framework. J Marine Sci Eng. https://doi.org/10.
3390/jmse8070526

Yates ML, Benoit M (2015) Accuracy and efficiency of two numerical
methods of solving the potential flow problem for highly non-
linear and dispersive water waves. Int J Numer Methods Fluids
77(10):616–640. https://doi.org/10.1002/fld.3992

ZijlemaM,StellingGS (2005)Further experienceswith computingnon-
hydrostatic free-surface flows involving water waves. Int J Numer
Methods Fluids 48(2):169–197. https://doi.org/10.1002/fld.821

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123

https://doi.org/10.1016/0378-3839(92)90019-Q
https://doi.org/10.1016/0378-3839(92)90019-Q
https://doi.org/10.1017/jfm.2020.76
https://doi.org/10.1017/jfm.2020.76
https://doi.org/10.1098/rsta.1998.0309
https://doi.org/10.1016/0378-3839(91)90017-B
https://doi.org/10.1016/0378-3839(91)90017-B
https://doi.org/10.1017/S0022112002008467
https://doi.org/10.1098/rspa.2002.1067
https://doi.org/10.1098/rspa.2002.1067
https://doi.org/10.1002/fld.4894
https://doi.org/10.1016/j.apor.2020.102410
https://doi.org/10.1016/j.apor.2020.102410
https://doi.org/10.1002/(SICI)1097-0363(19980815)28:2<293::AID-FLD719>3.0.CO;2-1
https://doi.org/10.1002/(SICI)1097-0363(19980815)28:2<293::AID-FLD719>3.0.CO;2-1
https://doi.org/10.1002/(SICI)1097-0363(19980815)28:2<293::AID-FLD719>3.0.CO;2-1
https://doi.org/10.1175/1520-0485(1975)005<0750:OOTDSO>2.0.CO;2
https://doi.org/10.1175/1520-0485(1975)005<0750:OOTDSO>2.0.CO;2
https://doi.org/10.1061/(ASCE)0733-950X(1993)119:6(618)
https://doi.org/10.1061/(ASCE)0733-950X(1993)119:6(618)
https://doi.org/10.1016/0021-9991(88)90002-2
https://doi.org/10.1016/0021-9991(88)90002-2
https://doi.org/10.1016/j.coastaleng.2016.04.003
https://doi.org/10.1016/j.coastaleng.2016.04.003
https://www.norgeskart.no
https://doi.org/10.1115/OMAE2020-18671
https://doi.org/10.1115/OMAE2020-18671
https://doi.org/10.1002/fld.537
https://doi.org/10.1002/fld.537
https://doi.org/10.1016/j.aqpro.2015.02.059
https://doi.org/10.1016/j.aqpro.2015.02.059
https://doi.org/10.1137/0913035
https://doi.org/10.1137/0913035
https://doi.org/10.1002/fld.4807
https://doi.org/10.1016/j.apor.2021.102898
https://doi.org/10.1115/1.4053774
https://doi.org/10.1016/j.apor.2022.103103
https://doi.org/10.3390/jmse8070526
https://doi.org/10.3390/jmse8070526
https://doi.org/10.1002/fld.3992
https://doi.org/10.1002/fld.821

	Fully nonlinear phase-resolved wave modelling in the Norwegian fjords for floating bridges along the E39 coastal highway
	Abstract
	1 Introduction
	2 Numerical model
	2.1 Governing equations
	2.2 Wave generation, dissipation and breaking
	2.3 Coastline detection and treatment

	3 Irregular breaking waves at coastal conditions
	4 Wave analysis at Norwegian fjords along the E39 coastal highway
	4.1 Wave analysis at Sulafjord
	4.2 Bjørnafjord

	5 Conclusions
	Acknowledgements
	References




