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Abstract
It is widely documented that higher education institutional responses to the COVID-
19 pandemic accelerated not only the adoption of educational technologies, but 
also associated socio-technical controversies. Critically, while these cloud-based 
platforms are capturing huge datasets, and generating new kinds of learning analyt-
ics, there are few strongly theorised, empirically validated processes for institutions 
to consult their communities about the ethics of this data-intensive, increasingly 
algorithmically-powered infrastructure. Conceptual and empirical contributions to 
this challenge are made in this paper, as we focus on the under-theorised and under-
investigated phase required for ethics implementation, namely, joint agreement on 
ethical principles. We foreground the potential of ethical co-production through 
Deliberative Democracy (DD), which emerged in response to the crisis in confi-
dence in how typical democratic systems engage citizens in decision making. This 
is tested empirically in the context of a university-wide DD consultation, conducted 
under pandemic lockdown conditions, co-producing a set of ethical principles to 
govern Analytics/AI-enabled Educational Technology (AAI-EdTech). Evaluation of 
this process takes the form of interviews conducted with students, educators, and 
leaders. Findings highlight that this methodology facilitated a unique and structured 
co-production process, enabling a range of higher education stakeholders to inte-
grate their situated knowledge through dialogue. The DD process and product cul-
tivated commitment and trust among the participants, informing a new university 
AI governance policy. The concluding discussion reflects on DD as an exemplar of 
ethical co-production, identifying new research avenues to advance this work. To 
our knowledge, this is the first application of DD for AI ethics, as is its use as an 
organisational sensemaking process in education.
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Introduction: COVID‑19 and AAI‑EdTech

The COVID-19 pandemic triggered the fastest transition to online learning in his-
tory, as globally, educational providers from primary to tertiary, to professional and 
lifelong learning, were forced to find online alternatives to their usual face-to-face 
practices. This is reflected by the growth of the educational technology industry 
in recent years, with according to one estimate, venture capital investment $10.8B 
in 2022.1 While all EdTech involves data, the driver behind this rise is the rapidly 
expanding field of EdTech in which the hallmark is a dependence on the automated 
processing of increasing quantities of data. We will refer to this broad class as Ana-
lytics/AI-enabled educational technology (AAI-EdTech), combining techniques 
developed in academic fields including EdTech, AI in education (AIED), Learning 
Analytics, Educational Data Mining, and Learning@Scale.

Notwithstanding the pervasive marketing hype surrounding this, academic 
research pre-pandemic had already demonstrated that designed and deployed care-
fully, with appropriate educator training, AAI-EdTech can augment the capacity of 
teachers by providing close tracking of learners’ activity and competence, to draw 
attention to learning difficulties and initiate actions of different sorts. Pre-COVID-19 
examples of relatively mature deployments include, for instance, the state level pilot-
ing of a mathematics tutoring tool in schools, contributing to improved outcomes 
(Roschelle et  al., 2016), or the embedding of predictive modelling into university 
student-support interventions, with improved outcomes (Herodotou et al., 2019).

Given the critical role that timely, personalised, motivating, actionable feed-
back plays in learning, in principle, the pandemic offered an opportunity for AAI-
EdTech, as educators were stretched to the limit to maintain a quality student experi-
ence. Evidence is now emerging of how AI was used to support learning during the 
pandemic, including the papers in this special issue, and recent evidence from the 
authors’ own university contexts documenting the value of data-driven, personal-
ised, automated feedback in cultivating online students’ sense of belonging, despite 
the difficulties of being locked-down, and in many cases, international time zones 
apart from the university (Lim et al., 2022; Thoeming et al., 2022).

Our specific interest in the pandemic-triggered emergency transition to online 
learning is the way it served also to exacerbate legitimate, longstanding concerns 
around the ethical implications of institutions using big data, analytics and AI 
to track and act on learner behaviour. To take one example, Williamson (2019) 
critiques the implications of the cloud infrastructures underpinning much EdTech 
being owned by large technology corporations. Another example was the con-
tracting of automated exam invigilation services as a solution to conducting 
examinations when students were locked down at home. Such tools use several 
forms of AI, depending on the service, including image analysis to verify exami-
nee identity, and audio, posture and facial analysis to detect potential cheating. 
Accounts are emerging of positive student experience of such tools as institutions 

1 HolonIQ https:// www. holon iq. com/ notes/ 2022- edtech- vc- fundi ng- totals- 10- 6b- down- from- 20- 8b- in- 
2021

https://www.holoniq.com/notes/2022-edtech-vc-funding-totals-10-6b-down-from-20-8b-in-2021
https://www.holoniq.com/notes/2022-edtech-vc-funding-totals-10-6b-down-from-20-8b-in-2021
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managed this process in what they considered to be an effective, ethical man-
ner (Sefcik et  al., 2022), while others have expressed concern over the ethical 
risks (Coghlan et al., 2021), and questioned whether the automated invigilation of 
exams is the best way to reliably maintain “assessment security” (Dawson, 2021). 
We return later to this example in the “ProctorU” case.

The three authors came together around a shared interest in methods broadly 
related to co-production: a mode of knowledge production which recognises 
the complex, dynamic interrelationship between knowledge, power, and soci-
ety – plus its potential to explore complex challenges, as well as shift institu-
tional and policy arrangements (Filipe et al., 2017; Jasanoff, 2004; Wyborn et al., 
2019). While co-production has many approaches, it is commonly understood as 
a “multilevel phenomenon occurring at the level of socio-political systems, the 
level of institutions, and the level of situated practices” (Bandola-Gill et al., 2022, 
p. 2). Our shared interest was to better understand how this multilevel phenom-
enon could be applied in practice within the higher education context. One of 
the authors (Simon Buckingham Shum) had undertaken training in Deliberative 
Democracy (DD), a movement that has emerged in response to the crisis in con-
fidence in how typical democratic systems engage citizens in decision making. 
DD was adopted as a promising way to engage the university community with the 
ethical issues arising from AAI-EdTech.

Against this backdrop, this paper aims to make two contributions linking AAI-
EdTech, DD and co-production. First, we investigate the practicality and value of 
using DD as a method to engage a broad range of university stakeholders, in order to 
genuinely co-produce ethical principles to govern the use of such technologies. Sec-
ond, and more conceptually, we reflect on DD as a particular mode of co-production 
that can respond to the complex ethics and controversies raised by AAI-EdTech.

To do this, the structure of this paper is as follows. The next section provides 
an overview of three strands of work offering current responses at different levels 
of detail to ethical concerns: commitment to ethical principles, trustworthy algo-
rithms, and human-centred design. Since institutions procuring external services 
may only have direct control over the first of these, we introduce the concept of 
ethics co-production, and DD specifically. We detail how DD’s practical value 
was tested through a university-wide ethics consultation and co-production pro-
cess, and explain how it was evaluated via semi-structured interviews with stu-
dents, educators, and leaders, from which the key findings are presented. The dis-
cussion then considers these findings in relation to co-production, which informs 
our conclusion and future research directions.

Background: Responses to AI Ethical Concerns

We begin by outlining three important strands of work in response to ethical 
concerns around AAI-EdTech: ethical principles, trustworthy algorithms, and 
human-centred design.
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AI Ethics Principles

The first strand of work seeks to articulate principles that an institution, government 
or professional body could commit to, as an aid to apply AI ethics policy and gov-
ernance. Such principles can serve as broad reference points to guide the entire pro-
cess of AI design, from requirements, design, implementation, deployment and sub-
sequent appeals/debate about the outcomes. The last five years or so has witnessed 
a proliferation of lists and taxonomies for AI ethics principles2 (Floridi et al., 2018; 
IEEE, 2017) accompanied by public endorsements by every conceivable organisa-
tional entity. A few universities have published their principles for using student data 
and learning analytics,3 while to our knowledge, we have yet to see similar state-
ments on AI ethics principles, which was an outcome from the process reported 
here.

However, in reviewing implementation of such principles in the technology 
industry, (Whittaker et  al., 2018) (Sec.2.3) concluded that the evidence of their 
impact on the behaviour of computing companies was scarce, reinforced subse-
quently by others emphasising that ethics principles alone do not enforce regula-
tion (Hagendorff, 2020; Rességuier & Rodrigues, 2020). A critical distinction has 
been made between whether we regard principles merely as a form of deontological 
ethics declaring what should be done, but at the risk of being reduced to virtue-
signalling and toothless checklists, or more productively as some have argued, as 
guidance for virtue ethics that cultivate the ethical dispositions professionals need if 
they are to translate abstract principles into practical action when confronted by con-
textualised decisions (Hagendorff, 2020). This distinction is beginning to be thought 
through in educational contexts, with, for instance, Kitto and Knight (2019) arguing 
the merits of virtues ethics for Learning Analytics.

The second and third approaches described next concern the operationalisation of 
principles to implement the design process.

FATE: Towards Trustworthy Algorithms

In academia, education has become the focus of critical data studies and the interdisci-
plinary communities dedicated to the Fairness, Accountability, Transparency & Ethics 
(“FATE”) of algorithms. FATE-related research spans diverse spheres of society (Boyd 
& Crawford, 2012; Diakopoulos, 2014; Hanna et al., 2020; Holstein et al., 2019a), and 
is now focusing on how these issues manifest in education. The International Jour-
nal of AIED collated examples of contemporary thinking in a recently edited collec-
tion on “the FATE of AIED” (Porayska-Pomsta et al., 2021) extended by Holmes and 

2 Algorithm Watch: AI Ethics Guidelines Global Inventory: https:// inven tory. algor ithmw atch. org/
3 Examples of university Learning Analytics ethics principles:
 Edinburgh University https:// www. ed. ac. uk/ files/ atoms/ files/ learn ingan alyti cspri ncipl es. pdf
 Michigan University https:// ai. umich. edu/ learn ing- analy tics- guidi ng- princ iples
 The Open University https:// help. open. ac. uk/ docum ents/ polic ies/ ethic al- use- of- stude nt- data

https://inventory.algorithmwatch.org/
https://www.ed.ac.uk/files/atoms/files/learninganalyticsprinciples.pdf
https://ai.umich.edu/learning-analytics-guiding-principles
https://help.open.ac.uk/documents/policies/ethical-use-of-student-data
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Porayska-Pomsta (2022). Critical data studies perspectives are also being brought to 
bear on education (Prinsloo, 2019; Selwyn, 2019; Williamson & Eynon, 2020).

As illustrative examples of the kinds of approaches being adopted, Holmes et  al. 
(2021) present a qualitative analysis of how AIED researchers perceive the response 
of the AIED community to the challenge of FATE, from which they distil a set of the-
matic challenges. Going into greater technical detail, Kizilcec and Lee (2022) offer a 
helpful guide to different notions of “fairness” in educational algorithms, differentiat-
ing “measurement (data input), model learning (algorithm), and action (presentation 
or use of output)”, each of which can lead to different biases. Baker and Hawn (2021) 
develop a yet more detailed taxonomy of algorithmic bias specifically in machine learn-
ing, and propose ways in which this can be mitigated, offering “a framework for mov-
ing from unknown bias to known bias and from fairness to equity”. There remains, to 
our knowledge, no work in education on the use of “algorithmic reparation” (Davis 
et al., 2021), whereby the proactive commitments associated with reparative measures 
are implemented through algorithms seeking to “name, unmask, and undo allocative 
and representational harms”.

However, as mathematical abstractions or even running code, algorithms alone 
do not shape the world, but must be embedded materially in social contexts, where 
they are encountered by people using interactive software tools, or more pervasively, 
through the digital infrastructure that tracks and analyses activity and other sensor data. 
This brings us to the third important strand of work.

Human‑centred Design (HCD)

Within the human–computer interaction (HCI) community, we find rich accounts of 
how diverse groups of people interact with AI. This informs design principles such as 
human agency (Shneiderman, 2020), the accountability and explainability of AI-output 
(Abdul et al., 2018), and efforts to empirically evaluate the slippery quality of trustwor-
thiness (Vereschak et al., 2021). Researchers are beginning to demonstrate how human-
centred design methods, which give a meaningful voice to non-technical stakeholders in 
the design process, can be adopted and adapted. For example, Buckingham Shum et al. 
(2019) make the case for human-centred Learning Analytics, developed through design 
processes informed by the use of HCI concepts and methods. As illustrative examples, 
Holstein et al. (2019b) describe a methodology to help classroom teachers co-design of 
a heads-up display showing them students’ progress in an intelligent tutoring system; 
Dollinger et al. (2019) describe the use of participatory design techniques to empower 
teachers as co-designers; Richards and Dignum (2019) review the empirical evidence and 
ethics concerning learners’ interaction with pedagogical chatbots; and Johanes and Thille 
(2019) present a rare account of the ways in which technical experts — often the most 
powerful stakeholders in software design — conceive and engage with ethical concerns.

What is within a University’s Sphere of Influence?

Reflecting on these three approaches, the problem with the FATE and HCD 
responses is that educational institutions are rarely able to exercise a high degree 
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of control over the products they purchase. The critical decisions shaping FATE 
and HCD remain in the hands of the developers. Institutions with capacity to 
develop in-house software retain far greater agency, while also having to nego-
tiate the challenge of scaling this for organisational innovation (Buckingham 
Shum, 2023; Buckingham Shum & McKay, 2018). That being said, FATE and 
HCD values, principles and methods can be used by universities to bring stake-
holder voices into framing “the problem” from the earliest phases, which will 
define what might count as a satisfactory “solution”, prior to initiating procure-
ment processes. Institutional leaders and instructors play a key role in alleviat-
ing issues of bias in relation to university students’ educational data – especially 
subpopulation groups (Li et al., 2021). Moreover, the value of multi-stakeholder 
studies in higher education is that they surface diverse stakeholder tensions about 
technology awareness, understanding, access and usage (Sun et al., 2019).

Notably, the strand of work falling squarely within every institution’s sphere 
of influence is the set of principles guiding procurement and deployment, which 
requires new forms of ‘collective policymaking’ (Gulson et  al., 2022). It is on 
the co-production of those principles that we now focus, specifically, addressing 
the fundamental question: “Whose principles?” We will argue that the answer 
should not merely be “principles decreed by the leadership/expert panel”, and 
ask: “How can an institution engage in ethical co-production with its diverse 
community about their values, concerns and expectations regarding the use of 
AAI-EdTech?”.

The Potential of Ethical Co‑production

Approaches to participatory forms of AAI-EdTech ethical discourse are under-the-
orised and under-examined. We introduce co-production as a candidate, and while 
approaches vary, common features are the complex and dynamic relationships, pro-
cesses, and values which emerge from producing knowledge in specific contexts 
with diverse stakeholders to address key issues (Filipe et al., 2017). From a science 
and technology studies perspective, the ‘idiom of co-production’ (Jasanoff, 2004) 
refers to the ways in which knowledge, culture, and power intersect, which offers 
“a way of interpreting and accounting for complex phenomena so as to avoid the 
strategic deletions and omissions of most other approaches in the social sciences” 
(p. 3). Co-production has gained prominence in attempting to address multifaceted 
challenges in fields such as healthcare and sustainability science (Filipe et al., 2017; 
Wyborn et al., 2019). It has been identified as a strategy for knowledge-policy inter-
actions with different approaches and interpretations, that requires “definitional clar-
ity of what form of co-production is being carried out” – especially in relation to the 
style of participation and processes involved (Bandola-Gill et al., 2022).

To explore the potential of co-production as the means to articulating AAI-
EdTech ethical principles, and to expand awareness of the limits and possibilities of 
different approaches, we focus on a specific approach, Deliberative Democracy.
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Deliberative Democracy

Deliberative Democracy (DD) emerged as a “deliberative turn” in democratic theory 
around 1990 (Dryzek, 2010), in response to the crisis in confidence in how poorly 
typical democratic systems engage citizens in decision making. DD works by creat-
ing a Deliberative Mini-Public (DMP). DMPs can be convened at different scales 
(organisation; community; region; nation) and can take many forms, including Citi-
zens’ Juries; Citizens’ Assemblies; Consensus Conferences; Planning Cells; Delib-
erative Polls (Elstub et al., 2016).

A DMP has three core features (Carson & Hartz-Karp, 2007):

1 Influence: The process should have the ability to influence policy and decision-
making.

2 Inclusion: The process should be representative of the population and inclusive of 
diverse viewpoints and values, providing equal opportunity for all to participate.

3 Deliberation: The process should provide open dialogue, access to information, 
respect, space to understand and reframe issues, and movement to toward con-
sensus.

Moreover, “random selection, more than any other feature, is what delivers the 
‘mini-public’ aspect of a DMP” (Carson & Hartz-Karp, 2007). This “produces a 
certain mindset in the room, which is very different to that resulting from a selection 
process governed by election, by the selection of interest group representatives or 
by merely allowing those most interested to turn up” (Farrell et al., 2019). Stratified 
sampling is often used to ensure representation of important sub-populations who 
might otherwise be missed in purely random sampling.

Other key features highlighted by Farrell et al. (2019):

• Who sets the DMP’s purpose/agenda may be contentious. If there are concerns 
that the government/management are unreasonably biasing the outcome by the 
very framing of the problem, then the DMP should be conducted at arm’s length.

• DMPs are facilitated by a neutral person or even better, a pair/team, who have no 
stake in the outcome.

• Participants commit to engaging in deliberation which requires more than the 
usual modes of discussion: the ‘rules of engagement’ typically include giving 
reasons for views, fairness, equality of voice, and openness to difference.

• ‘Expert witnesses’ contribute to making the (mini)-public hearing as informed as 
possible, but are not directly part of the DMP decision-making process. Experts 
should be balanced so as not to bias deliberation unreasonably. The DMP has the 
power to call their own experts.

• The DMP’s recommendations/decisions are decided deliberatively, providing 
reasons for recommendations.

• The DMP should be sanctioned by government/senior leadership, with a com-
mitment that the DMP’s recommendations/decisions matter. Depending on the 
context, the DMP’s outputs may be one of many inputs to a policy consultation, 
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or the primary input. What is critical is that the DMP is not seen as a tokenistic 
exercise.

In addition to being an active field of political theory and practice (Elstub et al., 
2016), DD is a professional practice, with many companies designing and facili-
tating structured consultations that recognise the above principles. Within our own 
Australian context, the New Democracy Foundation4 is a primary source of infor-
mation, and in partnership with the case study university, ran DD courses which 
catalysed the conception and co-design of the present initiative.5 The use of DD 
to conduct an organisational consultation (as opposed to a citizen consultation) is 
novel, as is the focus on AI ethics. We now detail the institutional case.

Institutional Case

Like most universities, the University of Technology Sydney (UTS) captures an 
increasing quantity and quality of student and staff activity in the form of activity traces 
logged in online platforms. This raises important questions about how such ‘surveil-
lance’ capability is as transparent and beneficial as possible for all stakeholders, in 
order to preserve the community’s trust in a fast-moving area. The challenge of doing 
this well is the focus of the academic fields such as Learning Analytics, Educational 
Data Mining, and AI in Education. While educational technology (EdTech) covers the 
entire spectrum of software tools used to assist teaching and learning, we will use the 
term Analytics/AI-enabled EdTech (AAI-EdTech) to refer to the broad range of interac-
tive learning and teaching software using analytics or AI to make sense of student data.

UTS is active in deploying AAI-EdTech in its teaching, including active work on 
the ethics of such tools (Kitto & Knight, 2019) and how diverse stakeholders can be 
brought meaningfully into the design process (Buckingham Shum et al., 2019). UTS 
is scaling up the use of automated feedback to students using a range of platforms 
including provoking students to write in more academically rigorous ways (Knight 
et  al., 2020; Shibani et  al., 2020), providing instant feedback on learning disposi-
tions (Barratt-See et al., 2017; Buckingham Shum & Deakin Crick, 2012), enabling 
academics to provide timely, personalised feedback at scale (Lim et al., 2021, 2022) 
and enabling students and educators to reflect on face-to-face teamwork (Fernandez-
Nieto et al., 2021, 2022). The organisational strategy and practices required to invent 
and scale in-house AAI-EdTech have been the subject of considerable reflection 
(Buckingham Shum, 2023).

While UTS had the typical Privacy and Confidentiality policies in place, and all 
research is subject to the Human Research Ethics Committee (HREC), with the scal-
ing up of AAI-EdTech, UTS sought to institute:

4 The New Democracy Foundation https:// www. newde mocra cy. com. au
5 UTS Course: Leading Deliberative Democracy https:// open. uts. edu. au/ uts- open/ study- area/ busin ess- 
and- trans forma tion/ leade rship-- manag ement/ leadi ng- delib erati ve- democ racy
 UTS Course: Doing Deliberative Democracy https:// open. uts. edu. au/ uts- open/ study- area/ public- polic 
y-- gover nance/ doing- delib erati ve- democ racy

https://www.newdemocracy.com.au
https://open.uts.edu.au/uts-open/study-area/business-and-transformation/leadership--management/leading-deliberative-democracy
https://open.uts.edu.au/uts-open/study-area/business-and-transformation/leadership--management/leading-deliberative-democracy
https://open.uts.edu.au/uts-open/study-area/public-policy--governance/doing-deliberative-democracy
https://open.uts.edu.au/uts-open/study-area/public-policy--governance/doing-deliberative-democracy
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• Principles and policies to address the particular ethical issues that can arise 
with AAI-EdTech;

• A consultation process to engage the diverse community of students, tutors 
and academics in informed deliberation about their expectations and values with 
regard to AAI-EdTech.

With the growing use of AAI-EdTech, the Vice-President (Education & Students) 
requested that the research and innovation team in the division, the Connected Intel-
ligence Centre (CIC), coordinate the development of a set of ethical principles to 
inform policy around their usage. CIC identified the potential of DD processes as a 
participatory methodology to enable stakeholders to co-develop such a set of princi-
ples, as detailed next.

A critical element in a DD consultation is to design a brief: what is the DMP 
being asked to do? This must be suitably open-ended, but scoped to be tractable 
within the given constraints, making clear the deliverable. The planning team set 
this as the brief: “What principles should govern UTS use of analytics and artificial 
intelligence to improve teaching and learning for all, while minimising the possibil-
ity of harmful outcomes?”.

Project Design and Process

Central to the DD model is the sanctioning of the consultation by the institution’s 
senior leadership. Prospective participants were assured that the significant time and 
effort they would invest would not be wasted. The DD project was therefore pro-
moted and designed to make very clear the university’s interest in the outcomes. 
Since nobody is compelled to participate in such processes, there is an inherent 
response bias towards people who are willing to engage, but as noted above, random 
or stratified sampling is used to mitigate the biases of participants being dominated 
by particular sub-populations. The deliberative mini-public (DMP) was selected 
through stratified sampling from UTS sub-populations, as far as possible intersect-
ing a range of demographic attributes considered to be important, as summarised in 
Table 1: Gender, Indigenous (self-identified), English as a Second Language (ESL), 
Undergraduate (Years 1–4), Postgraduate, Staff (Academics and Tutors), and Fac-
ulty. A DMP of 20 was recruited from 131 applicants, which was considered to be 
a practical number for the intensive workshops, and all were asked to commit to the 
5-part workshop series. This recruitment process mitigates but clearly does not elim-
inate sampling bias, and the results should be interpreted within those limitations.

A DD facilitator external to UTS was appointed to design and run the process in 
close consultation with the UTS lead (author 2) and a core planning team. The DD 
process ran across five sessions over seven weeks. Due to the pandemic, the entire 
process was conducted under lockdown conditions, using Zoom for workshops, 
Google Docs for collaborative editing and Basecamp for messaging and document 
repository.

Over this period, the group practised skills in critical thinking, learnt AAI-EdTech 
terminology, how to write principles, and ways to test their level of consensus. The 
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group was also introduced to UTS systems, imaginary use cases/vignettes, as well 
as potential future scenarios. Guest experts based at the institution were invited 
who could describe how AAI-EdTech was already, or could in the future be, used 
at UTS, and the ethical aspects associated with each approach. Two external experts 
were selected to bring complementary expertise in technology ethics (author 1 and 
author 3). These combined activities and expertise strongly informed the co-produc-
tion of principles which were iteratively developed and refined over the course of 
the project with the whole DMP; alongside a core group of DMP members who 
volunteered to help shape the wording of the principles between the workshop ses-
sions. The output of Session 3 produced a work-in-progress draft of the principles, 
which went to a group of stakeholders whose teams would be expected to apply the 
principles, plus experts on learning analytics, ethics and social justice. In the clos-
ing workshop, four members of the DMP were elected by their peers to introduce 
the revised, extended principles to three senior leaders in UTS with different briefs 
for the responsible implementation of data, analytics, and AI. Table 2 provides addi-
tional details and the project website shows the participant recruitment details. The 

Table 1  The UTS Deliberative Mini-Public recruited through stratified sampling

Gender Indigenous ESL UG Yr Staff Faculty

Academics
  M No No Lecturer Business
  F No No Lecturer Design
  F No No Senior lecturer Science
  F No No Senior lecturer Transdiscip
  F No Yes Senior lecturer Transdiscip

Casual tutors
  M No Yes Art/SocSci
  M No No Eng/IT
  F No Yes Health
  F No No Law

Undergrads
  F No No 1st year Eng/IT
  F No No 3rd/4th year Transdiscip
  M No Yes 3rd/4th year Science
  M Yes No 1st year Communication
  M No Yes 2nd year Eng/IT
  F No Yes 2nd year Design

Postgrads
  F Yes No Health
  M No Yes Art/SocSci
  F Yes No Transdiscip
  M No No Transdiscip
  F No Yes Business
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recording of the DMP’s introduction to the final session conveys the passion and 
commitment that they invested in the whole process and the outcome. This video 
can be viewed, together with the final set of principles on the consultation website.6

Positionality Statement

No educational research is value-free, far less one in which the researchers are par-
ticipants. We recognise our bias towards hoping to see this pilot succeed, since we 
bring an academic interest in participatory approaches to educational stakeholder 
engagement in AI ethics. However, we consider that we have maintained appropri-
ate critical distance in the design and execution of this research, while making no 
claims to complete objectivity or control. Our positionality corresponds with the 
idea that the implementation of DD in higher education offers a ‘critical space’ 
for dialogue and inquiry which both exceeds traditional and neoliberal norms and 
invites new modes of scholarly participation (Mourad, 2022). Firstly, this was the 
first test of DD in an authentic, novel context, requiring wholly online interactions 
under demanding pandemic lockdown conditions. There was no guarantee that this 
experiment would work since much depended on whether the DMP members came 
to trust the process, each other, the facilitator and the experts. As we discuss later, 
creating the conditions for genuine co-production is not a formulaic process which 
can be engineered.

Specifically, the following details are relevant. Author 1 is affiliated with a dif-
ferent university to UTS, and was recruited to the project to observe the planning 
process and workshop sessions, and to co-design and conduct the interviews. She 
also served as an external expert in Session 2, facilitating discussion of the ethics of 
AI exam proctoring (Table 2). Author 2 has institutional ‘insider’ status, employed 
at UTS, and served as the project lead, co-designing the sessions, but not facilitat-
ing them (a professional DD facilitator was recruited for this). His position at UTS 
enabled him to recruit senior colleagues to provide feedback on the DMP’s draft 
and revised principles, but this also biased their selection. He did not conduct any 
interviews, in order to maintain appropriate distance from the interviewees. Author 
3 is affiliated with the same university as Author 1, and was recruited to the project 
to observe the planning process and workshop sessions. He jointly presented with 
Author 1 in Session 2, and co-designed but did not conduct the interviews.

Evaluation Method

Participants and Recruitment

The DMP participants were informed about the option to be interviewed at the 
final DD workshop, and via Basecamp (an online communication platform uti-
lised throughout the consultation). Author 1 (from outside UTS) conducted 

6 UTS EdTech Ethics Deliberative Democracy website: https:// cic. uts. edu. au/ proje cts/ edtech- ethics

https://cic.uts.edu.au/projects/edtech-ethics
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semi-structured online interviews, recorded via Zoom, between December 2021 
and February 2022. This study was approved by the UTS Human Research Eth-
ics Committee (ETH21-6615). Thirteen stakeholders across the three key groups 
were recruited for this study: students (n = 5), educators (n = 4), plus institutional 
leaders (n = 4) who were not part of the DMP but who had engaged at least once 
with the process to provide insight or feedback. This range of higher education 
stakeholders spanned the following groups: undergraduate and postgraduate stu-
dents, tutors and lecturers, plus middle and senior management.

Interview Protocol and Analysis

The design of the interview questions (Tables  3 and 4) was structured according 
to an analytic frame which spanned four key categories: perceptions of deliberative 
democracy, experiences of the deliberative democracy process, views and visions 
of the principles, plus recommendations for future deliberative democracy experi-
ments and shaping the future of AAI-EdTech. The subsequent analysis of interviews 
spanned multiple phases. First, preliminary insights from the interviews were sum-
marised according to the analytic frame’s four categories. Once the individual inter-
views were transcribed, the next phase involved highlighting key transcript excerpts 
to align with the analytic framing categories, which were then clustered according to 
each stakeholder group (students, educators, and professionals). This iterative pro-
cess resulted in an overview of multiple stakeholder group perspectives, from which 
key three themes emerged, detailed next. Author 1 led the interview analyses, a syn-
thesis of which was then refined in discussion with Authors 2 and 3.

Findings

Key findings and stakeholder insights are synthesised according to the following 
three key themes (Table 5):

1. A uniquely structured and supportive process involving a range of higher educa-
tion stakeholders;

2. Integration of situated knowledge and expertise to shape ethical principles about 
AAI-EdTech; and

3. An innovative approach to prioritise broader expertise and research about AAI-
EdTech (both in-house and third-party designed) within a university.

The organisation and permutation of these themes — across perspectives, con-
texts, and possibilities — reflects the range of conceptual, embodied, and antici-
patory aspects associated with these collective insights identified from students, 
educators, and leaders.
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Table 3  Interview questions for students, tutors, academics
Focus Questions

Role, motivation, prior knowledge/ experience of 
DD

1.   Could you please tell us a bit about your area of 
   study/work at UTS?

2.   How did you hear about the opportunity—and 
   what motivated you to take part?

3.   The advertisement linked to a webpage with  
   further details about the DD process. Had you 
   heard of, or participated in, a deliberative 
   democracy approach prior to this UTS event?

    • YES: what particular aspect of DD do you think 
    makes it different from other forms of  
    collaboration; how was the experience similar/ 
    different?

    • NO: what particular aspect of DD do you think 
    makes it different from other forms of  
    consultation?

Perspectives of process, communication/ informa-
tion, learnings

4.   How comfortable/engaged did you feel sharing 
   your thoughts and ideas over the course of 5 
    sessions? Did it change, or differ, over particular 
   sessions/activities? E.g. during break-out rooms, 
   whole-group discussions, in-between sessions, 
   study/work/home commitments

5.   A range of experts provided different perspectives 
   about AAI-EdTech. Could you share a few things 
   you learned from the experts?

6.   Prior to this event, were you aware that UTS had 
   designed some of the AAI-EdTech systems  
   discussed? What do you think these in-house- 
   designed tools offer which proprietary/for profit 
   tools don’t?

Perceptions of principles and future practices 7.   What advice would you provide to improve future 
   DD events at UTS? E.g. workshop activities, 
   communications, information packs

8.   How do you feel about being part of the student- 
   staff team which has co-designed this set of 
   principles for UTS? What particular aspect/ 
   contribution makes you feel that way?

9.   How would you recommend we communicate 
   these principles to UTS staff and students (both 
   new and the broader population)?

10. Who would you approach at the university if 
   you had concerns about a member of the UTS 
   community, or a newly introduced AAI-EdTech 
   platform, not abiding by this policy?

11. Would you like to be part of future DD events at 
   UTS? Why? Why not?

12. What is the one thing which you think is most 
   important for shaping the future of ethical AAI- 
   EdTech at UTS?

13. In closing, is there anything else you would like 
   to share about your participation/experience?
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Theme 1: a Unique and Structured Process Involving a Range 
of Higher Education Stakeholders

Theme 1 Perspectives

Students, educators, and leaders perceived this DD project as a unique opportu-
nity to participate in a curiosity-driven, applied, and dynamic process.

None of the students had prior experience or knowledge of DD. What sparked 
their interest to participate in this project ranged from: previous student partici-
pation experiences; curiosity about DD and how technology is changing; finding 

Table 4  Interview questions for guest experts/leaders

Focus Questions

Role, prior knowledge/experience 
of DD

1. Could you please tell us a bit about your
• Expertise
• Management/leadership role at UTS and departmental oversight
2. Had you heard of, or participated in, a deliberative democracy 

approach prior to this UTS event?
• YES: what particular aspect of DD do you think makes it different from 

other forms of collaboration; how was the experience similar/different?
• NO: from your understanding, are there aspects of DD that you think 

makes it different from other forms of consultation?
Perceptions of principles and future 

practices
3. Based on your management role/area of expertise, what do you 

think is most interesting about this set of proposed principles?
4. Selection of LA/AIEd tools in higher education
• UTS management: Do the proposed principles raise any implications for 

EdTech procurement and its introduction to teaching at UTS?
- Expert: What do you think UTS in-house-designed tools offer which 

external/proprietary tools don’t?
- What role does the procurement process play in the selection and 

development of AAI-EdTech tools?
5. What do you think are the benefits of the DD process which gener-

ated the principles?
6. Compared to other university principles, do you think there is 

anything that makes the UTS principles distinctive?
• Are you aware of other universities’ ethical principles around 

AAI-EdTech, or data/analytics/AI in general? If so, does this set of 
principles seem distinctive in any way?

• Do you think this set of principles adds anything distinctive to exist-
ing UTS principles/policies?

7. We’re also interested in understanding how ethical concerns related to 
AAI-EdTech can best be responded to within HE organisations:

• Management and experts: Principles such as these are no use if 
there is no accountability or process in UTS to handle concerns 
that they’re not being followed. Can you foresee any difficulties in 
implementing any of these?

• Experts: What do you think is best practice and/or emerging 
research in terms of ways organisations should be accountable

8. In closing, what is the one thing which you think is most important for 
shaping the future of ethical AAI-EdTech at UTS/in higher education?
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out more about AI and how to make it better; prior interest in democracy, devel-
opment, and decision-making; plus, how ethics and AI intersect in relation to 
both personal and professional contexts. For instance, one student’s interest was 
piqued to learn more about DD:

“I was like, how does that work? What’s that about? Let’s find out what 
that’s like!” (S1)

In reflecting upon their experiences of the DD process, student participants 
largely felt comfortable engaging in the process. Most students felt very comfort-
able in the breakout rooms. However, one student felt a sense of discomfort dis-
cussing an unfamiliar topic in a small group, while another was acutely aware of 
the uneven power dynamics between students and authority figures.

Educators were motivated to take part due to a range of reasons: knowledge of 
researchers associated with the project, interest in AI and how it could be applied 
to their work and research interests, as well as particular passions for the topics 
of inclusion and democracy. One educator communicated their strong interest in 
democracy and consensus:

“I have a fascination with, and a commitment to, and a passion for, consen-
sus, when it’s understood as being also the freedom to disagree. Not simply 
majority rule, as most people sadly think of it as.” (E3)

In reflecting upon their experiences of the DD process, educators communi-
cated varying levels of comfort. These levels changed depending on the activity; 
were at times constrained by the facilitation style and strict timekeeping; feeling 
that confidence was gained over time; and, that issues were more comfortably 
raised in the breakout rooms.

Leaders had awareness of DD, but limited experiences. Only one leader had 
prior experience of DD; with the others communicating awareness of DD, but no 
associated experience. One leader pointed out that they had never considered that 
DD could be applied in higher education:

“so I’d heard of this term in the past, but it was more kind of a school of 
thought in political theory, so I never thought that it can be applicable in an 
educational institution, you know, for such activities as well.” (L3)

All leaders highlighted the uniqueness of bringing together diverse perspectives over 
the course of the process.

Theme 1 Contexts

This project’s particular application of DD offered students, educators, and leaders a 
structured and contextual process built upon a culture of trust that scaffolded the con-
scious/careful elicitation of different stakeholder opinions and experiences.

All of the students communicated that there was something distinct about DD in 
practice, which differed from other forms of collaboration, such as: the diversity of 
participants and perspectives; a lack of hierarchy; a civilised process based on shared 
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responsibility; in-depth coordination and involvement of participations in shaping the 
outcome, and; the structure, deliberation process, and quick pace. Compared to other 
collaborations, one student noted, where:

“it’s normally around people who know what it is, and maybe that’s the field they 
work in, or study... [this DD process was unique] ...you could get perspectives 
that would be missed out in those other situations.” (S3)

All of the educators communicated that there was something distinct about DD in 
practice, such as: being a supportive process for participants with various abilities to 
communicate knowledge; a productive system for sharing agreement and disagree-
ment; a refreshing process because decisions were not made beforehand, alongside the 
involvement of both students and staff beyond one session; the particular importance 
of building trust and keeping end-view in mind; and, offering a different process and 
mindset to traditional product development. One educator strongly felt:

“that it was one of the best experiences I’ve had in a long time, in trying to get the 
committee to do work, or a group of people to do work who come from varying 
places with various knowledge sets, and various abilities, which is very impor-
tant.” (E1)

For leaders, DD in practice enabled new understandings, such as: interconnecting 
normally segmented opinions; an educative process informed by people’s lived expe-
riences; a process of information exchange and shared decision-making powers; and, 
building a culture of trust, honesty and transparency. For one leader, the DD process 
was supported by a:

“culture of honesty and transparency... there was clearly a strong sense of already 
established trust within those working groups, because people were very honest 
about their experience. Like, there was no holds barred. People would say, “Oh, 
this just doesn’t work!” and “I hated this!” and “This has completely ruined my 
working life!” and stuff like that” (L4).

Theme 1 Possibilities

Students and educators identified a range of possibilities to improve the process for 
future DD experiments, such as more time and space to prepare and enhance contri-
butions within the group, alongside ways to surface broader project linkages and test 
the final output.

Recommendations from students included: more homework between sessions, 
more varied activities and opportunities to collaborate with peers and experts (such 
as extra use of online platforms for questions/conversation/dialogue, as well as gen-
erally more time and the value of emphasising diversity. More advance preparation 
and overview of the process was proposed, especially that:

“given the time frame, that was a huge challenge to being able to provide an 
opinion, provide your voice, and actually kind of hash out a lot of the details.” 
(S5)
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Recommendations from educators included: recognising that communication 
platforms are necessary, but that not everyone likes using them; making clearer that 
the limited timeframe and process means that the final output will not be perfect; 
value of continually updated information pack; opportunity for more diverse facilita-
tion; testimonials about people’s experiences; plus involving experts in earlier work-
shops. An educator with a product development background also highlighted the 
importance of a broader perspective of the project, as a way of testing the principles:

“I need to get a very broad view of everything before I feel comfortable, 
because without that, I can’t see the linkages.” (E4)

Theme 2: Integration of Diverse Knowledge and Dialogue 
to Deliberate Ethical Principles about AAI‑EdTech

Theme 2 Perspectives

Students, educators, and leaders viewed this DD project with a sense of pride and 
achievement which involved unsettling views about roles, belief systems, and man-
dates with a set of principles distinct across organisational, sectoral, and policy 
levels.

Students communicated a range of positive emotions about their involvement and 
contribution to the co-produced principles: feeling invigorated and excited, pride 
and enjoyment, as well as a sense of reward and empowerment. One student com-
municated a strong sense of responsibility and hope that the principles could inform 
continued conversations within the university:

“I did not have any experience with being tasked with such a big responsibil-
ity to come up with principles that would affect everyone at the University. All 
the stakeholders. So, it was a genuinely proud moment when we finished, but 
I’m just interested in how this conversation goes on, moving forward, and as 
we discussed in the final meeting, we would really like it not to be a full stop; 
rather, an ongoing conversation.” (S2)

Educators also communicated a range of positive emotions and powerful feel-
ings about the co-produced principles: especially a strong sense of satisfaction, pride 
and positivity in the end achievement and result, plus that such a process was long 
overdue. One educator felt that the DD process was a refreshing and respectful space 
for authentic dialogue which in their view is increasingly uncommon at universities 
whose cultures can inhibit open discussion:

“I think respect is everything, and I think there was something respectful about 
being able to participate in something and have a voice, and I also think that 
there was something very respectful in having students and staff at the same 
level.” (E2)
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The leaders viewed the principles as distinct across organisational, sectoral, 
and policy levels. The principles were seen as being a leading-edge, practice-based 
approach unique to the university. This was because:

“it was the University looking at its own practice. So, rather than just going 
out and telling everyone else what they should do, and teaching a whole lot of 
other people what they should do, it was actually about the University seeking 
to be best practice in this space as well, in relation to the enormous amounts of 
data and information and use of new technology that universities undertake.” 
(L4)

Theme 2 Contexts

This DD project involved students, educators, and leaders in an interactive informa-
tion exchange which relied upon contextually testing what is reasonable by empow-
ering participants to transgress preconceived notions and generate new knowledge.

Students communicated the intense value of collaborating with diverse stake-
holders, such as: hearing in-depth views from experts and others; a sense of enjoy-
ment from hearing different views and opinions to help shape the principles; and 
the value of interacting with people beyond their regular study or social circle. 
One student highlighted the sense of enjoyment they felt about collaborating with 
the different educators and students in the group and that the experts helped them 
to understand different views to help shape the principles. In particular, they raised 
the example of being surprised to hear that nursing students were wearing trackers 
(on simulation wards), which they viewed as a good way to encourage everyone 
to think about other contexts, uses, and perspectives of technology to inform the 
principles:

“if we didn’t interact, then we could be coming to different conclusions about 
what we think is important. So, just being able to chat with other people and 
learn that kind of stuff, I think that was really useful for coming up with the 
principles that would benefit everyone in the University.” (S3)

When asked to specifically recall what they learnt from the process, students 
highlighted a range of topics, such as: hearing from the university’s examinations 
coordinator how the ProctorU automated exam invigilation platform was managed; 
how EdTech operates within the organisation; how to efficiently run meetings; plus 
learning about the value of ethics and multiple perspectives for data science.

Key learnings identified by educators about DD in practice spanned the impor-
tance of language and testing, seeing how technologies were used in practice, and 
that knowledge levels rise over time. For example, knowledge integration involved 
being introduced to new language and key concepts in discussion with experts (such 
as learning about the distinction between ‘access’ and ‘equity’, and the value of 
‘testing’). Over time, this informed dialogue and the selection of key words for the 
co-produced principles, for instance:
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“So, dignity was one that got captured in the document. So, these are ones 
that you don’t typically see in governing documents. So, I remember all of the 
words. And you had normal, day-to-day words that are always used in these 
things. Harmful, hurt, pain, suffering. You hear those. But there were particu-
lar words that are not typically been in governing documents and behaviours 
attached to those that we used that kind of stood out with me” (E1).

Characteristics of DD in practice observed as distinct by leaders involved actively 
challenging preconceived notions with an information exchange that empow-
ered participants to generate knowledge and policy. In contrast to reactive ways of 
extracting knowledge from users, DD offered an inclusive knowledge integration 
approach:

“I guess the unique thing about deliberative democracy is that it is a form of 
knowledge generation that emerges from the subjects [...] this is placing an 
emphasis on the user as a generator of knowledge, as an originator of knowl-
edge and policy.” (L2)

Theme 2 Possibilities

Students, educators, and leaders identified a range of possibilities for commu-
nicating and implementing the principles, including: online and in-person media, 
events, training/learning modules, and ongoing research to build a strong, education-
focused evidence base.

Students shared a range of ideas for communicating and implementing the prin-
ciples, such as: emails and social media; events and discussion forums to get feed-
back; plus, ongoing review with key decisions-makers. For example, rather than 
being ‘hidden’ in policy documents where no-one can find them, a student proposed 
the idea of integrating the principles into a module:

“I feel like in terms of using the principles, making sure they’re used when 
the actual technology’s implemented, I think having some sort of module in 
the orientation for students, and I guess for staff as well, to kind of introduce 
them to the ideas might be a helpful way to kind of prepare them and make 
sure you’re getting informed consent about the different technology when 
they start studying at UTS.” (S1)

Varying ideas from educators for communicating and implementing the prin-
ciples spanned participation information, multimodal website assets, and trans-
lating the principles into action. One educator stated the need to ensure that the 
principles are framed as action-guiding to support decision-making and judge-
ments driven by human learning and educative agendas:

“Because if you just leave principles as they are, there’s a terrible tendency 
for them to be seen as laws. There’s some kind of universal law, some kind 
of universal principle. No, no, no. ... Action-guiding. Circumstances are 
going to change. We need to see what the principles are that are going to 
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help us make decisions, because ultimately – and here is where I will finish; 
not now, but later on – ultimately, we’re educating people for judgement.” 
(E3)

Ideas from leaders about communicating and implementing principles focused 
on addressing tensions between principles and practice. The principles were strongly 
recognised as aspirational in light of multiple challenges of operationalisation, 
including issues of digital divide and literacy issues. One leader focused on identify-
ing the tensions associated with accountability, especially in relation to third-party 
software:

“the assumption there is that the University actually has the power to define 
the policies of educational technology when, actually, the way that it usually 
works is that we have vendors who are making changes all the time to the rules 
that govern the software that they’re deploying.” (L2)

Theme 3: an Innovative Approach to Support Ongoing Research 
and Broader Expertise about AAI‑EdTech (Both In‑house 
and Third‑party Designed) within a University Community

Theme 3 perspectives

Students, educators, and leaders, with diverse disciplinary backgrounds and exper-
tise, viewed next steps for this DD initiative as translating and adapting the prin-
ciples into action with continued inter/transdisciplinary research that re-imagines 
expertise, procurement and student-staff support in light of social justice, wellbeing, 
and democracy.

All students expressed interest in future involvement, especially if it is a topic 
they are interested in, alongside broader interests to continue shaping the future of 
ethical tech with the broader university community. A student expressed the impor-
tance of continual adaptation and improvement in relation to students and broader 
social and technological change:

“I think it’s really important that we kind of have this sort of spirit of con-
tinuously improving and adapting to our students and the world around us 
and how…continually look at how the EdTech actually impacts stuff, right, 
because the last thing we should do is say, “Hey, we said these, and now these 
are set in stone; they’re forever.” We don’t know, you know, what changes the 
world, how it might impact the world in the future, so I think we should con-
tinually reassess and improve, and as new technology comes along, also reas-
sess and improve.” (S5)

When asked who they would approach if they wanted to raise issues or concerns 
about an existing or new technology, students were largely not sure, but identified 
possibilities such as: the DD project lead; a lecturer, tutor, course director, or student 
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centre representative (though they might not be able to answer query); or, a course 
coordinator, or dean of the college/faculty.

All educators would participate again, especially if it was something that sparked 
their interest of passion; because of the well-structured process; being a ‘game-
changer’ process; plus, the opportunity to contribute to change and develop not just 
discipline-based graduate attributes, but also inter/transdisciplinary values – such as 
social justice. One educator shared their hope that the University would continue to 
lead in this space so as to demonstrate its institutional values:

“if we are about social justice, this is a great social justice initiative as much 
as anything else. If we’re about social impact, it’s about social impact. You 
know? And we need to put our practices where are marketing documents are. 
We all know the words for it. We all read the words for it. But we need – things 
like this are the kind of thing we should be doing.” (E2)

Leaders identified the complexity of dealing with technology-related concerns 
and issues, such as: privacy and consent being tricky issues for people to navigate; 
and that the principles offer a way of supporting dialogue with students. Embed-
ding ongoing research about the university community issues and concerns would 
be a valuable way to respond to people’s experiences and ideas for change, which 
cannot be addressed one discipline, or sector. One leader communicated the need 
for being more thoughtful and mindful about purchases, and the interconnections 
between existing and new technologies which raise ethical issues beyond privacy 
and bias, such as:

“the inequalities that you could be locking into the process by using EdTech 
in ways that weren’t thoughtful and well-understood, let alone actual access to 
technology, so the more you move in the EdTech direction, including tools that 
are AI tools, or immediate feedback tools or whatever it is you’re doing, you’re 
potentially excluding a vast majority of people from those processes.” (E4)

Theme 3 contexts

This DD project enabled students, educators, and leaders to learn about in-house, 
locally-designed tools that offer contextualised, trusted systems which prioritise teach-
ing and learning, plus can be tweaked and controlled more than third-party tools.

Students identified a number of advantages of university designed tools/system, 
such as: they can be more tailored and effective, give university more control over data 
and transparency; prioritise support for students and teachers; offer a clear history of a 
tool’s development and use and how it corresponds with the dynamics and diversity of 
teaching and learning; plus, potentially offer more privacy, flexibility and opportunity 
to customise. In-house designed tools were viewed as more effective because they are 
tailored to specific contexts and tasks. One student identified a further value of in-house 
designed systems was that the history, or provenance, of a tool could be communicated:

“I do believe that tools that are designed by the University, they have a clear his-
tory. They have a clear history because the University would have identified a 
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problem, and out of that problem they designed that particular software. Unlike 
for-profit tools that people develop, even though they are developed to solve a 
problem, but that problem is more business-driven, and business solution, than 
UTS would have done their own.” (S4)

Advantages of in-house tools identified by educators included the advantage of 
designing and researching tools to specifically serve the university community span-
ning academics, students, and support staff. One educator also highlighted that in-house 
designed tools offer more adaptability and opportunities for sector-leading research:

“It also allows us an amazing thing in the research space, because we should lead 
in this space, and for us to design in-house, it’s not just about us being able to 
deploy things well and design things well and to be able to tweak things well; we 
need to be leaders in this space, and we need to be thought leaders in this space, 
so to design things in-house and to have processes like this deliberative democ-
racy thing, and to have it ongoing, and to have rigorous discussion and a safe 
space for that rigorous – and respectful – space.” (E2)

Advantages of in-house designed tools recognised by leaders included more con-
trol over systems and rules, plus being specifically designed. For example, advantages 
include:

“the control that you can have over the system and the rules that are embedded 
within those systems. So yeah, the more locally that software is designed for, is 
better.” (L2)

In-house designed tools were also seen as offering a more personalised approach 
and feedback functionalities.

Theme 3 Possibilities

Students, educators, and leaders identified the potential of this initiative as an 
ongoing conversation that respects openness, diversity, human decision-making, 
and the stewardship of learning, tools, and evaluations aligned with public trust 
and benefit.

Key areas identified by students as central to shape the future of ethical tech 
at the university included an ongoing conversation, and informed consent. An 
important thing identified to shape the future the future of ethical AAI-EdTech 
was diversity, which:

“should be harnessed in the process of going into the future, where people 
feel more comfortable and empowered for who they are, and the community 
they belong to, which is the UTS community. If their diversity is respected, 
and if they are feeling so empowered for who they are, then the future of 
technology can really be great for UTS, because people feel more comfort-
able with the usage of any technology.” (S4)

Educators stressed the value of human decision-making, control and com-
munication, interdisciplinary learning and public trust for shaping the future 
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of EdTech. One educator highlighted the importance of human agency and 
control, in particular, that decision-making powers are a dynamic and shared 
responsibility:

“That humans are decision-makers, and they need to control it. They have 
– they should have the final control. Right? I think that’s the one thing…to 
position that perspective as humans as decision-makers, it’s hard – it’s going 
to be ignored that decision-making means that they have the power, but not 
all the time. The power is a shared power, depending on who the decision-
maker is.” (E1)

Furthermore, another educator noted that technologies should not be:

“at the cost of human-to-human relations. Not at the cost of human-to-
human relations and learning. Not at the cost of public trust.” (E3)

Key areas identified by leaders as central to shaping the future of ethical 
EdTech at UTS including openness, changing mindsets with training, ongoing 
evaluation of tools, balancing between new tools and ethical considerations. One 
leader identified staying at the cutting-edge of being a public purpose university 
of technology and keeping students at the heart of that purpose as essential:

“It is actually putting the student at the heart of why EdTech exists, and that 
has to have an equity lens [...] So, where is there EdTech that actually can 
increase learning outcomes? You know. So, not being anti-technology, but 
being really explicit about the outcomes you want to see from that technol-
ogy, and anything purchased by any university should have public benefit, 
and student learning at the heart of its purpose.” (L4)

Discussion

The real world impetus for this case study and co-production process was that a 
university needed answers to the new challenges raised by AAI-EdTech, namely: 
“What principles should govern UTS use of analytics and artificial intelligence to 
improve teaching and learning for all, while minimising the possibility of harmful 
outcomes?” While the university could have simply announced a set of principles, it 
instead sought to explore this challenge via ethical co-production within its diverse 
community. The first contribution this paper seeks to make has been to evaluate the 
resulting DD initiative, from the viewpoint of participants, as we have just detailed.

The second contribution we seek to make is to examine DD as a particular mode 
of co-production that can respond to the complex challenges and ethical issues asso-
ciated with AAI-EdTech. In this concluding discussion, we aim to identify the pos-
sibilities and limits of DD as a form of co-production. This discussion is therefore 
framed by the following aspects: situating co-production; outcomes of co-produc-
tion; recommendations for designing co-production; and, navigating constructive 
interactions with society and culture (Wyborn et al., 2019).
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Situating Co‑production

Co-production is not a formula which can be imposed or implemented. Co-pro-
duction is always situated within particular contexts involving diverse actors in a 
‘joint effort’ which “results in some product, service, or body of knowledge that 
contributes to addressing an issue of shared concern” (Wyborn et  al., 2019, p. 
331). In this study’s context, DD offered a practical process toolkit for co-produc-
ing AAI-EdTech ethics principles. It enabled a university to recruit and facilitate 
a representative “mini-public”, building their knowledge, skills and dispositions to 
reach consensual, workable agreements, avoiding the polarisation that comes when 
unfacilitated (and often uninformed, poor quality) argumentation is dominated by 
opposing activists. Participants collectively viewed their involvement in the process 
as dependent upon creating a culture of trust that scaffolded conscious elicitation of 
different stakeholder opinions (Theme 1 contexts). The high quality of deliberation 
that is accomplished when the process works well cultivates new ideas, and a strong 
sense of ownership to see the insights and their rationale understood and applied. 
Importantly, the mini-public should be sanctioned by leadership, with a commit-
ment that the decisions matter; depending on the context, the outputs may be one 
of many inputs to a policy consultation, or the primary input – what is critical is 
that the mini-public is not seen as a tokenistic exercise (Farrell et al., 2019). In this 
project we saw passionate stakeholders who grew to trust the process, were proud of 
their accomplishment, and wanted to stay engaged. In addition, on the evidence of 
this experience, it seems fair to judge the current draft principles as ‘good enough’, 
because the process had the necessary integrity for participants to trust it, and they 
converged on a set of principles that they felt represented fairly the diversity of per-
spectives. This served to move the conversation forward with the university’s leader-
ship, providing a good foundation for the implementation stage, and ongoing dia-
logue. In doing so, this accords with a new generation of deliberative democracy 
research spanning a “deliberative system” (Elstub et al., 2016) which situates delib-
eration as a communicative activity, occurring across multiple sites, and the vital 
need to address interconnections between different stakeholders and spaces.

The institutional case presented in this paper offers an exemplar for other institu-
tions to trial and test this novel methodology in their own situations, or contexts. 
The pandemic lockdown necessitated that the mini-public be conducted wholly 
online, and, recognising the stress and fatigue that the pandemic placed upon the 
general population meant that preparation time expectations were kept to a mini-
mum. Importantly the scope of project-specific expectations and goals must be 
clearly communicated, as timeframes for mini-publics differ largely depending on 
resources available.

Given more time, there could doubtless have been additional expert input, deeper 
learning, more stakeholders, and extended deliberation, all possibly leading to a dif-
ferently articulated set of principles. One could have further democratised the pro-
cess by making the definition of the brief consultative, which might have questioned 
its assumptions. However, given the constraints which will always govern consulta-
tions, the DD process can be judged to have been a success relative to the context of 
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co-production: the university now had a plausibly representative expression of the 
community’s values, interests and concerns in response to the challenge.

Outcomes of Co‑production

As a multi-level phenomenon, the outcomes of co-production seek to “impact the 
individual, community, and even knowledge systems scale” (Wyborn et  al., 2019, 
p. 332). AI and technology policy developments signal the need for better under-
standing of the contextual, on-the-ground implications of emerging technologies. 
No matter how successful such a co-production process is, if it leads to no change, it 
has failed. Participants in the DD process viewed the co-produced principles as not 
only unique to the organisation, but also as leading university sector responsiveness 
to AAI-EdTech ethics. It is significant to note that following this DD process, its 
findings were very positively received by the university’s Data Governance Board, 
who further recognised the need for a wider policy articulating ethical principles to 
govern all uses of AI. The second author was deeply involved in the cross-univer-
sity group drafting this, consulting with three members of the DMP to ensure that 
it aligned with the EdTech Ethics principles. In Sept. 2022, UTS formally approved 
its AI Operations Policy7 and the procedures to implement it, also forming an AI 
Operations Board to which the Students Association elects a representative to main-
tain the student voice. The subsequent emergence a year later of generative AI tools 
such as ChatGPT8 introduced new ethical dilemmas related to learning, academic 
integrity, and procurement, around which a new Student Partnership in AI has con-
tinued consultations.9

In this study, the repercussions of co-production impacted individual, community, 
and knowledge systems scales. For example, intensive collective learning enabled 
study participants to quickly learn about a range of AAI-EdTech tools and ethical 
issues – a unique form of specialist insight and expertise which not only informed 
the principles, but which can also be mobilised across participant networks beyond 
the study. This can unsettle traditional notions of researcher-participant roles and 
sites of research, as the status of expertise is mobilised in different ways for par-
ticular contexts. Study participants viewed next steps of this initiative as translat-
ing and adapting the principles into action with inter/transdisciplinary research that 
re-imagines expertise, procurement and student-staff support in light of social jus-
tice, wellbeing, and democracy (Theme 3 perspectives). For example, the value of 
an interdisciplinary approach was highlighted as key to ensuring the principles were 
informed by multiple perspectives, so as to keep the human ‘in the equation’, and to 
provide more diverse student and staff support (in terms of existing concerns or com-
plaints about existing or introduced technologies). Bringing in more varied expertise 

7 UTS Artificial Intelligence Operations Policy: https:// www. uts. edu. au/ about/ uts- gover nance/ polic ies/ 
uts- policy/ artifi cial- intel ligen ce- opera tions- policy
8 OpenAI: ChatGPT https:// openai. com/ blog/ chatg pt
9 Student Partnership in AI Ethics Consultation: https:// cic. uts. edu. au/ proje cts/ ai- ethics- consu ltati on- 
2023

https://www.uts.edu.au/about/uts-governance/policies/uts-policy/artificial-intelligence-operations-policy
https://www.uts.edu.au/about/uts-governance/policies/uts-policy/artificial-intelligence-operations-policy
https://openai.com/blog/chatgpt
https://cic.uts.edu.au/projects/ai-ethics-consultation-2023
https://cic.uts.edu.au/projects/ai-ethics-consultation-2023
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to inform the procurement process was also identified as key, which accords with 
growing calls for broader cross-sectoral and public involvement in transdisciplinary 
research to address systemic and societal issues. Notably, participants also strongly 
communicated that values associated with social justice, wellbeing, and democracy 
should guide AAI-EdTech tools and ethics. How often abstracted concepts and val-
ues can be operationalised and mobilised across the distributed expertise of a uni-
versity community and associated partnerships seems a rich area for future research.

Another impact upon the knowledge-system scale was the ongoing implications 
of the co-produced knowledge and principles within, and beyond, the institution. 
Collectively, participants stressed the importance that this initiative be an ‘ongoing 
conversation’ that expands to involve the broader university community. In addition, 
the openness to diversity and the value of human decision-making were seen as cen-
tral components to inform a form of shared governance – or collective stewardship 
– that would guide the ongoing development and evaluation of AAI-EdTech tools. 
Of primary importance was that public trust and benefit should be at the heart of this 
collective control and care of AAI-EdTech tools for learning and teaching.

Recommendations for Designing Co‑production

To inform learnings about the co-production process, we discuss key insights across 
the preparing, managing, and sustaining phases.

Preparing

Preparing for co-production “sets the foundation for the process” (Wyborn et al., 
2019, p. 332) in terms of building relationships and making both processes and 
expectations transparent. In this study, the DD mini-public committed to shared 
learning about the topic from expert witnesses, appointed not only by subject 
matter experts supporting the process, but also by the mini-public. The mini-pub-
lic was also coached on their critical thinking and teamworking skills. Study par-
ticipants viewed the process as an interactive information exchange which relied 
upon testing what is reasonable by empowering participants to transgress pre-
conceived notions and generate new knowledge (Theme 2 contexts). Examples of 
resources which scaffolded shared learning included: critical thinking exercises, 
an information pack, an online communications platform where questions could 
be posed and answered, as well as a variety of whole group and break-out group 
activities with different experts.

Managing

The logistics, relations, and resource capacity of managing co-production can 
“increase capacity of participants while expanding the available knowledge base 
to solve a problem” (Wyborn et al., 2019, p. 334). The DMP committed to ‘rules 
of engagement’ including giving reasons for views, fairness, equality of voice, 
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and openness to difference (Farrell et  al., 2019). The structured, closely facili-
tated process shaped this deliberative space where varied stakeholder views could 
be aired and explored so as to infuse the co-produced principles. In this study, 
the novelty of hearing simultaneously from a range of higher education stake-
holders was viewed as valuable for better understanding multiple perspectives of 
AAI-EdTech – such as the experiences of students and educators which are not 
commonly addressed in procurement and strategic decision-making procedures. 
We propose that a particular type of ‘deliberative dialogue’ about specific and 
situated technological practices was enabled, whereupon: pre-conceived roles and 
beliefs could be momentarily suspended, an openness to different perspectives 
and experiences were accepted, and a trusted place was created where reasons for 
views could be surfaced and integrated to inform cooperation toward a common 
goal.

Pragmatically speaking, DD brings financial costs, firstly of a facilitator (unless 
this is volunteered within the institution), plus fair recompense to students and cas-
ual staff for their time. Possible objections to this cost must be weighed against the 
risks and costs of any or all of the following: (i) losing the trust of the university 
community that the institution is deploying AAI-EdTech in an ethical manner; (ii) 
procuring technologies that inadvertently violate the university’s ethical principles 
due to inadequate consultation with students and staff on the use cases; and (iii) a 
breakdown in technology-enabled ethical behaviour on the part of staff or students, 
whether through ignorance or intent. We would assert that this is a conversation 
worth investing in, worth sustaining, and worth conducting to a high standard.

Sustaining

This phase draws critical attention to the broader contexts of co-production, in 
particular: “Failure to account for the institutional context in which a given inter-
vention is situated may result in ostensibly successful projects meeting a dead end 
when it comes to creating lasting change” (Wyborn et al., 2019, p. 335). A related 
key aspect of DD is opening up the decision-making process to diverse stakehold-
ers so as to increase the diversity of perspectives, ideas, and action. For example, 
as an idea to inform the future of AAI-EdTech tools and ethics, in this study par-
ticipants learnt about in-house, locally-designed tools that offer tailored, trusted 
systems which prioritise teaching and learning, offering greater control than third-
party tools (Theme 3 contexts). These insights signal the potential of future research 
and funding opportunities focused upon the co-design of system/tool development 
within – and between – universities. While in-house AAI-EdTech research is wide-
spread, scaling innovations to enterprise grade deployment with staff development 
is complex (Buckingham Shum, 2023) and most universities procure commercial 
services. In this regard, the DD consultation identified potential in more participa-
tory approaches to AI procurement which involve a wider range of higher education 
stakeholders in the decision-making process. However, a key issue raised by some 
participants was the need to understand broader project linkages, implications of 
cost-effectiveness, and the increasing power of EdTech vendors over organisational 
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autonomy: this is a political economy dimension of AAI-EdTech that could be 
explored in future studies.

Co-production in this study is a demonstration of testing – and transgressing 
– existing preconceptions and knowledge claims about AAI-EdTech tools and eth-
ics. For example, a participant recalled an expert who proposed the value of ‘testing’ 
to find out what is reasonable in terms of shaping the principles. We argue that the 
combined critical thinking and teamwork aspects of this study’s methodology helped 
to shape a ‘testing-ground space’ for cooperative learning about what is collectively 
reasonable in terms of institutional responsiveness to AAI-EdTech tools and ethi-
cal concerns. DD mini-publics are typically discrete events responding to particular 
dilemmas and controversies; however, scaffolding means that shared learning occurs 
not only within a given timeframe of a project or controversy, but also embeds sup-
portive structures well beyond the initial consultation and participants.

Navigating Constructive Interactions with Society and Culture

Co-production in practice highlights the value of taking into account the “broad-
reaching social and cultural norms that underlie knowledge systems, interventions, 
and even interactions between individuals” (Wyborn et al., 2019, p. 335). We pro-
pose that the COVID-19 pandemic brought to sharp relief an ongoing socio-tech-
nical controversy: how society, and educational institutions, utilise and consider 
emerging technologies for new forms and scales of personal and public surveillance, 
communication, and decision-making. A key imperative for the university sector in 
the COVID-19 era is institutional responsiveness to the introduction of AI-driven 
educational practices. Even post-lockdown, many universities are continuing with 
remote proctoring: which is viewed as the ‘new normal’. This particular controversy 
reflects broader concerns about technologies introduced during emergencies/cri-
ses. During such intense events, the rapid implementations of socio-technical inno-
vations are often initially thought of as temporary measures – which then become 
normalised, and eventually mainstreamed. Even before the pandemic, there were 
growing calls for new ways to involve broader stakeholders in deliberation and deci-
sion-making about increasingly sophisticated AI and data-driven technologies which 
promise to offer new levels of responsiveness based upon data-driven personalisa-
tion, prediction, and pedagogy. This study responds to the limits of existing ethical 
approaches to emerging analytics and AI enabling technologies that underpin inno-
vation across a range of products and domains – which are distinct from stand-alone 
technologies that are limited to one application domain (Brey, 2017).

Overall participants collectively perceived navigating the DD process as a curi-
osity-driven, applied, and dynamic process (Theme 1 perspectives). In doing so, the 
value of this paper’s focus upon dilemmas and specific socio-technical controver-
sies foregrounds three key elements: first, discovering how emerging technologies 
function for particular education-related tasks; second, that there is often no neat 
solution to deal with the complexity of social and technical concerns, both foreseen 
and unforeseen; and third, that ethical implications are messy, uncertain, and always 
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contextual for particular stakeholders and organisations. A specific example was the 
procurement by many institutions of commercial services providing online, remote, 
and in some cases AI-automated, invigilation of examinations, which sparked wide-
spread debate when the technology was rapidly applied worldwide to monitor uni-
versity students during the pandemic lockdown (Coghlan et al., 2021; Sefcik et al., 
2022). This is because we had the university’s lead practitioner to explain the safe-
guards that were put in place for students who could not, or did not want to, use the 
technology – alongside researchers to explain how the system worked in relation 
to ethical implications. That session changed some DMP participants’ perspectives 
about the role of ProctorU, especially the ways in which universities can manage 
the introduction of third-party software. Significantly, the expert witness noted that 
the session’s productive dialogue stemmed from a clear focus upon deliberating the 
functionality, ethical issues, and application of the technology in a specific univer-
sity context. The example of the ProctorU session demonstrates how an ethically 
sensitive tech product can be interrogated productively and pragmatically, when the 
right deliberative context is established.

Conclusions

The COVID-19 pandemic triggered a range of ethical concerns and responses to 
AAI-EdTech. The controversial dilemmas associated with AAI-EdTech span mul-
tiple issues, such as privacy, consent, access, and inequalities. This was the impe-
tus for UTS to identify the need to institute principles and policies to address the 
particular ethical issues that can arise with AAI-EdTech; and a co-production pro-
cess to engage the diverse community of students, tutors and academics in informed 
deliberation about their expectations and values with regard to AAI-EdTech.

Methodologies to investigate ethical issues associated with the rise of AAI-
EdTech via a consultation process with diverse higher education stakeholders are 
under-theorised and under-examined. In this paper we have presented the potential 
of DD as a co-production approach, which can: (i) generate principles to address the 
particular ethical issues that can arise with AAI-EdTech; and (ii) facilitate a con-
sultation process to engage a diverse community of students, tutors and academics 
in informed deliberation about their expectations and values with regard to AAI-
EdTech, building rather than eroding their trust.

To our knowledge, this is the first application of DD for AI ethics, as is its use as 
an organisational sensemaking process in education. This work responds to calls for 
more interdisciplinary explorations of co-production and how it operates in prac-
tice (Bandola-Gill et al., 2022). In doing so, there is potential for future research to 
explore other co-production processes, such as ‘technical democracy’ (Callon et al., 
2001) to understand its similarities, and differences to DD within educational con-
texts (Gulson et al., 2022; Thompson et al., 2022). There is also a recognised need 
to further pilot and extend the knowledge network of DD ‘critical spaces’ in higher 
education, which could involve collaboration between universities and communities 
across multiple countries (Mourad, 2022). More broadly, feminist and decolonial 
perspectives could also help to examine the conditions and limits of iterative design 
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approaches with communities, which requires reconfiguring research beyond tradi-
tional project funding and implementation life-cycles (Dourish et al., 2020).

On the evidence to date, Deliberative Democracy, even when conducted wholly 
online under COVID-19 lockdown conditions, would appear to offer educational 
institutions an approach to address the urgent need for meaningful student/staff con-
sultation on the ethical implications of introducing AAI-EdTech into teaching and 
learning. The implementation process is now beginning, which we are tracking with 
equal interest. Members of the DD researcher/practitioner community have advised 
that the application of DD for institutional consultation, wholly online, and about 
this topic, is a combination of novel features that has not been seen within the DD 
research literature, so we are considering how best to engage that community. The 
DMP’s work helped to catalyse a new university policy on AI ethics, and work is 
now well under way designing/evolving the governance instruments and procedures 
to ensure that this translates into action.

In closing, we propose that our evaluation of this novel methodology offers 
valuable co-production insights to inform university sector responsiveness to AAI-
EdTech. We have discussed the specific context and constraints under which this 
study was conducted, but maintain that the issues and findings transcend the specific 
context, which operates in a similar manner to many other universities. We hope this 
multi-level process and its outcomes will be of wider interest to different university 
communities and the education sector more broadly, as a novel and productive way 
to co-produce AAI-EdTech ethics with diverse stakeholders.
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