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Abstract
Location based social networks, such as Foursquare and Yelp, have inspired the 
development of novel recommendation systems due to the massive volume and mul-
tiple types of data that their users generate on a daily basis. More recently, research 
studies have been focusing on utilizing structural data from these networks that 
relate the various entities, typically users and locations. In this work, we investigate 
the information contained in unique structural data of social networks, namely the 
lists or collections of items, and assess their potential in recommendation systems. 
Our hypothesis is that the information encoded in the lists can be utilized to estimate 
the similarities amongst POIs and, hence, these similarities can drive a personal-
ized recommendation system or enhance the performance of an existing one. This 
is based on the fact that POI lists are user generated content and can be considered 
as collections of related POIs. Our method attempts to extract these relations and 
express the notion of similarity using graph theoretic, set theoretic and statistical 
measures. Our approach is applied on a Foursquare dataset of two popular destina-
tions in northern Greece and is evaluated both via an offline experiment and against 
the opinions of local populace that we obtain via a user study. The results confirm 
the existence of rich similarity information within the lists and the effectiveness of 
our approach as a recommendation system.
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1 Introduction

1.1  User generated content and recommendation systems

Point Of interest (POI) ratings and recommendations are valuable to tourists and 
enable them to explore new places to visit. It is, therefore, no surprise that there 
is plenty of active research on recommender systems that, using data from various 
sources, are able to make personalized venue recommendations. Traditionally, these 
systems have been relying on text, image or other multimedia content, but with the 
rapid development of online social networks (OSNs) and location based social net-
works (LBSNs) (Zheng and Zhou 2011), such as Foursquare and Yelp, link analysis 
based approaches have gained significant popularity. These LBSNs acted as cata-
lysts to provide an abundance of various forms of data to either inspire the devel-
opment of novel recommendation systems or enhance existing ones (Jackson and 
Forster 2010). Typically, this data originates from the actions of the network users 
themselves and, thus, are often called user generated content (UGC) (Lu and Step-
chenkova 2015).

Link analysis based methods for recommendation usually come in the form of 
explicit or implicit graph structures. In a recommender system where users are being 
recommended items, UGCs consist of the user–user or user–item structures, or a 
combination of these. For example, the user–user layout might refer to the similari-
ties in the behavior of users, while user-item might be explicit relations among users 
and items, such as check-in history.

Although there has been extensive research that is based on user centric 
(user–user and user–item) link schemes, such as item ratings, GPS trajectories as 
user-location network, check-in data and similarity among users, there has been a 
lack of research on link analysis based recommender systems that use an underlying 
item–item form of relational structure. In this work, we utilize a common feature of 
social networks and LBSNs, namely the lists, to create a collection-item bipartite 
graph structure and utilize that to infer an item–item topology of POI similarities. 
These similarities are then used to produce personalized POI recommendations for 
users by also taking into consideration their profiles.

1.2  Foursquare lists

In this work, we make use of the POI lists information from the Foursquare LBSN, 
an online portal with rich user generated information, but our method does not 
rely exclusively on this provider. Our approach is being developed on the plausible 
assumption that lists are collections of related POIs, an assertion that can be attrib-
uted to the features and properties of Foursquare lists. The Foursquare lists feature 
was implemented in 2011 in order to allow users to keep track of the places they 
have been or discover places they are willing to go. The lists can be made quickly 
from a user’s check-in history or they can be created from scratch while users can 
share lists with friends, follow and contribute to public lists. Essentially, this feature 
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leverages the users’ intent to visit places to enable future check-ins (or To-Visit lists), 
a generalization of physical check-ins that is not bound by the users’ location history.

Users, naturally, utilize lists for multiple purposes too, but the pattern is that POIs 
that are listed together are more likely to carry similarities. Another use of lists is 
for opinionated best places to visit recommendations, often for specific regions, 
for example “Best places to visit in Chalkidiki”. Lists can also portray the favorite 
places of a user or advertise a certain category of POIs, for example “Sea sports 
in Kefalonia”. The lists contain, in their largest portion, places of entertainment, 
such as cafes and restaurants, but they also include POIs which fall into different 
categories, such as landmarks and archaeological sites. Moreover, Foursquare lists 
capture one more dimension than the traditional check-in history information since 
users tend to create lists of their check-in histories based on different criteria, usually 
temporal, spatial or both, for example “Santorini, Summer 2019”. This is a further 
indication that POIs inside a list are related to each other as they are organized based 
on some criteria that users find reasonable.

Overall, we argue that the users who created the lists, or contributed to them, 
intentionally grouped together a list of POIs which, in turn, implies that these POIs 
are, by at least one relevance measure, related to one another. As a result, the coex-
istence of two POIs in lists is a measure of the likelihood that one user who likes one 
of the them will like the other one too. The users may be considered as entities that 
produce sets of relevant POIs according to their own unknown judgement, while our 
method aims to leverage this phenomenon in order to extract useful information for 
POI recommendations.

1.3  Our proposed method

Point-of-interest lists, and the assumption that POIs in the same list are related, is 
the building block of the method that we propose in this paper. Our approach uses 
this information along with the profile of a user, that specify their preferences with 
respect to the recommendation context, to offer personalized POI recommendations 
that correspond to the best places to visit for that particular user. The list data struc-
ture can be seen as a bipartite list-location graph, where edges are interpreted as 
the containment of a POI in a list. Using this bipartite structure, we generate a pair-
wise similarity matrix of all the POIs, a process that is called one-mode projection. 
Determining, however, when a POI is similar to another may be subject of personal 
preference and there exist multiple perspectives of how similarity is imprinted in the 
POI lists. Thus, we use various different weighting methods to generate the similar-
ity matrix and assess the effectiveness of each one. Weighting methods often appear 
in literature about link prediction (Liben-Nowell and Kleinberg 2007; Zhou et  al. 
2009) or proximity (Goyal and Ferrara 2018). Our algorithm, then, analyzes the pro-
file of the user and assigns a relative score on every POI based on their similarity 
with the user preferences. The final personalized recommendations that are given 
are considered the POIs with the greatest relative scores. We finally evaluate our 
approach against a Foursquare dataset in two popular tourist destinations in northern 
Greece via both an offline experiment and by performing a user survey to obtain the 
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ground truth for the experiment from inhabitants of these areas. At the same time, 
we also assess the various weighting methods to uncover their properties and high-
light their differences.

Regarding the properties of the proposed approach, we argue that utilizing the 
Foursquare lists for recommendation systems has some inherent advantages in 
regards to the methodology and the quality of the results. Initially, as a type of infor-
mation, Foursquare lists create a richer source for personalized POI recommendation 
since people often want to visit more places than they actually do. In typical user-
location methodology schemes, where this information comes from the check-in his-
tory, it is not taken into consideration where the user will check-in in the future. 
Furthermore, often, these types of user-location graphs capture only part of the 
information, whereas on a list, POIs are arranged and grouped using specific crite-
ria, usually temporal. Another limitation of check-in history systems is that a user’s 
visit to a location does not necessarily imply that the user liked it. As a result, the 
check-in history (a single list) might contain POIs that are both interesting and unin-
teresting to the user and, hence, its contents cannot always be considered related. On 
the contrary, the action of submitting a POI to a list is more conscious and can even 
be corrected later since the user can remove the POI from that list.

Moreover, an inherent advantage of the proposed method is the ease of applica-
bility to the new users of the network. The data via which the similarities among the 
POIs are inferred are already publicly available and, thus, a new user only needs to 
have a profile stating their preferences to receive personalized recommendations. In 
particular, a new user can easily be introduced into the proposed system, without the 
need for their friends to participate or a huge user base to be available, as is often the 
case in collaborative filtering approaches. This property is referred to as cold start 
(Sertkan et al. 2019), a situation related to a common problem in recommendation 
systems: the system may not be able to generate recommendations until a signifi-
cant amount of information has been gathered. Despite not being sensitive to new 
users, our approach is sensitive to new items as new POIs that appear in the LBSN 
are required to establish list connections before being incorporated into the pool of 
potential recommendations. This process is expected to take some time, depending 
on the popularity of the POI and the amount of users engaging in that context. How-
ever, the list structure construction does not require any additional effort as the users 
are already creating and maintaining lists for their own benefits while, at the same 
time, they are submitting useful information that can be leveraged for suggestions to 
other users as well.

Lastly, the use of Foursquare lists does not raise any privacy or royalty issues 
since it is publicly available and accessible via the Foursquare API. For example, 
the check-in history that is the core of multiple approaches to recommendation is 
considered personal data while a list might express the same or more information 
without exposing sensitive data. The approach we describe in this paper is based on 
purely structural data and it is worth noting that we treat Foursquare lists simply as 
their ID and no additional information is required, such as the user who created that 
list or its name. This further extends the field of applications to domains where this 
information is very difficult to acquire or not available at all, for example where lists 
are implicit. In addition, our method is easy to reproduce and can be performed at 
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real time because the similarity matrix among the POIs can be computed ahead of 
time and the main component of the recommendation is a very simple mathematical 
operation, a weighted sum.

1.4  Contribution

Our contributions can be summarized as:

• We highlight the aspect of lists of POIs: a generalization of check-in history and 
a richer source of information for personalized POI recommendation systems.

• We argue that lists of POIs, as primarily information provided by users, are con-
sidered User Generated Content (UGC) and should be more openly addressed in 
the literature of tourism applications.

• A rich Foursquare dataset of POIs and POI lists that was acquired over a period 
of several months is shared with this work.

• The attainment of considerable improvements over the existing modified MI 
methodology via a comprehensive study of multiple similarity measures, which 
are also contrasted in the context of tourism.

1.5  Outline

The rest of the article is organized as follows. In Sect. 2, we explore recent literature 
about recommendation systems based on LBSNs, graph processing recommenda-
tion and entity similarity approaches. In Sect. 3, we present the Foursquare dataset 
of POIs and POI lists that was created as part of this work. Our methodology and 
the representation of the POI list dataset are presented in Sect.  4. In Sect.  5, we 
evaluate the system and demonstrate the existence of rich information within the 
Foursquare lists and the effectiveness of our method as a recommendation system. 
Finally, Sect. 6 concludes this paper and presents suggestions for future work.

2  Related work

A first attempt that utilizes lists of POIs for recommender systems was presented 
in Karagiannis et al. (2015). In that work, the similarities among POIs are approxi-
mated based on a modification of Mutual Information (MI), while in this paper, we 
make a complete recommendation system and evaluate it against local inhabitants’ 
opinions. The current system is, furthermore, capable of incorporating user prefer-
ences for personalized suggestions and, at the same time, we enrich the similari-
ties with more weighting functions, both set theoretic and graph theoretic, and show 
that they can outperform the modified MI measure. Moreover, the results among the 
similarity measures are juxtaposed and useful conclusions are drawn from these that 
determine the properties of each similarity function. In the rest of this section, we 
present previous work that is related to the views expressed in this paper.
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2.1  The role of LBSNs in recommendation

Developments on mobile devices and the emergence of more advanced online tour-
ism portals has provided researchers with motivation and valuable data to support 
the investigation of POI recommendation based on LSBNs. Current state of the art 
is given in Bao et al. (2015), Ravi and Vairavasundaram (2016) and Eirinaki et al. 
(2018) and the references therein. In general, POI recommendation systems can be 
categorized by methodology as content based, link analysis based and collaborative 
filtering based.

This paper constitutes a link analysis method of standalone personalized POI rec-
ommendations, where the links refer to the explicit relations among POIs and lists. 
In particular, we infer a POI–POI network based on this bipartite POI-list network. 
This structure appears to be a less studied field in the literature, where typically the 
links refer to user–user or user–POI relations. Several of the recommender systems 
in the literature can also be applied to a context other than tourism, such as movies, 
shopping items and books. Similarly, they can be utilized for user recommendations, 
for example to suggest “people you may know”, “people to follow” or activity rec-
ommendation, such as sightseeing, boating and jogging.

2.2  Recommendation using graph processing

The existence of explicit or implicit links in social networks has motivated the use of 
graph processing and graph theoretic approaches for POI recommendation.

In Wu et  al. (2015), the authors studied options of clustering POIs and users 
based on information from geographic social networks. In particular, they consid-
ered the social distance between two POIs as the Jaccard index of the users that have 
checked-in in those POIs and leverage this index to partition the POIs into groups 
of similar places. In a recommendation perspective, the fact that two commercial 
places belong to the same cluster indicates that there is a high likelihood that a user 
who likes one place will also be interested to visit the other.

Two datasets containing geolocation and temporal information concerning users 
in 11 cities were utilized in Noulas et  al. (2012) in order to evaluate a proposed 
recommendation algorithm in comparison to several known techniques. The meth-
odology was based on a random walk in the graph of users and POIs, on which the 
edges represent friendships among users or check-in actions among users and POIs, 
while the recommendations were ranked according to the hitting probabilities of the 
random walk. The authors mentioned that all versions of collaborative filtering in 
their experiments, that were supposed to better model users’ preferences, fail to out-
perform the popularity based baseline.

In Wang et  al. (2013), the authors suggested a recommendation algorithm that 
operates using different factors: (a) past user behavior (visited places), (b) the loca-
tion of POIs, (c) the social relationships among the users, and (d) the similarity 



215

1 3

Point-of-interest lists and their potential in recommendation…

between users. By analyzing the publicly available data of Gowalla,1 they showed 
that more than 80% of the new places visited by a user are in the 10km vicinity 
of previous check-ins and more than 30% of the new places visited by a user have 
been visited by a friend or a friend-of-a-friend in the past. These facts imply that 
geographical and social information significantly affect the choices of a user when 
deciding which new place to visit. Therefore, it is also desirable for a recommender 
system to take these components into consideration.

Moreover, in Kefalas et al. (2018), a recommendation system was proposed that 
incorporates user time-varying preferences as well. In particular, the recommenda-
tion was based on a tripartite graph, consisting of users, locations and sessions. Ses-
sions can be considered as a more specialized form of POI lists, where the criterion 
of POI coexistence in the same session is temporal. The authors concluded that the 
time dimension plays a very important role in recommender systems.

Finally, an interesting work that aimed to identify and validate the heuristic fac-
tors affecting the popularity of “best places to visit” recommendations was presented 
in Li et al. (2019). This empirical study focused on the explicit best places to visit 
listings in Qyer.com, a concept that is also a subset of Foursquare lists which contain 
opinionated recommendations (“Best places to visit in...”).

2.3  Similarity concepts in tourism

Often, similarity measures are utilized in order to express the relations among enti-
ties in a link-based system, when these are not explicitly present. For example, in 
Celik and Dokuz (2018), the researchers utilized data from Twitter to extract the 
check-ins of users and proposed a methodology for revealing the socially simi-
lar users based on their online traces. A bipartite network between tourists and 
POI reviewers was used in Ahmedi et  al. (2017) to drive a collaborative filtering 
approach to recommendation. The user–user similarity weights were inferred using 
the Jaccard index and the cosine similarity, while the method was evaluated on a 
Foursquare dataset. Another establishment and tourism portal, TripAdvisor, was uti-
lized in Van der Zee and Bertocchi (2018) as a medium of social network analysis 
application on the POI reviews. An indirect similarity matrix of POIs was created 
based on the two-mode network of users and reviewed POIs; the similarity between 
two POIs was defined as the intersection cardinality between the users that reviewed 
these POIs. In this paper, we heavily utilize the notion of similarity and we argue 
that there are multiple perspectives as to what constitutes similarity. As a result, 
we propose multiple measures to express this similarity among POIs and perform 
extensive experiments to compare the properties of those functions.

The notion of similarity among entities can be extended, besides POIs or users, to 
other layers as well. For example, in Preoţiuc-Pietro et al. (2013), the concept of city 
similarity was studied, where each city is represented by the collection of POIs in it. 
In particular, a city is represented as a vector of the categories of the POIs within. 

1 A LBSN that operated until 2012, primarily under its mobile application.
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Another form of similarity was discussed in Sertkan et al. (2019), the attribute simi-
larity, which defines the pairwise relation among different tourism attributes, such 
as island, mountains, river, family, diving and others. Finally, in David-Negre et al. 
(2018), similarities among tourism domains (TripAdvisor, Booking, Trivago) were 
approximated and denote whether they have been used by the same tourists.

2.4  POI sequence recommendations

An interesting concept in the field of POI recommendations is the conception of 
trip planning, which refers to the recommendation of a collection of POIs that are 
bound by a common characteristic. Such systems can be useful for trip planning as 
the recommendation describes a collection of venues for a trip or a route. Some POI 
group recommendation systems were the subject of recent papers (Cenamor et  al. 
2017; Rakesh et al. 2017; Arentze et al. 2018; Wörndl et al. 2017). Trip planning 
has an indirect connection to POI lists because a trip, as an abstract set of POIs, can 
be thought as a POI list with the characteristics posed in this paper: a collection of 
related POIs.

Another interesting concept is the session-based recommendation approaches 
which are recommendation techniques that aim to predict the user’s immediate next 
actions (Quadrana et  al. 2018), such as next-item recommendation (Hidasi et  al. 
2016; Song et al. 2015) and list continuation (Hariri et al. 2012). In Ludewig and 
Jannach (2018), the authors present the results of an in-depth analysis of a number 
of complex algorithms, such as recurrent neural networks and factorized Markov 
model approaches, as well as simpler methods based on nearest neighbor schemes. 
Their results indicate that the simpler methods are equally well than more complex 
approaches based on deep neural networks.

In such systems, it is a common technique to use offline evaluation schemes. In 
the domain of next-track music recommendation, often only the last element of a 
sequence is hidden, while in the recommendation of videos in streaming platforms 
(Hidasi et al. 2016) an approach is taken where the number of hidden elements is 
incrementally increased. In the case of next-track music recommendation (Hariri 
et  al. 2012), the authors use leave-one-out cross validation since they do not take 
into account the creation time of the playlists. In this work, we also utilize leave-
one-out cross validation for the evaluation of our method during the offline study.

3  The Greek POI list dataset

For the purposes of our project we retrieved and assembled a dataset of POIs and 
lists from Foursquare covering a large geographic portion of Greece. In particu-
lar, the dataset contains 47,745 POIs located in 9 prefectures of tourist interest and 
17,000 lists with 115,308 mentions of the POIs. The dataset exhibits a wide diversity 
of categories regarding the POIs (e.g., restaurants, hotels, car-rentals, archaeological 
sites, shopping malls, gyms, rivers, churches) while the covered area includes popu-
lar touristic destinations (e.g., Rhodes, Santorini, Chalkidiki). The geographical 
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breakdown of the POIs is presented in Table 1. The complete dataset contains data 
that were retrieved until October, 2020, and is available online.2 The dataset can 
be continuously augmented as long as the retrieval process is performed since new 
POIs are added in Foursquare and its users create new lists every day.

A temporal examination of the lists in Foursquare reveals interesting character-
istics about the users’ behavior. Figure 1 presents the histograms of the per month 
list creation and update dates from 2011 to 2020. It is more than evident that the two 
distributions bare great resemblance since the vast majority of the local maxima fol-
low the same pattern. The maxima correspond to each August of the respective year, 
a month that traditionally demonstrates a peak in tourism attention. The years 2017, 
2018 and 2019 contain the majority of lists with 52% created and 57% updated 

Table 1  Dataset summary as 
the number of POIs in each 
prefecture and their occurrences 
in lists

Prefecture POIs Occurrences in lists

Chalkidiki 7590 14,291
Cephalonia 2612 3671
Cyclades 2171 19,489
Dodecanese 5524 10,160
Drama 1077 245
Kavala 4002 11,129
Serres 1970 400
Thessaloniki 21,266 55,532
Xanthi 1533 391
Total 47,745 115,308
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Fig. 1  Created (left) and updated (right) dates distribution of the POI lists. Each bar corresponds to one 
month from August 2011 to October 2020

2 https ://doi.org/10.17632 /dx39j x9v5p .1.
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during this period while 2020 exhibits a significant drop in generated content, pos-
sibly related to the COVID-19 pandemic.

The information contained in the two date fields (i.e., the date of creation and 
the date of the latest update) might potentially be very useful, e.g., for filtering very 
old lists which could be outdated. In our work, we use the dataset as acquired by the 
Foursquare API in order to simplify the process and demonstrate the potential of 
lists without preprocessing or filtering. We argue that most of the dates in the dataset 
are up-to-date since the majority of the lists were either created or updated recently. 
Despite this, utilizing this field, for example to filter the most recent lists, could be 
pursued in the future, possibly in combination with other list metadata, for example 
their title or their authoring user.

Further analysis of the dataset highlights interesting properties that support our 
incentive to utilize Foursquare lists in recommendation systems. Figure 2 presents 
the log–log plot of the occurrences distributions for the POIs and lists in the dataset. 
The plots provide solid indications about a power law behavior of the distributions, 
a feature that is commonly observed in datasets of recommendation systems (Goel 
et al. 2010; Abdollahpouri et al. 2017; Belletti et al. 2019). This phenomenon can be 
attributed to the fact that people tend to perform additive actions on POIs (i.e., insert 
into list) with a higher rate for POIs that are already popular (Clauset et al. 2009).

In this study, we examined the performance of our methodology in a case study 
using a preliminary subset of the complete dataset that was assembled until Febru-
ary, 2020, and focused on two cities with vivid touristic activity, namely Thessalon-
iki and Kassandra. These two areas are in northern Greece, contain multiple types 
of leisure and entertainment attractions and are both established as notable tourist 
destinations; Thessaloniki is the second largest city in the country, and Kassandra 
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Fig. 2  Log–log density distribution of occurrences for POIs (left) and lists (right) in the full dataset

Table 2  Summary of the case 
study dataset as the number of 
POIs and occurrences in lists

Area POIs Lists Occurences in lists

Thessaloniki 2871 6534 49,448
Kassandra 526 1286 6336
Total 3397 7820 55,784



219

1 3

Point-of-interest lists and their potential in recommendation…

is the most visited area of the suburban region of Chalkidiki. Our case study dataset 
contains 2871 POIs in Thessaloniki and 526 in Kassandra and 7820 lists with 55,784 
mentions to POIs forming, thus, a subset of the complete dataset. The geographical 
breakdown of the data is summarily presented in Table  2 while Fig.  3 shows the 
geographic areas that are covered by the case study.

Analytical findings on the preliminary assembled dataset confirm the consistency 
of certain characteristics with the augmented complete dataset. Figure 4 presents the 
log–log plot of the occurrences distributions for the POIs and lists in the data subset. 
A prominent observation of the plots, when compared with the respective plots of 
the complete dataset in Fig. 2, is that the data exhibit a remarkably similar behavior 
that resembles a power law distribution and indicate a scale free property. Hence, we 
can safely argue that our case study is performed based on a representative subset 
of the data and the evaluation of our methodology on this subset provides credible 

Fig. 3  Map of Greece showing the two areas of our dataset where we perform the case study experiment
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Fig. 4  Log–log density distribution of occurrences for POIs (left) and lists (right) in the case study data-
set
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insight of its performance on the complete dataset. This property is a preliminary 
positive indication about the sufficiency of the quantity and quality of the available 
data. However, a more thorough investigation of this issue would be an important 
future work direction and would facilitate further applications of our approach.

4  Methodology

The method we present in this section comprises a personalized POI recommenda-
tion system that uses the Foursquare lists as the only source of knowledge. The sys-
tem requires a user profile as a preference vector of POIs and is capable of quantify-
ing the preference score of an arbitrary POI that is not present in the profile. Thus, 
our method is able to predict a relative score that the user would assign to this POI, 
or otherwise how likely they are to like the POI with respect to other POIs. This 
method can operate as a personalized recommendation system by assigning relative 
preferences to all candidate POIs in the context and selecting the ones with the max-
imum values. On another perspective, it can also be used as a negative recommender 
to suggest POIs least related with the user profile (where not to go).

This section is organized based on the components of our method. In Sect. 4.1, 
we present the structure of the list dataset and its representation as a bipartite graph. 
The similarities among the POIs are then approximated in Sect. 4.2 using various 
similarity functions. In Sect. 4.3, the user profile is introduced into the system while 
the main component of our method that assigns relative scores to POIs is explained 
in Sect. 4.4.

4.1  Dataset representation

The dataset that we use to drive our approach consists of the Foursquare user gener-
ated lists that refer to the geographic areas of interest, which are the areas that the 
recommender system is to be deployed and operated. The extent of the lists also 
corresponds to the geographic extent of the operation of the recommender, such as 
a city or even a whole country. Every list in the dataset can be portrayed as a collec-
tion of one or more POIs, such that the same POI may exist in multiple lists while 
there could also exist multiple identical lists (with exactly the same POIs).

A natural interpretation of the lists is a bipartite or two-mode graph, where one 
set of vertices is the lists and the other set of vertices is the POIs. List x and POI y 
are connected via an edge iff y belongs in list x. An abstract example of the POI lists 
structure as well as its representation as a bipartite graph is given in Fig. 5. Each list 
is only described by an arbitrary ID and no additional meta-information is required 
while each POI is a named location and refers to a specific business or attraction.

4.2  POI similarity matrix

The similarities among the POIs in the dataset are, then, estimated using the lists 
based on the assumption that every list is a collection of related POIs. This relation 



221

1 3

Point-of-interest lists and their potential in recommendation…

among the POIs defines the likelihood that a user who likes one POI might like 
another POI; this likelihood is determined by the strength of the similarity between 
two POIs. The similarity is imprinted in the social network by its own users and 
might comprise a variety of components that make this information suitable for rec-
ommendation. For example, POIs may be grouped in a collection based on their 
categories or a characteristic of their categories (type of music for a bar, type of food 
for a restaurant etc), or they might signify trips with time and distance constraints. 
Moreover, items in the same list may exhibit complementary characteristics as this 
is often the desired behavior of tourists in holiday trips. As a result, two POIs with 
high similarity value may not necessarily have similar features but display similari-
ties based on other criteria.

Overall, users of the social network, using their own judgement, place similar 
POIs in the same list as a means of grouping them under the same name or context. 
As a result, these POI lists can provide essential information regarding the homo-
geneity and diversity of the places contained within them, properties that can be 
exploited for our recommendation system. Ultimately, a recommendation system is 
only useful to the social network users so it is sensible to utilize the definition of 
similarity as portrayed by these same users. These similarities are the building block 
for our method and are used for creating our personalized recommender system.

Inferring the pairwise similarities from a given bipartite graph is often 
referred to as projection, an extensively used method for compressing informa-
tion about bipartite networks (Zhou et  al. 2007). The one-mode projection of 
a bipartite network G = (X, Y ,E) onto X (X projection for short) is a weighted, 
complete, unipartite network G� = (X,E�) containing only the X nodes, where 
the weight of the edge between i and j is determined by a weighting function 
�G(Xi,Xj) . The weighting method may not necessarily be symmetrical but in this 
work we engage in a simpler approach with commutative weight functions so that 

Fig. 5  (a) Abstract example of lists as collections of related POIs and (b) its representation as a lists—
POIs bipartite graph, where edges have a “POI is submitted in the list” relation
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�G(Xi,Xj) = �G(Xj,Xi) , resulting in an undirected projection. Typically, the weight 
function expresses a form of similarity among the vertices in order to preserve 
the semantics of the original graph, which is perfectly suited in this scenario as it 
identifies our goal: to create the similarity matrix among the POIs.

While the projection allows to capture and quantify the similarity among the 
POIs that is imprinted by the social network users inside the venue lists feature 
of Foursquare, it is less informative than the original bipartite graph and, thus, 
an appropriate weighting method �G is required, that minimizes this information 
loss. There exists, however, no universally accepted weighting method of mini-
mizing information loss and, as a result, we proceed with a selection of set and 
graph theoretic functions that expose the similarity among the POIs, which are 
given in Table 3. The coarse functionality of these weighting methods is that two 
POIs with more common lists will be more likely to be related or similar.

Most of the weighting methods that we use are trivial to compute as they 
simply rely on set theoretic measurements, but others are more computationally 
demanding. For example, the original SimRank has large time and space require-
ments (Jeh and Widom 2002). However, the process of creating the similarity 
matrix needs to be executed only once, or when the primitive list data need to be 
refreshed. Afterwards, the recommendation algorithm can be performed directly 
over these projections.

Table 3  Summary of the similarity weighting methods �
G

For two POIs x and y, N
11

 is the set of lists which contain both x and y, N
10

 is the set of lists that contain x 
but not y, N

01
 is the set of lists that contain y but not x and N

00
 is the set of lists that do not contain either 

x or y. Their respective cardinalities are denoted as npq = |Npq| . We also set n = n
11
+ n

01
+ n

10
+ n

00
 , 

nx = n
10
+ n

11
 and ny = n

01
+ n

11
 . Finally, n′

t
 is the number of POIs contained within list t

� Name Formula Description

aa Adamic ∑
t∈N

11

1

log(n�t )
Adamic/Adar index

is Intersection n
11

Number of common lists
jac Jaccard n

11

n
10
+n

01
+n

11

Intersection over union

ka Modified MI Karagiannis et al. 
(2015)

Modified MI

ku Kulczynski-2 n
11
(nx+ny)

2nxny

Intersection over harmonic mean

mi Mutual information Manning et al. (2008) Mutual information of sets
cos Ochiai n

11
√
nxny

Cosine similarity or intersection over geometric mean

ov Overlap n
11

min(nx ,ny)
Intersection over minimum

� Phi n
11
n
00
−n

10
n
01√

nx∗(n−nx)∗(n−ny)∗ny

Pearson correlation coefficient

sr SimRank Jeh and Widom (2002) Iterative calculation of SimRank
f1 Sorensen 2n

11

nx+ny

Sorensen–Dice index or F1 score or intersection over 
arithmetic mean



223

1 3

Point-of-interest lists and their potential in recommendation…

We refer to a projection or a similarity matrix using a weighting method as S 
or S� when it refers to a specific projection, with S(x, y) denoting the similarity 
value between x and y.

4.3  User profile

The user profile is utilized to account for the personalized nature of our approach 
and allow the personalized suggestions. The profile is a preference vector for 
a single user, which corresponds to a vector of POIs, each one of which has a 
numerical preference value attached to it. For these values, we use the 5-level 
Likert scale ranging from “Strongly Uninteresting” to “Strongly Interesting”, 
with one neutral level, to encode the preference magnitude. The Likert scale is, 
then, transformed to the necessary arithmetic scale and in this problem we use an 
integer scale from − 2 to 2, as it makes more sense in a semantic standpoint and 
will be justified in the next subsection. It is worth noting that our algorithm can 
operate under any number of Likert levels as long as it is symmetric and a higher 
value corresponds to a higher preference. In fact, it can be applied on profiles 
with decimal preferences as well but, since it is dependant on human input, a 
5-level Likert scale is widely used and easier to be interpreted.

Naturally, POIs in the profile need to exist in the dataset with each POI belong-
ing in at least one list, so that the similarities with other POIs can be expressed. 
However, most of the weighting methods cannot work reliably with just a single 
list, in particular the ones that rely on the intersection ( n11 ). A POI having very 
little representation in the lists is easier to have its intersection with other POIs 
trivialized to zero and, thus, most of its similarities to other POIs also being zero. 
As a result, having a significant number of POIs with weak list representation can 
degenerate the dataset into a point where the majority of similarity values will be 
zero and most POIs unable to be distinguished from one another. For this reason, 
we suggest using POIs with strong presence in the bipartite graph as profile. In 
addition, the quality of the profile can be affected by the amount of POIs as well 
as the diversity of the preference values within it; a user profile that covers the 
full range of the scale and utilizes all the available levels can possibly better por-
tray the fine differences among the POIs in the profile.

Finally, it is important to distinguish the context of the profile and the recom-
mendation, which may differ. For example, the profile might be referring to the 
city of residence of the user while the recommendation context will typically be 
the user’s trip destination. Our method can be applied on this scenario too as long 
as it is technically feasible with the presence of lists connecting POIs among the 
contexts.

For a set of POIs p1, p2,… , pm , we refer to the user profile as P, where P(i) is 
the preference association for pi and, for the purposes of our experiments, is an 
integer scale in [−2, 2] corresponding to the 5-level Likert scale.
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4.4  Recommendation function

The core of our approach consists of the personalized recommendation algorithm 
that is capable of assigning relative preference scores to arbitrary POIs based 
on the similarity matrix and the personal profile of the user. Given a similarity 
matrix S and a user profile P, for an arbitrary POI q ∉ P the relative preference 
score w predicted by the algorithm is defined to be

which corresponds to the weighted sum of the similarities of the profile POIs with q, 
and the weights being the profile preferences themselves. The concept of a weighted 
sum has also appeared in Sarwar et  al. (2001), where the pairwise similarities 
between items and the user preferences are being utilized for recommendations.

The premise of this formula is to provide a higher relevant score w to POIs that 
have high similarity values with POIs in the profile that have high preference scores. 
For example, a POI q with high average similarity with the profile POIs ranked high 
(2 in our scale) will score high in the preference prediction, because of the weighted 
nature of the equation. Naturally, it is reasonable to assume that POIs that are very 
similar to “interesting” POIs will likely be interesting themselves. In essence, the 
algorithm driven by Eq. (1) is based on the intuition “Recommend the most related 
POIs to the POIs that the user finds interesting”.

The nature of this equation leads to interesting properties regarding its applica-
bility and physical interpretation. First, the preference score w can be interpreted 
only relatively to other POIs and, hence, defined as relative preference score. This 
is due to the fact that it depends on the values of the similarity scores, which also 
have magnitudes with meaning only relative to others. As a result, the sign of the 
relative preference score is also not indicative of the item relevance to the specific 
user and, hence, a negative score might not necessarily imply a negative relevance. 
Moreover, the application of this equation across different profiles is not possible 
due to the absence of normalization and the scores cannot be interpreted relatively 

(1)w(q) =
∑

i∈P

P(i)S(i, q),

Fig. 6  (a) The transformation of the bipartite graph into its projection using a similarity measure and (b) 
the same graph with a user attached. The user states preferences for POI 4 and POI 5 and the algorithm 
assigns a relative preference score to POI 3 (dashed edge)
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across users. Because of this, it is only meaningful to use this score when comparing 
two POIs and for a specific user profile, for example to answer the question “Which 
of these two POIs is more relevant to the interests of this user?”. Finally, we can now 
clarify why a symmetric scale [−2, 2] used in the profiles is more natural instead 
of another, such as [1, 5]. A symmetric scale guarantees that POIs that have been 
marked as uninteresting will have a negative impact; the method will be subtracting 
their most similar POIs while being encouraged to include their least similar ones. 
Similarly, neutral profile values that correspond to the arithmetic value of zero are 
irrelevant and can also be omitted in the symmetric scale.

Figure  6 shows one bipartite projection, where a weighted edge represents the 
magnitude of similarity between the adjacent POIs. A user and their profile can be 
seen in the projected graph as a new vertex with edges across the profile POIs and 
weights equal to the preference scores. Our algorithm considers the projection as 
well as the profile to calculate a relative preference score for another arbitrary POI 
that exists in the dataset.

Based on Eq. (1), the recommender system can be constructed by simply includ-
ing the top quantities for a similarity matrix S and a user profile P. In particular, the 
algorithm can make preference predictions for a set of POIs in an area, rank them 
with respect to their predicted relative weights and offer the top-N recommenda-
tions. The recommendations can also be filtered based on categories, areas, or other 
user defined criteria. These calculations are simple to process and in certain cases 
can be performed in real time, as S is already computed once. The complexity of the 
recommendation is, hence, proportional to the filters assigned to the recommender 
system.

An inherent limitation to our algorithm is due to the relevant nature of the prefer-
ence predictions. In an extreme scenario where all of the candidate POIs in the rec-
ommendation context are irrelevant to the user and their interests (i.e., they do not 
like any of them), our recommendation algorithm will result in personalized sugges-
tions that are also irrelevant. The reason is that a high preference prediction does not 
necessarily mean an interesting POI but rather a POI that is more interesting than the 
rest. This restriction is a common aspect of ranking algorithms and, typically, can be 
circumvented by expanding the recommendation context in such extreme cases.

5  Evaluation results

The effectiveness of our methodology is evaluated against the case study dataset 
described in Sect. 3. In particular, we use the two areas Thessaloniki and Kassandra 
and evaluate our method using POIs and POI lists in these regions. The evaluation 
is threefold and consists of the preference evaluation scheme (Sect. 5.1), the recom-
mendation evaluation scheme (Sect. 5.2) and the offline evaluation (Sect. 5.3). Dur-
ing the preference evaluation, we assess the relative preference predictions of Eq. (1) 
on arbitrary POIs, which can have positive or negative impression on the experi-
ment users. For the recommendation evaluation we use the same method that was 
used in the TREC 2016 Contextual Suggestion Track (Hashemi et al. 2016), which 
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evaluates the system as a recommender, only includes top preferences for each user 
and is performed in two stages. Lastly, for the offline experiments, the system is 
cross validated by using some of the POI lists as virtual profiles in order to comple-
ment the online survey responses. During all evaluation schemes, we also assess the 
effectiveness of the different similarity measures and make observations about the 
properties of each one. As for the ground truth, we incorporated a user study in the 
form of a questionnaire with participants familiar with the attractions of the use case 
areas.

The implementation of most of the similarity measures on the dataset can be done 
by simply treating the POIs as the set of lists within which they are contained and 
applying the formulas in Table 3. There are only two special cases of measures that 
are worth mentioning in an implementation perspective: the Adamic/Adar index and 
SimRank. Regarding the Adamic/Adar index, we consider the quantity n′

t
 (number 

of POIs within list t) to be the number of POIs that the Foursquare API advertises as 
belonging to list t, which is the intended way of using this index. This quantity might 
not be in agreement with the number of POIs in list t in our dataset due to the way 
that the data were acquired, which was biased towards the POIs, and is, therefore, 
smaller than the true n′

t
 . For the implementation of SimRank, we treat the dataset as 

a bipartite graph as shown in Fig. 5b and use the original computation algorithm. In 
addition, SimRank has a parameter c which is usually set to 0.8 (Li et al. 2010), but 
we use the value 0.6 too as a means of relative comparison and denote them as sr8 
and sr6, respectively.

5.1  Preference evaluation

The preference evaluation scheme aims to assess the effectiveness of the relative 
preference scores that are returned by Eq. (1), which is the basis of our algorithm. 
Simultaneously, we are doing a comparative analysis of the results and performance 
of all projection weighting methods.

Initially, we select the POIs that will participate in this experiment based on sev-
eral criteria and conclude with 19 POIs in Thessaloniki and 11 POIs in Kassandra. 
These POIs are attractions that match the tourism type of these areas, namely cafes, 
bars, beaches or restaurants. They are selected with Foursquare rating uniformity in 
mind in an attempt to collect answers that contain a more balanced preference dis-
tribution. The ratings are ranging from 6 to 10, as there were very few to no venues 
with rating less than 6. For POIs that were around the same rating, we intentionally 
considered the ones with the most amount of lists so that the users participating in 
the survey were more likely to have visited them or to have a developed opinion 
about those. We refer to these 19 and 11 POIs as survey POIs.

The survey participants were asked to rate each of these POIs based on how 
interesting they personally find them. The survey options were compatible with the 
5-level Likert scale and were: 

1. Very Uninteresting
2. Uninteresting
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3. Neutral
4. Interesting
5. Very Interesting

We also included “No Opinion” to account for cases where users wanted to refrain 
from expressing an opinion and ignore these responses in our analysis. Overall, we 
received 31 user responses for Thessaloniki and 16 responses for Kassandra but we 
only considered the responses that had at least half of the POIs answered, which 
were 28 and 14, respectively. Cropped screenshots of the survey for both areas are 
displayed in Fig. 7.

The survey POIs and the survey responses are utilized both as profile and ground 
truth via the leave-one-out cross-validation method. According to this method, one 
POI k is held out from the profile and its rate is attempted to be predicted; the pro-
cess can be summarized in the following steps: 

1. Compute the relative recommendation score w(k).
2. Normalize w(k).
3. Compare the normalized w vector against the ground truth vector.
4. Repeat the process over all users and projections.

For each missing POI k, the relative preference weight w(k) is computed via For-
mula 1 with k itself excluded from the user profile. Then, we apply a small trans-
formation to w(k), specific to this experiment, due to technical limitations of the 
cross-validation method. In particular, because each profile with an excluded POI is 
considered a different profile, the relative scores w(k) cannot be interpreted relatively 

Fig. 7  Screenshots of the user survey in the two regions of Thessaloniki and Kassandra
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across these profiles, even if they refer to the same user; more information has been 
established in Sect. 4.4.

As a simple way to overcome this technical difficulty, we normalize the pre-
dicted scores w(k) with the sum of the profile preferences 

∑
i∈P P(i) . Hence, we 

get a vector of predicted preference values, one for each survey POI which is then 
compared to the ground truth vector of the preferences stated in the user pro-
file. The comparison is done using the Pearson correlation coefficient, which is 
a measure of the linear association between these two vectors, and Kendall tau-b 
correlation (Agresti 2010). Tau-b correlation is a rank correlation measure and a 
generalization of the Kendall tau-a coefficient that accounts for ties in the input 
lists, specifically present in the distinct 5-level preferences of the survey. This 
process is repeated over all users and projections.

Figures 8 and 9 display the evaluation results of Thessaloniki and Kassandra 
respectively as box plots. The results are grouped by similarity measure to better 
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Fig. 8  Preference evaluation scheme results for Thessaloniki (28 data points). Each box displays the 4 
quartiles of the user distribution. The measures are ordered by the median of the Pearson correlation 
without considering the outliers
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Fig. 9  Preference evaluation scheme results for Kassandra (14 data points). Each box displays the 4 quar-
tiles of the user distribution. The ordering is the same as Fig. 8 for consistency
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convey the differences among them. It should be noted that, regarding the rank 
correlation, there exists a maximum � value that the algorithm can achieve due 
to the discrete survey answers, where two POIs can be tied on the same rank. 
The same situation is very unlikely to occur in the output of the algorithm due to 
the floating point nature of the operation, which in practice disallows ties on the 
same rank. As a result, the maximum correlation can be shown to be equal to the 
correlation of the ground truth vector with the “best” possible untied vector (the 
flattened ground truth vector without ties):

and t = [t1, t2, t3, t4, t5] , with t1 being the number of POIs in the “Very Uninteresting” 
group, t2 being the number of POIs in the “Uninteresting” group etc. For this reason, 
we only show the ratio of tau-b correlation to �max on the rank correlation plots. 
Following Eq. (2), it is also evident that the quantity �max may be different for each 
profile. Increasing the number of possible ranks in the survey would diminish this 
behavior but at the cost of user convenience.

In general, we have mixed feelings about the preference evaluation as there exist 
both strong and weaker results. In particular, it seems as the values are consistent, 
with most of the similarity measures firmly around the same restricted range of val-
ues. Interestingly, there is a small discrepancy between the Pearson and rank cor-
relation as there does not appear to be a clear winner in both settings. Furthermore, 
in all settings, the majority of the projections outperformed the modified MI index 
(ka) and the overlap coefficient (ov), the latter of which also contains the only outlier 
in Thessaloniki. Both versions of SimRank (with parameters 0.6 and 0.8) are the 
top performing similarity measures in Thessaloniki and their top two quartiles can 
be considered as good results (Akoglu 2018). Although this statement is not true 
for Kassandra too, this, along with the observation that results in Kassandra appear 
to be better, can be attributed to the smaller sample size and, therefore, the reduced 
difficulty of the problem. As a result, the two geographic regions cannot be directly 
compared to one another. We argue that, even with this small size of questionees 
set, our complex method and its results indicate firm evidence of the fact that lists 
contain information useful in the context of POI recommendation and prompts us to 
perform experiments on our system as a recommender.

5.2  Recommendation evaluation

The recommendation evaluation scheme aims to assess the effectiveness of the per-
sonalized recommendations that result from assuming the top quantities of a user 
profile and projection scenario. The major difference between this scheme and the 
preference evaluation is that now we only assess the POIs that are most relevant to 
the users: those with the top relative preference scores. We are using the top-5 quan-
tities as this appears to be the most dominant setting. Similarly, as in the preference 

(2)�max =
T(n) −

∑
i T(ti)

√
T(n)

√
T(n) −

∑
i T(ti)

, where T(x) =
x(x − 1)

2
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evaluation scheme, we are also doing comparative analysis among the weighting 
methods.

The process is based on the TREC 2016 Contextual Suggestion Track 
(Hashemi et  al. 2016), where the responses of Sect.  5.1 survey are used exclu-
sively as profiles. Specifically, by using each response as profile, we produced 
the top-5 results for all weighting methods and aggregated them. While some of 
the recommended POIs were common across the weighting methods, the cardi-
nalities of the recommendations’ unions were all more than 5 POIs. Since every 
user rated the profile POIs differently, the resulting aggregated POIs that con-
tain the combined recommendations of all the weighting methods are different for 
each rater. The combined recommendations of a rater are then evaluated against 
another survey that is forwarded to that rater. This new questionnaire has the 
same structure as the previous survey in terms of the Likert scale levels and is 
personalized for each user as the recommendations are different for them. The 
recommendations are performed for the same context as the profile so that the 
same user that receives the additional survey is more likely to have prior experi-
ence about the recommended POIs. The recommendation evaluation scheme was 
only done in Thessaloniki as we did not manage to get enough responses from 
users to complete the experiment in Kassandra. Specifically, for Thessaloniki, we 
received an extra 8 responses, of which 1 had very little information filled in and, 
thus, we consider 7 of these replies.

The recommendation system is evaluated using the following measures: 

1. Precision at rank 5 (P@5)
2. Normalized discounted cumulative gain at rank 5 (NDCG@5)
3. Mean reciprocal rank (MRR)

which were also part of the evaluation of the submissions of the TREC 2016 com-
petition. P@5 shows the fraction of the personalized suggestions that the user liked, 
where “liked” refers to the evaluation as “Interesting” or “Very Interesting”; the 
other 3 Likert options were considered as non relevant. Since the suggestions were 5 
for each weighting method, the values of P@5 can be 0, 1/5, 2/5, 3/5, 4/5 or 1, with 
1 meaning that the user liked all 5 of the algorithm recommendations and is consid-
ered the perfect score. However, because there were responses marked as “No Opin-
ion”, in these cases we use P@4 or even P@3, depending on how many answers 
were missing. Moreover, the NDCG@5 measure is an indication of the ranking 
quality of the 5 personalized recommendations and, like DCG, does not take into 
account whether the recommendation was relevant or not but only the ranking of the 
top POIs. For this, we are using 5 ordered, arithmetic classes, one for each response 
option. A value of 1 corresponds to the scenario where the user evaluated the 5 sug-
gestions in the same ranking as the algorithm did. Finally, the MRR measure shows 
the average of the ranks of the first relevant (“Interesting” or “Very Interesting”) 
suggestions. A value of 1 means that on all cases the first recommended POI was 
liked by the evaluator. A value of 0.5 means that, on average, the first recommended 
POI was irrelevant but the second was relevant. Lastly, a value of 0 means that there 
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was no relevant POI in the recommendation list. The nature of MRR dictates spe-
cial considerations because of the presence of “No Opinion” values in the surveys: 
where the MRR cannot be accurately calculated, we do not consider it at all in the 
average calculation. One example would be a ranking where the first relevant POI 
was below one or more POIs marked with “No Opinion”, in which case it is unclear 
what the value of MRR should be. As a result, there were some weighting methods 
with just 4 user responses considered; this is the also the minimum amount.

Figure 10 presents a box plot of the recommendation evaluation with P@5 and 
NDCG@5. The Adamic/Adar index (aa), MI (mi), intersection (is) and SimRank 
(sr8, sr6) appear to perform almost flawlessly, with average precision over 0.9; 
in practice more than 9 out of 10 POIs on average were correctly recommended. 
However, because our sample size is relatively small, it is unclear which of these 
is the best. Interestingly, most of the similarity functions performed very well at 
NDCG@5, even the weaker measures and a possible explanation is due to the gran-
ularity of the method, where only 5 discrete values are present, of which the two 
highest were used almost exclusively. Table 4 shows the MRR values of the experi-
ments, which seem to be in agreement with the P@5 results. Deviations from this 
behavior is because MRR only considers the first relevant POI and, as a result, is 
biased towards mostly the top result, instead of P@5 that assigns equal weight to all 
5 of the suggestions.

Further examination of the results reveal an interesting observations about the 
varied performance of SimRank. The only POIs that both versions (0.6 and 0.8) of 
this weighting method failed with respect to the P@5 measure appear to be 3 distinct 
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Fig. 10  Recommendation evaluation scheme results for Thessaloniki (7 data points). Each box displays 
the 4 quartiles of the user distribution while the average is displayed as a diamond symbol. The measures 
are ordered by the average P@5

Table 4  Recommendation evaluation using the MRR measure

The ordering is the same as Fig. 10 for consistency

aa mi is sr8 sr6 cos � jac f1 ka ov ku

MRR 1.00 1.00 1.00 0.88 0.80 0.93 0.79 0.83 0.83 0.72 0.33 0.67
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recommended POIs within a single list each and no other metadata, such as rating, 
reviews or other information. It is possible that these POIs are wrong submissions 
that happened by some Foursquare users in an effort to identify a check-in or another 
spatially identified action. In fact, 2 of these POIs, 7 months after the acquisition of 
the dataset, are now not part of any list in Foursquare, possibly because it was an 
error that was corrected by the users themselves. We believe that these POIs should 
not have been included in the experiment in the first place because of the trivialized 
information contained in their records and an extension to this experiment would 
confirm the increased accuracy in this scenario. Even though we did not perform 
any filtering in the dataset besides the necessary POIs that are contained within at 
least one list, we still consider the existing results very strong in terms of recommen-
dation effectiveness.

5.3  Offline evaluation

Finally, the offline evaluation aims to complement the limited survey responses of 
the online experiments by utilizing user generated information that is already pre-
sent in the LBSN. In this section, we describe the offline experiment via which we 
evaluate our recommendation method by considering the POI lists as virtual user 
profiles. Despite the lists themselves being part of the dataset, the assumption that 
lists can be used as user profiles is reasonable since they are being created by users 
to represent one dimension of their own interests. For this study, we have adopted 
evaluation techniques that are common in the domains of session-based recommen-
dation or next-track (playlist) recommendation that is further explored in the related 
work section. In particular, a list is being considered as a user, and the recommender 
is used to predict held-out elements of the list. This evaluation process is explained 
in more detail below. Lastly, in this experiment, we have included 3 popularity base-
lines about the POIs: the number of likes as reported by Foursquare, the rating of the 
POI as obtained by the Foursquare API (decimal number in the scale [0, 10]) and 
the degree of the POI (number of lists containing that POI).

When considering a certain list as a virtual user profile, that list must be removed 
from the dataset before the recommendation process. Since a removal from the data-
set can interfere with the pairwise similarity factors, the complete bipartite projec-
tion must also be computed every time we use a list as a profile. As a result, the 
lists that contain POIs with singular degree cannot be used as profiles as those POIs 
would be missing from the dataset and, despite existing in the profile, would not be 
eligible recommendation targets. For consistency with the online experiments we 
also exclude the lists that contain POIs with degree 2 as their removal from the data-
set would leave these POIs existing in a single list. Furthermore, we did not con-
sider lists with less than 6 POIs as profiles as an attempt to increase the list degrees; 
for comparison, the online surveys consisted of 11 and 19 POIs for Chalkidiki and 
Thessaloniki respectively. Lastly, we only utilized the lists with the collaborative 
field set to false as profiles. This restriction constitutes an additional check to fur-
ther establish that only the lists that were made by a single person are being used 
as profiles, since collaborative lists might correspond to inconsistent interests. The 
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lists with this property were less than 2% of the total lists. Given the aforementioned 
constraints, there are 747 lists that do not fall into one of the filtering categories and 
are used as profiles in this experiment. Despite using only these 747 lists as profiles 
for practical reasons, all of the lists are being utilized as part of the dataset.

For each list being used as a virtual profile, we perform a leave-one-out cross-
validation and attempt to predict the missing item from the list in a way similar 
to the preference evaluation scheme. In particular, for every missing item, the rest 
of the profile is used to create a ranked recommendation list for all POIs in the 
dataset based on their relative preference weights (Eq. 1) and note the position at 
which the correct (missing) one appeared. Because lists do not explicitly contain 
preferences as they were not created to represent profiles, we consider all POIs 
in a list to have to best preference (Very Interesting). The MRR measure is used 
to capture the average rank at which the missing item was predicted. The MRR 
value of 1 corresponds to the situation where all POIs of the virtual profile were 
correctly predicted in the first position of the ranked recommendation list, a value 
of 0.5 means that on average they were on the second rank.

Figure  11 shows the results of the offline evaluation grouped by similarity 
measure. Each projection is identified by the 747 lists that we use as virtual pro-
files and display the average MRR and the standard deviation of the MRR as an 
error bar. In this scenario, the average MRR corresponds to the average of the 
average reciprocal rank. The plot includes the underlined baselines of degree, 
likes and rating as mentioned previously. For these baselines, the recommenda-
tion ignored the profile and returned the POIs sorted based exclusively on the 
respective measure. Essentially, the average of the average rank of the missing 
POI in a list was 17.75 for Ochiai (cos), measured under 3,397 POIs, which cor-
responds to 0.5 percentile average position. Another observation is the perfor-
mance of the ka, ku and ov measures which are below baseline, a property that is 
in alignment with Fig. 10. The performance of the other measures (cos, � , jac, f1, 
mi, aa, is) is also in alignment with the online experiments and their effectiveness 

Fig. 11  Results of the offline 
evaluation. The error bars 
display the average MRR and 
the standard deviation. The 
baseline measures degree, likes 
and rating are underlined. Each 
projection corresponds to 747 
virtual profiles
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is almost identical. As a result, there does not appear to be a similarity measure 
with clear advantages over the others in this group, an observation that is con-
sistent with the online recommendation experiment. Moreover, these 7 similarity 
measures are considerably more effective than the baselines and produce better 
recommendations than simply recommending the most popular. Finally, among 
the baseline recommenders, degree appears to be the most prominent while likes 
and rating have similar effectiveness.

Due to technical restrictions and its computational complexity restrictions Sim-
Rank is not included in this experiment. Specifically, every projection had to be re-
created for each of the 747 virtual profiles because it had to be removed from the 
dataset in advance. As a result, this process was prohibitive for SimRank as the simi-
larities had to be recomputed for each virtual profile. However, based on the results 
of the online study and the consistencies with the offline experiments, it is possible 
that SimRank would also perform equally well with the rest of the 7 top measures.

5.4  Results discussion

Our twofold evaluation analysis yields interesting combined results about the algo-
rithm and the similarity measures that we use, and allows us the juxtapose the 
results and compare our approach on two settings. Initially, we discuss the observa-
tion that our approach appears to be better in the online and offline recommendation 
evaluation but only moderate in the preference evaluation. This can be due to a com-
bination of reasons, for example the algorithm may simply be more effective at iden-
tifying the top quantities, or the top POIs contain more information (such as more 
lists) in the LBSN and, thus, easier to extract. Additionally, it may also be a result 
of the difficulty of the problem itself, since positioning an element in a ranking is 
generally more difficult than assigning a weight to it. Nevertheless, neither of these 
approaches is trivial as it has to scale for a large set of POIs in the recommendation 
context, possibly in the magnitude of thousands or more.

Regarding the use of the similarity measures, it can be observed that some of 
them are effective when measured via one evaluation method but mediocre via the 
other scheme. This may indicate that not all similarity functions are appropriate 
for every circumstance and each one may be used more effectively depending on 
the individual problem. In addition, the results suggest that not all similarity func-
tions are appropriate for the study of this paper. For example, the overlap function 
(ov) appears to deliver weaker results in comparison with the rest of the similarity 
measures.

The combination of the online evaluation schemes, however, seems to converge 
into the conclusion that SimRank is marginally more consistent and effective. Spe-
cifically, SimRank with parameter 0.8 (sr8) is better than the 0.6 version (sr6), but 
this difference is negligible. Interestingly, SimRank is the only global similarity 
index that takes the properties of the whole network into consideration, as opposed 
to the local similarities that only consider local information (Schall 2015,  Sec-
tion 2.2). While SimRank leverages the whole bipartite graph to compute the simi-
larity among x and y, the rest of the measures only take into consideration the lists 
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of x and y. An exception to this is the Adamic/Adar index which is a unique meas-
ure that considers local information (the intersection of the lists between two POIs) 
as well as the degrees of the intersected lists as an additional step. Thus, if the set 
theoretic measures are considered as 1-step operations (the adjacent nodes of the 
POIs), the Adamic/Adar index is a 2-step operation (the adjacent of the adjacent 
of the POIs) and the global indices are a multi-step operation (values that propa-
gate through the graph until convergence). The same concept is also described in 
Goyal and Ferrara (2018) using the terms first-order, second-order and higher-order 
proximity.

Based on these observations, the pattern that emerges is that global similarity 
measures perform better than local similarity functions in the context of this paper. 
Specifically, while SimRank appears to be on average a well balanced projection in 
terms of effectiveness, the Adamic/Adar index, which is a semi-global index, also 
seems to be on par, particularly on the recommendation evaluation scheme. Whether 
this hypothesis is true, and to what extent, remains to be seen in future work experi-
ments and in a larger scale.

The instances that our approach failed can be attributed to the difficulty of deter-
mining when a POI is similar to another. Each individual may have a different judg-
ment when asked to decide if two POIs are similar as they are subjective to their 
own preferences and, hence, failures will naturally occur in such recommendation 
systems. For example, when comparing two cafes, some may conclude that they are 
similar based on the kind of music that they play while others based on the art style 
or atmosphere of the two POIs. As a result, similarity, in a general sense, may be 
difficult to express using a single measure for every occasion. In fact, since lists are 
user-generated content, they might contain a form of average of the criteria of what 
people think constitutes similarity, and, thus, one may have to selectively pick lists 
that express a particular form of similarity to satisfy perspectives of different users.

6  Conclusions

The purpose of this paper was to study the potential of user generated Point-of-
Interest lists in recommendation systems. We proposed a methodology that only 
takes into consideration the bipartite graph structure of the POIs-lists graph, that 
is present in the Foursquare lists feature, to develop a POI recommendation system 
based on user profiles. This was made possible via similarity criteria that operate 
under this bipartite graph and can formulate the similarity between pairs of POIs. 
Our assumption was that information about the POIs is encoded in the lists and, in 
particular, that similar POIs will be submitted under the same list. Our evaluation 
confirmed, up to a certain extent that this assumption is reasonable. Specifically, we 
performed a user survey using local volunteers and used the responses to drive our 
algorithms and the evaluation process. The results indicated a significant correlation 
between the output of our method and the responses of the locals, particularly dur-
ing the evaluation of the system as a personalized POI recommendation system. The 
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offline evaluation strongly confirmed our approach and was in agreement with the 
findings of the online experiments.

We conclude this paper by arguing that social network analysis can be an effec-
tive way of obtaining information about how users perceive POIs. Our methods 
took advantage of large amounts of publicly available user generated content to 
extract useful conclusions about the relationships among POIs, are very easy 
to reproduce and can be performed in real time. Through this work we hope to 
inspire the use of lists in further research as we believe the amount of useful 
information in this structure is profound and its potential is not limited to a rec-
ommendation or a points-of-interest perspective.

Future research on POI lists should focus on the extension of the graph struc-
ture as a way to leverage more available user generated data. A possible expan-
sion is the incorporation of users in the graph, where they can be related to other 
entities as list creators or contributors. This scheme can be modeled as a tripartite 
graph of users, lists and POIs and can be processed using specific graph theo-
retic notions. The incorporation of users can expand the approach into possibly a 
user-centric method, for example based on user similarities or even in combina-
tion with a user relationship method such as collaborative filtering. Furthermore, 
while in this work we made use of the lists in the Foursquare LBSN, we believe 
our methods can be applied to any portal that utilizes user generated lists, which 
might not necessarily be POI-related. For example, Amazon users can specify list 
of products (Listmania), and IMDb users can define their own lists of entities 
like movies and actors. In addition, Twitter has a lists feature via which users can 
group other profiles under the same combined feed. Similarly to our lists, these 
platforms share characteristics with respect to the physical interpretation of lists 
and, often, it is reasonable to consider them as groups of related entities. It is 
a question of future research to investigate the applicability of our approach to 
these or other platforms.
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