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Abstract
Background and Objective Posaconazole is a pharmacotherapeutic pillar for prophylaxis and treatment of invasive fungal 
diseases. Dose individualization is of utmost importance as achieving adequate antifungal exposure is associated with 
improved outcome. This study aimed to select and evaluate a model-informed precision dosing strategy for posaconazole.
Methods Available population pharmacokinetic models for posaconazole administered as a solid oral tablet were extracted 
from the literature and evaluated using data from a previously published prospective study combined with data collected 
during routine clinical practice. External evaluation and selection of the most accurate and precise model was based on 
graphical goodness-of-fit and predictive performance. Measures for bias and imprecision included mean percentage error 
(MPE) and normalized relative root mean squared error (NRMSE), respectively. Subsequently, the best-performing model 
was evaluated for its a posteriori fit-for-purpose and its suitability in a limited sampling strategy.
Results Seven posaconazole models were evaluated using 764 posaconazole plasma concentrations from 143 patients. 
Multiple models showed adequate predictive performance illustrated by acceptable goodness-of-fit and MPE and NRMSE 
below ± 10% and ± 25%, respectively. In the fit-for-purpose analysis, the selected model showed adequate a posteriori pre-
dictive performance. Bias and imprecision were lowest in the presence of two prior measurements. Additionally, this model 
showed to be useful in a limited sampling strategy as it adequately predicted total posaconazole exposure from one (non-)
trough concentration.
Conclusion We validated an MIPD strategy for posaconazole for its fit-for-purpose. Thereby, this study is an important first 
step towards MIPD-supported posaconazole dosage optimization with the goal to improve antifungal treatment in clinical 
practice.

Key Points 

We evaluated available population pharmacokinetic 
models for posaconazole from the literature using data 
from a previously published prospective study combined 
with data collected during routine clinical practice.

The model with the best predictive performance was 
validated for a posteriori fit-for-purpose and its suitabil-
ity in a limited sampling strategy.

This study is an important first step towards model-
informed precision dosing-supported posaconazole dos-
age optimization in clinical practice.
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1 Introduction

Posaconazole is a first-line antifungal agent for prophy-
laxis of various life-threatening invasive fungal diseases 
[1, 2]. Additionally, posaconazole is deployed for antifun-
gal therapy and was recently found to be non-inferior to 
voriconazole for the primary treatment of invasive asper-
gillosis [3]. Posaconazole is highly protein bound, and has 
a relatively large volume of distribution and an extensive 
half-life of approximately 35 h [4]. It is primarily elimi-
nated via biliary excretion, and in part by renal excretion 
and metabolism through glucuronidation [4]. The solid 
oral tablet is the preferred formulation for oral adminis-
tration as it demonstrates improved oral bioavailability 
compared with the suspension formulation [5].

Successful antifungal treatment is highly dependent on 
effective and safe drug exposure [6, 7]. Therapeutic drug 
monitoring (TDM) is widely recommended for posacona-
zole [1]. To achieve optimal individual exposure, model-
informed precision dosing (MIPD), an advanced and 
highly valued tool, can be employed to support dosage 
optimization.

In MIPD, population pharmacokinetic models are com-
bined with individual patient and disease characteristics, 
i.e., covariate data, to predict individual exposure through 
Bayesian forecasting. This can be either performed a 
priori, in the absence of previous exposure information, 
for example to select the first dose, or a posteriori, using 
information from one or more prior concentration meas-
urements, to perform dose adjustments expected to yield 
optimal exposure [8, 9]. In contrast to classic TDM, MIPD 
does not require specifically timed concentration measure-
ments and can also be applied using non-trough concentra-
tions [10]. MIPD provides the next-generation approach 
in antifungal exposure optimization and is an important 

step forward to ultimately improve antifungal treatment 
outcomes.

The aim of this study was to perform external valida-
tion and fit-for-purpose analyses of the currently avail-
able population pharmacokinetic models of posaconazole 
administered as a solid oral tablet (and intravenous for-
mulation) using a heterogenous adult external evaluation 
cohort. Thereby, this study aimed to take the first steps 
towards establishing MIPD for posaconazole and enhance 
supported decision making for the prevention and treat-
ment of invasive fungal diseases in clinical practice.

2  Methods

For this study, we used a systematic five-step approach, 
which is schematically depicted in Fig. 1.

• Step 1: Identification of suitable population pharmacoki-
netic models for posaconazole, administered as solid oral 
tablet, available from the literature.

• Step 2: Collection of data for the external evaluation 
cohort from routine clinical care (TDM data) and a pre-
viously performed prospective pharmacokinetic study 
(study data).

• Step 3: Evaluation of the identified models and selec-
tion of the most suitable model using the data from the 
external evaluation cohort.

• Step 4: Fit-for-purpose analysis using the final selected 
model.

• Step 5: Limited sampling strategy evaluation using the 
final selected model.

Fig. 1  Schematic depiction of 
the study design. Blue rectan-
gles indicate the data used for 
the indicated part of the study. 
Cmin trough concentration, PK 
pharmacokinetic, TDM thera-
peutic drug monitoring
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2.1  Model Identification

We performed a structured literature search in PubMed to 
identify all available parametric population pharmacokinetic 
models of the solid oral tablet (and intravenous solution) 
of posaconazole in adult patients until April 2023. The 
following keywords were used as Medical Subject Head-
ing (MeSH) terms and/or free text for the identification of 
potential models: ‘posaconazole’ and ‘pharmacokinetic*’. 
References in the identified articles were screened for any 
additional relevant publications. We then reviewed articles 
based on title and/or abstract and included models if they 
were developed using data from adult individuals receiving 
the solid oral tablet formulation of posaconazole. Models 
were excluded if they were non-parametric, based on intra-
venous data solely, or developed using data from pediatric 
patients only. Subsequently, we evaluated the remaining full-
text articles on suitability before model implementation in 
the non-linear mixed-effects modeling package NONMEM, 
version 7.5 (Icon plc, Dublin, Ireland).

2.2  Data Collection

To evaluate the identified models, we collected data for an 
external evaluation cohort. This external evaluation cohort 
comprised two sets of data.

For the first dataset, data were retrospectively collected from 
patients treated with posaconazole and undergoing TDM at the 
Radboud University Medical Center, Nijmegen, The Nether-
lands, between 1 December 2014 and 1 December 2021. This 
dataset is considered a comprehensive representation of a real-
world clinical setting. Patients were eligible for inclusion if they 
were >18 years of age, received posaconazole as solid oral tab-
let or as intravenous formulation, and had at least one posacona-
zole plasma concentration measured as part of routine TDM. 
Both outpatient and clinical patients were included. Data were 
collected from patients’ medical records and included posa-
conazole dosing information (e.g., dose, frequency, route of 
administration), posaconazole TDM information (e.g., plasma 
concentration, timing of sample collection), patient character-
istics (e.g., age, sex, weight, primary underlying disease), and 
covariate data as defined in the included models. The institu-
tional Medical Ethics Committee waived the necessity to obtain 
informed consent from these patients.

The second dataset was retrieved from a previously per-
formed prospective observational pharmacokinetic study in 
critically ill patients receiving posaconazole via intravenous 
administration. Details on this study, including ethical state-
ment, have been published elsewhere [11, 12]. Contrary to 
the first dataset, the second dataset not only contained trough 
concentrations but also information from full pharmacoki-
netic curves.

All plasma concentrations in this study, both in the TDM 
and study datasets, were quantified in the same laboratory 
using a fully validated liquid chromatography-tandem mass 
spectroscopy (LC-MS/MS) assay. The lower and upper 
limits of quantification for posaconazole were 0.05 and 10 
mg/L, respectively. Plasma concentrations below the limit 
of quantification were omitted for this analysis. All data in 
this study were pseudonymized.

For certain covariate data items, namely food status, 
hematocrit, and albumin and total protein concentrations, 
information was not widely available in our cohort. To 
evaluate models including the effect of food status [13–15], 
we assumed that all patients with a hematological malig-
nancy in our cohort were treated under fasting conditions 
due to their disease state. For all other patients, we assumed 
posaconazole was administered with food. As albumin con-
centrations were only missing in non-critically ill patients, 
we assumed hypoalbuminemia was not present in these 
individuals. Hematocrit and total protein concentrations 
were not routinely measured in this cohort. Therefore, we 
extracted the mean and standard deviation from the values 
reported in the original publication for imputation in the 
model for those individuals where these data were missing 
[16]. We performed a sensitivity analysis by running models 
with values that were considered at the maximum of real-
istic to assess the impact of our assumptions on the predic-
tion results. To account for between-occasion variability in 
pharmacokinetics, occasions in the dataset were defined as 
described for that specific model. If it was not clearly defined 
in the article, a new occasion was assumed at every plasma 
concentration on a different day.

2.3  Model Selection

The identified models including significant covariates were 
implemented in NONMEM for external evaluation. We 
obtained model control streams either from the supplemen-
tary materials of the original publication or from the infor-
mation available in the publication. Authors were contacted 
in the case of uncertainty in coding.

First, we performed the evaluations using the TDM and 
study dataset separately to assess whether the models would 
perform differently using these different sets of data. We 
then performed the model evaluations using the two external 
evaluation datasets combined. For this part of the analysis, 
all plasma concentrations were analyzed at the same time. 
Model evaluation was based on graphical goodness-of-fit 
and predictive performance [17, 18]. Based on these results, 
we selected one model to perform a fit-for-purpose analysis.

Graphical goodness-of-fit was assessed by visual inspec-
tion of prediction-corrected visual predictive checks (VPCs) 
[19], individual predicted concentration versus observed 
concentration plots, and normalized prediction distribution 
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error (NPDE) plots. VPCs aided simulation-based evaluation 
of appropriateness of the model to describe the concentra-
tion-time curve in the external cohort. The NPDE plots visu-
alized the distribution of errors compared with the standard 
normal distribution N(0,1) [20]. We assessed normality of 
the NPDE using distribution plots.

The predictive performance of the identified models 
was assessed by evaluating the models’ ability to predict the 
observed concentrations. We evaluated this by calculation of the 
mean percentage error (MPE) as a measure for bias. For this, 
Eq. 1 was used with N as the total number of observations,  predi 
as the predicted concentration for an individual, and  obsi as the 
observed concentration for an individual.

The root mean squared error (RMSE) and the normalized 
relative root mean squared error (NRMSE) normalized to the 
mean of the observed values were calculated as measures for 
imprecision. For this, Eqs. 2 and 3 were used. We calculated 
confidence intervals (CIs) for MPE and NRMSE as proposed 
previously [18, 21].

Additionally, we calculated the fraction of percentage 
individual prediction errors  (PEi) within ± 10% (P10), 
± 20% (P20), and ± 30% (P30) to facilitate interpretation. 
Here, higher values for P10, P20, and P30 can thus be inter-
preted as favorable. The  PEi was calculated using Eq. 4.

2.4  Fit‑for‑Purpose Analysis

In the a posteriori fit-for-purpose analysis, we assessed 
the model’s ability to predict a concentration based on the 
concentration(s) from one or more prior TDM instances 
using Bayesian forecasting. This analysis was performed 
with data from the individuals in the external evalua-
tion dataset for whom at least two concentrations were 
available. For each occasion, we calculated the MPE and 
NRMSE using Eqs. 1–3. Thereby, this part of the analysis 
shows the trend in the model’s predictive performance with 
more prior concentration information becoming available 
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as a posteriori input. Additionally, we evaluated whether 
predictions of concentrations cause (in)correct (no) dose 
increases. Four different outcomes were possible:

1. Dose correctly increased: observed and predicted con-
centrations were both below the target.

2. Dose correctly not increased: observed and predicted 
concentrations were both above the target.

3. Dose incorrectly increased: observed concentration was 
above the target, while the predicted concentration was 
below the target.

4. Dose incorrectly not increased: observed concentration 
was below the target, while the predicted concentration 
was above the target.

We used target concentrations of > 0.7 mg/L and > 1.0 
mg/L for patients receiving posaconazole as prophylaxis 
and therapy, respectively [1]. In the absence of a clearly 
defined relationship between concentration and toxicity, 
no upper threshold value was used.

2.5  Limited Sampling Strategy Evaluation

In the limited sampling strategy evaluation, we assessed 
the models’ ability to predict the total drug exposure 
reflected by the area under the concentration-time curve 
(AUC) from a single (trough) concentration. This analy-
sis was performed with data from individuals for whom 
a pharmacokinetic curve was available, i.e., individuals 
from the prospective study dataset. Here, we used a single 
pharmacokinetic curve per individual. This approach was 
chosen because all individuals in this study were critically 
ill, and it is expected that pharmacokinetics are variable 
within one individual over time. Using all concentrations 
from the pharmacokinetic curve, we assessed the AUC 
by means of post hoc estimation, and assumed this to 
be the true observed AUC. We then predicted the AUC 
using only one concentration and compared this with the 
true observed AUC by calculation of MPE and NRMSE 
as described earlier. Two approaches for assessing the 
predicted AUC from a single concentration were per-
formed. First, we used the trough concentration, obtained 
predose, to calculate the predicted AUC. Hereby, we 
assessed whether a trough concentration correctly reflected 
the AUC and could be used as a surrogate for the total 
posaconazole exposure. Second, we used concentrations 
obtained at t = 2 (± 1), 4 (± 1), 6 (± 1), or 12 (± 2) h after 
dose to assess the model’s predictive performance using 
a single non-trough concentration. Hereby, we evaluated 
whether the model is suitable for use with non-specifically 
timed concentration measurements.
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3  Results

3.1  Model Identification

A total of seven suitable population pharmacokinetic 
models describing posaconazole pharmacokinetics after 
administration of the solid oral tablet (and intravenous for-
mulation) in adult individuals were retrieved from litera-
ture and implemented in NONMEM. The PubMed search 
using the predefined keywords retrieved 346 publications. 
After evaluation of the title and abstract, 338 publications 
were excluded as they meet the exclusion criteria. One 
population pharmacokinetic model was deemed not suit-
able to be implemented in NONMEM. A summary of 
the seven identified models as well as the model control 
streams are presented in the Online Resource. The disposi-
tion of posaconazole in the body was described with either 
one or two compartments. Models differed in the descrip-
tion of the absorption of the solid oral tablet using first-
order absorption, sequential zero- and first-order absorp-
tion or delayed absorption using transit compartments.

3.2  Data Collection

In the first dataset with retrospectively collected TDM 
data, 112 patients with 230 evaluable posaconazole plasma 
trough concentrations were included. Details on this data-
set are shown in Table 1. Together with 31 patients and 
534 posaconazole plasma concentrations from the previ-
ously published prospective pharmacokinetic study [11], 
the combined external evaluation cohort comprised of 
143 patients with 764 posaconazole plasma concentra-
tions with a median (range) trough concentration of 1.65 
(0.08–7.02) mg/L.

3.3  Model Selection

The analysis with the retrospective TDM data and the data 
from the prospective study separately retrieved results, lead-
ing to the same conclusions as with the combined dataset. 
Therefore, only the numeric results and VPCs from the 
analyses with the separate datasets are shown in the Online 
Resource, and subsequent analyses were carried forward 
with the combined dataset.

In Fig. 2, the VPCs of the identified models on the 
external evaluation data are shown. It can be observed 
that the data are generally adequately described by most 
models, but that the Iwasa model fits the data best. This is 
reflected by the lines for the median, 5th and 95th percen-
tiles of the observed data falling within the shaded areas 
of the simulated data over the complete concentration-time 

curve. The Chen (B) model, Petitcollin model, and Van 
Iersel model seem to generally underpredict the observed 
concentrations.

Figure 3 shows the distribution of the NPDE in quantile-
quantile (QQ) plots and histograms. For the Iwasa, Jansen, 
Peña-Lorenzo, and Petitcollin models, the sample quantiles 
follow the theoretical quantiles, indicated by datapoints in 
the QQ plots following the theoretical normal distribution 
line, with slight curve-offs at the extreme values. Addition-
ally, for these models, the distribution of NPDEs are most 
congruent with that of the overlaid normal distribution in 
the histograms, indicating accuracy of model predictions. 
In addition, Fig. 3 shows the individual predicted versus 
observed concentrations for the identified models. Here, it 
can be observed that for the Chen (A), Iwasa, Jansen, Peña-
Lorenzo, and Petitcollin models, the data are scattered uni-
formly around the line of unity.

Table 1  Patient characteristics of the retrospectively collected routine 
clinical care cohort (TDM dataset)

AML acute myeloid leukemia, BMI body mass index, COVID-19 cor-
onavirus disease 2019, MDS myelodysplastic syndrome, TDM thera-
peutic drug monitoring

Characteristics (N = 112) Value

Age at baseline, years [median (range)] 60 (19–88)
Sex, female [n (%)] 49 (43.8)
Weight at baseline, kg [median (range)] 73 (26–120)
Height, cm [median (range)] 175 (109–201)
BMI, kg/m2 [median (range)] 23.7 (13.0–39.8)
Primary underlying disease [n (%)]
 Hematological malignancy 72 (64.3)
 AML/MDS 46 (41.1)
 Chronic lung disease 23 (20.5)
 Chronic obstructive pulmonary disease 7 (6.3)
 Cystic fibrosis 6 (5.4)
 Immunosuppressive therapy 6 (5.4)
 Solid organ transplant 2 (1.8)
 Primary immune deficiency 6 (5.4)
 Severe viral infection (COVID-19, influenza) 3 (2.7)
 Other 2 (1.8)

Indication for posaconazole therapy [n (%)]
 Therapy 55 (49.1)
 Primary prophylaxis 47 (42.0)
 Secondary prophylaxis 10 (8.9)

Route of posaconazole administration [n (%)]
 Oral 97 (86.6)
 Intravenous 9 (8.0)
 Both oral and intravenous 6 (5.4)

Number of plasma concentrations [n] 230
Per individual [median (range)] 2 (1–18)
Posaconazole plasma concentration, mg/L 

[median (range)]
1.73 (0.08–7.02)
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Fig. 2  Prediction-corrected visual predictive checks of the identi-
fied models presented on a linear scale. The observed posaconazole 
plasma concentrations from the external evaluation datasets are 
shown as circles; the median, 5th and 95th percentiles of the observed 

data are shown as solid, dashed, and dashed lines, respectively; and 
blue shaded areas represent the confidence intervals of the median 
(dark) and 5th and 95th percentiles (light) of simulated concentra-
tions (n = 500) based on the original dataset
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The results for the predictive performance on the exter-
nal evaluation cohort are shown in Table 2 and Fig. 4, 
with MPE, P10, P20 and P30 as measures of bias, and 
RMSE and NRMSE as measures of imprecision. Based 
on these results, the Iwasa, Jansen, and Petitcollin models 
performed best since bias and imprecision were lowest 
and values were deemed acceptable in light of currently 
used target concentrations. The results for the sensitiv-
ity analysis are presented in the Online Resource. These 
results support the assumptions we made for those indi-
viduals where covariate data were missing.

Based on the above-described results, the Iwasa model 
was selected as the final model for the fit-for-purpose 
analysis and limited sampling strategy evaluation.

3.4  Fit‑for‑Purpose Analysis

We performed the a posteriori fit-for-purpose analysis 
with data from the individuals from the combined dataset 
for whom at least two trough concentrations were avail-
able. In total, 316 trough concentrations from 85 indi-
viduals were available for this part of the analysis.

Figure  5 shows the results of the a posteriori fit-
for-purpose analysis describing the model’s ability 
to predict a concentration based on one or more prior 
concentration(s). Here, it should be noted that the data 
became scarcer with an increasing number of occa-
sions. Furthermore, individuals with more observations 
are expected to show more extreme pharmacokinetics, 
as more TDM measurements and subsequent dosage 
adjustments are required to eventually reach adequate 
exposure. From Fig. 5a, b, it can be observed that bias 
and imprecision are generally within acceptable values 
in light of currently used targets for various numbers 
of previous concentrations available. Fig. 5c indicates 
that the percentages of correct and incorrect (no) dose 
increases were quite constant and mostly (approximately 
90%) correct. The model predicts a concentration best 
when two previous concentrations are available, as bias 
and imprecision were lowest for prediction of the third 
concentration. Thereby, the model shows potential for the 
use of dose forecasting in the presence of at least two 
prior concentrations.

3.5  Limited Sampling Strategy Evaluation

We performed the limited sampling strategy evaluation, 
using data from 31 individuals from the prospective study 
with a pharmacokinetic curve available. The pharmacoki-
netic curves comprised a median (range) of 11 (4–11) 
samples and were obtained after a median (range) of 2 
(2–6) days of posaconazole treatment. In total, 274 plasma 

Fig. 3  Distribution of the NPDE for the identified models: a quantile-
quantile plots of NPDE versus theoretical quantiles of a standard nor-
mal distribution N(0,1). b Histograms of NPDE with the density of 
the standard normal distribution N(0,1) overlaid. c Observed versus 
predicted posaconazole plasma concentrations for the identified mod-
els. NPDE normalized prediction distribution error, N(0,1) normal 
distribution with a median of 0 and a standard deviation of 1
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concentrations were available for calculation of the true 
observed AUC. The non-trough concentrations used for cal-
culation of the predicted AUC were obtained after a median 
(range) of 2.0 (1.5–2.9), 4.0 (3.0–4.8), 6.0 (5.5–6.8), and 
12.0 (10.2–13.8) h after dose administration and were avail-
able for 30, 26, 24, and 28 individuals, respectively.

Figure 6 shows the observed versus predicted total posa-
conazole exposure from the individuals in the limited sam-
pling strategy evaluation. Generally, most datapoints were 
close to the line of unity. Numerical results for this part of 
the analysis are available via Table 3. When predicting the 
AUC using a single trough concentration after intravenous 
administration, the calculated MPE and NRMSE (95% CI) 
were 10.3% (2.7–17.8%) and 18.2% (13.3–22.9%), respec-
tively. When predicting the AUC using a single non-trough 
concentration after intravenous administration, the calcu-
lated MPE and RMSE were all within ±6.2% and ±35.3%, 
respectively.

4  Discussion

We validated a clinical MIPD strategy for posaconazole 
administered as a solid oral tablet or intravenous formulation 
in a heterogenous adult patient population. With our analy-
ses, we have taken an important step forward to translate 
population pharmacokinetics of posaconazole from bench 
to bedside. Thereby, this study supports posaconazole dose 
decision making with the ultimate goal of improving treat-
ment outcomes for patients with invasive fungal diseases.

We demonstrated that multiple models performed accu-
rately and precisely in describing observed posaconazole 
pharmacokinetics. The model by Iwasa et al. [14] showed 
the best predictive performance and was selected for sub-
sequent fit-for-purpose analyses. A potential explanation 
for its predictive performance might be that this model was 
developed based on a heterogenous population, including 
healthy volunteers and patients with various underlying dis-
eases. This is congruent with our external evaluation cohort. 

Additionally, from all the models we evaluated, the Iwasa 
model was developed based on the largest number of indi-
viduals with a wide age and weight range and concentrations 
over a wide time-after-dose range [14]. Such models are 
expected to be more generalizable to external populations 
than models developed with data from a small set of patients 
with trough concentrations only [9]. This is consistent with 
findings from external evaluation studies for other drugs 
[10].

When multiple models are available for one drug, the 
selection of a model for MIPD ideally matches the target 
population [9]. As posaconazole is a drug deployed in a 
heterogeneous patient population, including but not limited 
to critically ill patients, hematology patients, and patients 
with chronic lung diseases, the selected model would ideally 
show good predictive performance in this various popula-
tion. Since these different patient populations display vari-
ations in posaconazole pharmacokinetics, another approach 
could be to select a model for each target population. Our 
analyses in two subsets of data did not lead to different con-
clusions for model selection. This indicates appropriateness 
of the use of the selected model for MIPD in a clinical set-
ting. Future studies could aid in confirming the predictive 
performance of this model in a prospective validation study.

Our external evaluation cohort consisted partially of 
retrospectively collected data that potentially introduced 
bias [22]. For multiple models, the predictive performance 
for posaconazole plasma concentrations at time after dose 
exceeding 24 h was inadequate. This might be caused by 
incorrect registration of last dose intake before sample col-
lection. Combining our retrospective dataset, a comprehen-
sive representation of a real-world clinical setting, with a 
prospectively collected dataset is considered to improve the 
overall quality of the data we used [11]. Another challenge 
regarding data used in this study was that not all covariate 
data were available. To overcome this, we calculated the 
mean and standard deviation of the covariates reported in 
the original publication and used this to impute the missing 
values in our dataset. We performed a sensitivity analysis 

Table 2  Overview of predictive 
performance measures for the 
identified models

MPE mean percentage error, RMSE root mean squared error, NRMSE normalized root mean squared error, 
P10 percentage of prediction error within ± 10%, P20 percentage of prediction error within ± 20%, P30 
percentage of prediction error within ± 30%

Model MPE (%) RMSE (mg/L) NRMSE (%) P10 (%) P20 (%) P30 (%)

Chen (A) 6.7 (4.3–9.2) 0.55 (0.52–0.58) 26.1 (24.8–27.4) 46.3 73.3 85.9
Chen (B) − 8.8 (− 10.7 to −6.9) 0.70 (0.66–0.73) 33.3 (31.6–35.0) 25.3 55.1 75.9
Iwasa 5.2 (3.5–6.9) 0.36 (0.34–0.38) 17.3 (16.4–18.2) 61.8 84.7 92.1
Jansen 3.6 (1.7–5.4) 0.51 (0.48–0.54) 24.3 (23.1–25.5) 50.7 79.3 90.3
Peña-Lorenzo 6.3 (4.0–8.7) 0.55 (0.52–0.57) 26.1 (24.8–27.4) 49.3 73.0 85.1
Petitcollin 2.8 (1.3–4.3) 0.47 (0.44–0.49) 22.2 (21.1–23.3) 59.7 82.9 92.5
van Iersel 5.9 (3.1–8.7) 0.65 (0.62–0.69) 31.2 (29.6–32.8) 35.1 61.4 77.5
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that showed absence of clinically relevant impact on the pre-
dictive performance of those models where it was needed 
to make these assumptions, i.e., the models by Chen (B), 
Jansen, and Peña-Lorenzo [23–25]. Moreover, we are aware 
of the significant impact that certain coadministered drugs 
have on posaconazole pharmacokinetics through drug–drug 
interactions [26]. Data on drug–drug interactions were how-
ever not included in our analysis since none of the identified 
models included the presence of a coadministered drug as a 
significant covariate in their final model.

Recently, Huang et al. performed an evaluation study of 
the predictive performance of population pharmacokinetic 
models for posaconazole [27]. The authors concluded that 
none of the evaluated models showed adequate predictive 
performance for their cohort. They attributed this to the dif-
ference between Caucasian and Chinese patients, of whom 
data were used for model development and external evalu-
ation, respectively. Regrettably, the Iwasa and Chen (B) 
models, based in part on data from Japanese and Chinese 
patients, were not evaluated in the previous study, nor were 
the Chen (A), Jansen and Van Iersel models. Huang et al. 
included models developed on intravenous data only and 
used oral data as input for their external evaluation [27]. 
We are convinced that oral data should not be used in an 
intravenous model, as this completely ignores the absorption 
process of the orally administered drug and assumes 100% 
oral bioavailability. Their conclusion of poor predictive 
performance was probably impacted by their study design. 
Contrary to the study by Huang et al. [27], we focused on 
models based on solid oral tablet formulation data with or 
without intravenous data combined. Additionally, Huang 
et al. evaluated pediatric models using adult data [27]. We 
excluded models developed with data from pediatric popula-
tions solely as we deemed it inappropriate to perform model 
evaluations in the absence of extensive pediatric data. Tak-
ing the above into account, we consider our study of added 
value. On top of this, we performed fit-for-purpose analy-
ses and limited sampling strategy evaluations showing the 
effect in dose decision making and AUC prediction from a 
single (trough) concentration. Thereby, we showed the clear 
advantages of the selected MIPD strategy for its use in clini-
cal practice.

In the fit-for-purpose analysis, we validated the Iwasa 
model for its use for MIPD of posaconazole in clinical 
practice. The model predictions resulted in correct dose 
increase decisions in almost all cases. As no clear posacon-
azole exposure-toxicity relationship has been identified to 
date, we validated dose increase decisions only. Although 
an upper threshold concentration of 3.75 mg/L has been 
proposed based on the 90th percentile of observed average 
concentrations after administration of the oral suspension 
formulation [4], this approach was chosen because higher 
concentrations are also shown to be tolerated [28]. The 

Fig. 4  a MPE and b NRMSE with 95% confidence intervals and per-
centage of prediction error (c) for the identified models. MPE mean 
prediction error, NRMSE normalized root mean squared error, P10 
percentage of prediction error within ±10%, P20 percentage of pre-
diction error within ± 20%, P30 percentage of prediction error within 
± 30%
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model accurately predicted posaconazole trough concen-
tration with information from one or more prior concen-
tration measurements. It should however be noted that it 
seems necessary to inform the model with at least two 
concentrations to precisely predict the next concentration. 
This is reflected by greater imprecision, with only one 
prior measurement being available. These findings suggest 
that dose decisions based on this model should be verified 
with follow-up posaconazole concentration measurements 
to reduce imprecision. This underlines the attributed value 
of repeated assessment of posaconazole exposure. In our 
analyses, we weighted each observation equally. It could 
be hypothesized that for critically ill patients, this may 
not be the ideal approach given the expected variability in 
pharmacokinetics and thus in concentrations. This could 
be considered a limitation of our analyses, but we deem 
it beyond the scope of our study to analyse the weighting 
of observations.

It is generally assumed that posaconazole plasma trough 
concentrations are a good surrogate for the overall posa-
conazole exposure reflected by the AUC [29]. For clinical 
practice, the assessment of a trough concentration poses 
a minimally invasive method associated with less costs 
compared with assessment of the AUC. We performed an 
analysis to evaluate the suitability of the selected model to 
be used in such a limited sampling strategy. Our findings 
show accurate and precise model-derived AUC predictions, 
confirming the assumption that a posaconazole trough con-
centration is a good surrogate for a posaconazole AUC. In 
addition, we validated this model’s predictive performance 
using non-trough concentrations showing acceptable bias 
and imprecision. Thereby, we confirmed that the selected 
model for MIPD of posaconazole does not require specifi-
cally timed concentration measurements showing a clear 
advantage compared with traditional TDM. This analysis 
was performed using only intravenous data as all patients 
with full pharmacokinetic curves received posaconazole 

Fig. 5  a MPE, b NRMSE, and c percentage of dosage adjustments versus TDM sample number for the fit-for-purpose of the selected final 
model. MPE mean prediction error, NRMSE normalized root mean squared error, TDM therapeutic drug monitoring

Fig. 6  Observed versus pre-
dicted posaconazole exposure 
for the limited sampling strategy 
evaluation using the selected 
final model with a trough and 
b non-trough concentrations. 
The results for the analysis 
with non-trough concentrations 
collected at 2 (± 1), 4 (± 1), 6 
(± 1), and 12 (± 2) h after dose 
are shown. AUC  area under the 
concentration-time curve
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intravenously and should be interpreted in that light. Future 
studies using data after oral administration with rich sam-
pling should confirm whether this also holds for exposure 
predictions after oral administration.

5  Conclusion

With this study, we took an important step to bring MIPD 
for posaconazole into clinical practice. Thereby, this study 
aids in improving individual exposure of posaconazole, 
and subsequently contributes to personalized antifungal 
treatment for patients at risk for and with invasive fungal 
diseases.
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