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Abstract
Consolidating published research on aluminum alloys into insights about microstructure–property relationships can simplify 
and reduce the costs involved in alloy design. One critical design consideration for many heat-treatable alloys deriving supe-
rior properties from precipitation are phases as key microstructure constituents because they can have a decisive impact on 
the engineering properties of alloys. Here, we present a computational framework for high-throughput extraction of phases 
and their impact on properties from scientific papers. Our framework includes transformer-based and large language models 
to identify sentences with phase-property information in papers, recognize phase and property entities, and extract phase-
property relationships and their “sentiment.” We demonstrate the application of our framework on aluminum alloys, for 
which we build a database of 7,675 phase–property relationships extracted from a corpus of almost 5000 full-text papers. 
We comment on the extracted relationships based on common metallurgical knowledge.
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Introduction

Global demand for metals is expected to increase two to 
sixfold by 2100 [1–3]. This is especially true for aluminum 
as there is a growing demand for high-performance, light-
weight, recyclable structural alloys across industries [4, 5]. 
In the context of recycling, shifts in end-uses lead to uncer-
tainties in the future scrap stream compositions, which is 
further exacerbated by accumulation of detrimental elements 

as alloys are recycled [6]. For example, increasing recycling 
content often leads to the emergence of phases (e.g., iron-
containing intermetallics) detrimental to mechanical and 
other properties [7, 8].

Understanding microstructure–property relationships is 
the foundation for any alloy design effort (including recy-
clability considerations). Microstructure constituents of 
special interest in aluminum alloys are phases—spatial 
regions of uniform crystal structure and chemistry. Many 
beneficial properties are achieved based on the formation 
of desirable phases, for example, in the form of fine pre-
cipitates [9]. Conversely, many performance characteristics 
sharply deteriorate in the presence of phases with undesir-
able size or morphology. Given the importance of phases as 
key microstructure constituents, a large body of work has 
been dedicated to experimental observation of phase forma-
tion in response to metallurgical processing. Systematically 
organizing the knowledge published in the literature over 
decades of research could greatly benefit the current alloy 
design endeavors.

In recent years, natural language processing (NLP) has 
emerged as a powerful tool for analysis of large sets of scien-
tific texts. It has been applied to the design and discovery of 
battery materials [10], complex oxides [11], zeolites [12, 13], 
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nanoparticles [14], and more [15, 16]. However, development 
and application of NLP to the design of structural alloys are 
still in early stages. Sample research includes the text-mining 
of millions of papers to efficiently design high-entropy alloys 
[17] as well as predicting the pitting potential for corrosion-
resistant alloy design using embeddings of literature excerpts 
[18]. Relevant to aluminum, Liu et al. have created a labeled 
dataset of material entities from the literature focused on the 
Al-Si alloy system [19]. Their use of active learning to sup-
plement their manual labeling of entities, however, highlights 
the need for an automated high-throughput extraction method 
applicable to different regions of the alloy space. On the other 
hand, Pfeiffer et al. considered the entire range of aluminum 
alloy series and extracted 14,884 aluminum alloy composi-
tions, along with 1,278 properties from 5,172 research papers 
[20]. While covering wide independent ranges and distribu-
tions of engineering properties, their database does not contain 
links between compositions and properties.

To address this gap, we develop an NLP framework to 
automatically extract, from the literature, phases, and their 
"sentiment" in terms of positive or negative impact on prop-
erties. We leverage large language models (LLMs) to perform 
a wide variety of NLP tasks (including named entity recogni-
tion (NER) and relationship extraction (RE)), without the need 
for extensive manually labeled datasets [21]. By performing 
automated collection of relevant sentences, NER, and relation-
ship inference using transformer-based models and LLMs, we 
create a database of existing phase–property relationships. We 
demonstrate the uses of this database for gaining insights that 
we confirm against established metallurgical knowledge. We 
focus on aluminum alloys, but the framework presented here 
is flexible and can be applied to other metallic systems. We 
develop the framework in Sect. 2 and show how it can derive 
key insights from the aluminum system in Sect. 3. The frame-
work’s uses and implications for researchers will be discussed 
in Sect. 4.

NLP Framework for High‑Throughput 
Extraction of Phase–Property Relationships

In this section, we present an NLP framework for extraction 
of phase–property relationships in alloys from the literature 
applied to aluminum alloys. We (i) collect a corpus of rel-
evant papers, (ii) extract sentences from full-body papers, (iii) 
perform NER and extract phase–property relationships, (iv) 
aggregate or disambiguate the extracted entities (Fig. 1).

Paper Corpus Collection

We first build a corpus of papers related to aluminum alloys 
culled from our in-house database of more than 5.7 million full 
texts of papers published in academic journals [22]. Our search 
for relevant papers included two strategies: (i) rule-based regu-
lar expression (regex) matching of words in titles and abstracts 
of the in-house database and (ii) querying the Scopus database 
[23]. In the first search strategy, we used the following five 
rules, which checked the presence of:

• The words alumin(i)um and alloy in the title,
• Alloy denominations in the title, (ex: "Al6061"),
• Alloy series in the title (ex: "7xxx", "6xxx"),
• Alloy names using chemical elements (ex: "Al-Si", "Al-

Mg-Sc-Zr") along with the word alloy in the title,
• Alloy numbers consisting of 3 or 4 consecutive numbers 

(ex: "5182", "A382") with a mention of alumin(i)um in the 
title or abstract.

A paper satisfying any of those rules was considered an alu-
minum text. We found a total of 19,356 articles in our data-
base of full texts. To complement this search, we also queried 
the Scopus database for papers on the subject of aluminum 
alloys. We queried papers that contained strings "alumin*um" 
or "Al-" and "alloy" in the titles but excluded those having 
"-Al" to remove papers with aluminum as an alloying element. 
The Scopus queries provided a further 1,164 articles that that 
were not already present in the list of relevant papers identified 
with the regex search. Having the combined list of articles on 
aluminum alloys, we downloaded full texts of these articles 
from our in-house database to obtain a final corpus of 20,520 
full texts in the JSON format.

Sentence Dataset Collection

From the paper corpus, we then extract the sentences that 
contain information on phases and properties to build a sen-
tence dataset. We choose the sentence as the main unit of text 
because papers in metallurgic literature often discuss mul-
tiple phases and properties in a single paper. Focusing on a 
smaller unit of text reduces the possibilities of ambiguous 
relationships. On the other hand considering larger units of 
text (e.g., paragraph) may challenge extraction of unambigu-
ously coupled phase–property pairs and the sentiment of their 
relationships. Furthermore, we hypothesize that the descrip-
tion of phases and their impact on properties is captured at the 

Fig. 1  Summary of our NLP 
framework
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sentence level in the metallurgical literature at a sufficient level 
for insights to be gathered. Finally, focus on a small unit of 
text enables use of a wide spectrum of NLP tools and LLMs, 
including those with limited context windows.

The prototypical sentence that we targeted to include 
in the sentence dataset reads as "[Phase A] leads to an 
increase in [property B]". Such sentence extraction can be 
approached as a classification problem, i.e., whether or not 
a given sentence contains the phase-property information, 
or whether or not it resembles our prototypical sentence. 
Here, we chose BERT-type transformer models coupled 
with a classification head to perform this task. For best per-
formance, we fine-tuned and evaluated four BERT models: 
the uncased versions of the original BERT [24], SciBERT 
trained from BERT using 1.14M papers [25], MatBERT 
trained from BERT using 2 M papers [26], and MatSciBERT 
trained from SciBERT using 150k papers [27]. For fine-tun-
ing and evaluation of the BERT models, we prepared 2000 
hand labeled examples of sentences containing the phase-
property information. Our fine-tuning also included hyper-
parameter optimization using cross-validation. The cross-
validation scores were used as the optimization metric and 
their variance served to evaluate the spread of performance 
due to different initialization of parameters. The number of 
epochs, the batch size, and the learning rate were the hyper-
parameters tuned on a training and validation set while a test 
set was set aside for final comparison of the models.

Table 1 shows F1 scores for each model on the test set 
after hyperparameter tuning for BERT models. MatBERT 
and MatSciBERT exhibit comparable highest scores on the 
testing set (hidden from models during training and hyper-
parameter tuning). While MatBERT and MatSciBERT per-
formed similarly, we selected MatBERT as the model of 
choice thanks to its higher test-set performance. The final 
MatBERT model was trained on the combined training and 
validation sets and performed with an F1 score of 78.87%, 
a precision of 74.67%, and a recall of 83.58% on the test 
set. The higher recall indicates that few undesired sentences 
enter our dataset at the cost of missing some desired sen-
tences. However, this helps the downstream tasks by mini-
mizing extraction and clean-up of undesired sentences.

We used the selected model, MatBERT, on every sen-
tence in our paper corpus to filter out all relevant sentences. 
Our resulting sentence dataset numbered a total of 10,213 
unique sentences from 7,763 papers that were deemed to 
contain a phase, a property, and a relationship showing how 
the phase affects the property in question. We observed that 
most of the sentences with phase-property information were 
from the Introduction, Results, and/or Discussion sections of 
papers, which highlights in the importance of working with 
full texts rather than abstracts of papers.

Named Entity Recognition and Relationship 
Extraction

From the sentence dataset, we extract the entities (phase and 
property) along with the relationship between the two. In 
the prototypical example sentence: "[Phase A] leads to an 
increase in [property B]," we are looking to (i) recognize the 
phase entity "phase A" and property entity "property B," and 
(ii) extract their qualitative relationship ("increase," i.e., pos-
itive). To accelerate the implementation of the NER and RE 
tasks without the need for excessive annotated data, we lev-
eraged a few-shot learning approach with LLMs. LLMs also 
allow completing both NER and RE tasks simultaneously.

Here we used the Cohere xlarge model with 52B param-
eters along with few-shot learning for simultaneous com-
pletion of the NER and RE tasks [28]. Cohere is commer-
cial LLM platform and their xlarge model performance is 
comparable to the much larger models GPT-3, Jumbo, or 
BLOOM following the HELM protocol [29]. For few-shot 
learning, we provide a short list of examples containing the 
sentence, phase, property, and relationship as an instruction 
to the model of what information to extract (Fig. 2). The 
Cohere generation endpoint was prompted with the same 
set of instructions for each of the 10,213 sentences in the 
sentence dataset.

To facilitate relationship extraction, we have defined two 
possible relationships: positive and negative. A positive rela-
tionship is when a phase leads to an increase in a property. 
A negative relationship is the opposite. We use qualitative 
"positive" and "negative" relationships in the literal sense 
without engineering implications. For example, in the sen-
tence: "Phase A leads to an increase in corrosion," the rela-
tionship is defined as "positive" even though an increase in 
corrosion is negative in the broader context of engineering 
alloy design. We limit the task to literal RE to minimize 
the ambiguity for LLMs. Indeed, it may require advanced 
reasoning abilities together with domain knowledge from 
LLMs to understand the subtle differences in such state-
ments as "increase in corrosion resistance" versus "reduction 
in corrosion susceptibility." At the same time, presented with 
literal relationship attached to a particular property from an 
LLM, a human user can readily determine that a literally 

Table 1  F1 scores of the 4 BERT models tested for sentence extrac-
tion

The 95% confidence interval was measured using repeated evalua-
tions to capture the variations in initializations

Model type Test F1 (with 
95% confidence)

BERT 69.06% (± 00.77)
SciBERT 73.94% (± 00.46)
MatBERT 77.20% (± 00.43)
MatSciBERT 77.18% (± 00.31)
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positive relationship with an undesirable property means a 
negative impact of "phase A" on the overall engineering 
performance of the alloy. Relationships between phases and 
properties discussed in literature go well beyond the binary 
labels we have chosen. While focusing on extracting binary 
relationships from individual sentences, our approach allows 
us to go beyond overall binary relationships by analyzing the 
frequency of positive/negative samples for a given phase-
property pair. Therefore, the nuance of the relationship for 
each phase-property pair arises from the relative frequency 
of positive versus negative extracted samples.

The performance of the LLM was evaluated using a man-
ually labeled set of 50 sentences and ROGUE-L score, which 
quantifies similarity between two strings based on the length 
of their longest common subsequence [30]. We found that 
the ROUGE-L score of the LLM for phase recognition was 
84.08%, while that for the property recognition was 75.86%. 
Those suggest that the model performs very well at the NER 
task. These results were obtained using the final prompt 
where a total of 23 example sentences were provided to the 
model. Figure 2 shows three examples, while a full set of the 
sentences can be found in the GitHub repository (see link in 
Code Availability section). Furthermore, the LLM showed 
an F1 score of 89.47% on the relationship extraction task. 
Additionally, we looked at the same metrics for a zero-shot 
version of the same LLM, and while the F1 score remained 
high at 88.23%, the recognition scores for phases and prop-
erties were much lower at 28.47% and 46.00%, respectively.

Some sentences in our dataset mentioned multiple phases 
and/or properties. For example, for a sentence containing 
"phase A, phase B, and phase C increase property X," we 
aim to extract three individual relationships between the 
three phases and the property. To resolve such cases, we 

used a convention of separating the entities with the symbols 
" &&" for parsing individual relationships from sentence 
with multiple entities. This convention was shown to the 
LLM with some examples in the prompt (see Fig. 2 second 
example). This enabled us to better parse the output after 
generation.

Entity Aggregation

Our approach with this work consisted in extracting all the 
insights from literature as opposed to querying the sentence 
dataset with a pre-defined list of phase and properties. An 
entity aggregation step is therefore needed in our frame-
work to consolidate the different extracted entities into a 
smaller list of phases and properties. At the end of the NER 
and RE tasks, our database contained 5,671 unique phases 
and 1,769 unique properties. These represent unrealistically 
high numbers even for all aluminum alloy series considered 
here. Upon inspection, we found two sources of excessive 
numbers of extracted entities: (i) imperfect entity extraction 
(false positives) and (ii) numerous alias representations of 
the same phases or properties. False-positive entities typi-
cally included metallurgical terms that represent neither 
phases nor properties yet were extracted as those by the 
model. After inspection of the most frequent false posi-
tives, we complied lists of "stop-words" to remove entities 
irrelevant to phase–property relationships. The second prob-
lem—non-unique representations—emerges due to a variety 
of ways that authors refer to the same phases or properties. 
For example, "al2cu phase," "th (al2cu)," "cual2," " �-phase" 
are examples of distinct entities that all represent the same 
physical phase, “ � − Al2Cu ”. To a domain expert, these enti-
ties evidently represent the same phase, yet they are much 

Fig. 2  Example prompt used 
for entity and relationship 
extraction. The non-italicized 
parts represent the prompt 
given to the model and the blue 
italicized parts are an example 
of output to be parsed
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harder for a machine to recognize as aliases. We thus aimed 
to consolidate aliases in order to not miss datapoints when 
capturing the relationships between phase-property pairs. 
The next two sections describe our strategies of removing 
false positives and merging aliases for phases and properties 
given the specific characteristics of their text descriptions. 
Those strategies, while developed on the aluminum system, 
are applicable to other systems with minimal modification.

Phases

Aggregation and cleaning of phase entities was performed 
using a series of filters to remove, alter towards a unified 
format, and merge entities. The first step of phase name 
aggregation removed stop-words and modified the entities 
towards a unified format of phase and property representa-
tions. We distinguished two types of stop-words. The first 
are hard stop-words whose presence anywhere in the entity 
string indicated a false positive and thus led to deletion of 
the sentence from the database. Examples of those words are 
"alloy," "fibers," or "nanotube." If a sample contained the 
entity "Al-Mg alloy," the phase entity was removed entirely 
from the database along with its associated sentence, prop-
erty, and relationship. The second type are soft stop-words 
that were simply removed from the entity while the rest 
was preserved. Examples of soft stop words include "pre-
cipitate," "intermetallic," or "particle:" the entity "Mg2Si 
precipitate" would change to "Mg2Si". Stop words of both 
types were identified by manual inspection as words whose 
presence indicated that the entity was not a phase. Other 
modifications included the proper handling of Greek let-
ters (changing "eta" to " � " or "th" to " � ", where "eta" and 
"th" are the ways the paper database handled Greek letters 
in some of the full texts), the change to the same types of 
apostrophes (i.e., removing Unicode characters U+2032 and 
U+2033), and conversion of chemical elements’ full names 
to symbols.

The second step included merging entities with similar 
chemical formulae. A list of formulae was made manu-
ally to obtain the most common and unified version of the 
same phase names. For example, such phases entities as 
"mg2al3" and "al3mg2" were merged together. Apostrophe 
symbols contained in entities (denoting metastable phases) 
were kept to distinguish stable phases from their metastable 
counterparts.

The third step was a more targeted series of similar steps. 
First of all, strings containing only element names were 
removed to focus on phase–property relationships rather 
than the effects of individual alloying elements. In this 
context, treating entities containing "Si" deserved special 
attention. In addition to "Si" as an element, "Si" also com-
monly refers to silicon as a phase. To isolate "Si" as a phase, 
we used the presence of the words "eutectic," "phase," or 

"primary" in the same sentence, which we found to be 
uniquely co-occurring with the silicon phase (but not Si 
element). Finally, we created a dictionary to map codified 
phase names into our selected unified notation. For example, 
changing "T1" and "Al2CuLi" into "T1-Al2CuLi" or "Al3Sc

x

Zr1−x " and "Al3Sc1−xZr
x
 " into "Al3(Sc,Zr)."

The fourth step was disambiguation, which, for our 
database, mostly focused on the " � " phase. In aluminum 
literature, " � " can refer to multiple distinct phases: Mg2Si , 
Al5FeSi , or Al3Mg2 . We disambiguated � phase entities by 
looking at chemical names appearing in the same sentence 
or the paragraph containing the sentence. For example, if 
exactly one the chemical formulae ( Mg

2
Si , Al5FeSi , or 

Al3Mg2 ) appeared in the sentence or the paragraph then 
this was used to determine the specific � phase. Therefore, 
" �-Mg2Si " represents entities specifically disambiguated as 
Mg2Si . In all other cases, " � " was left to denote an aggre-
gate of the phases that were not disambiguated even after 
look-up of the additional information at the sentence and 
paragraph levels.

Properties

Of the 1,769 unique property entities, 61.3% datapoints rep-
resent property terms encountered only once in the corpus. 
This observation together with manual inspection of the 
extracted entities suggests that the vast majority of the 1,769 
entities need to be grouped into a much smaller number of 
actual property categories. From the data perspective, this 
task becomes one of clustering to find which sets of entities 
refer to the same property and thus must be grouped. In the 
case of properties, more semantic information is typically 
available at the string level to warrant the use of more pow-
erful NLP methods of aggregation that require less manual 
intervention than phases. Here, we approached property 
aggregation as topic modeling. We adopted the BERTopic 
model [31] for the task and evaluated a variety of configu-
rations to obtain most complete and accurate alias property 
aggregation. We settled on using a seeded version of the 
model, which uses a list of topics and example words for 
each topic to guide the model in matching those as closely 
as possible. We used the top 20 properties in the raw list of 
properties as the 20 seed topics. The model then found topic 
by clustering the embeddings of the raw property strings and 
created topic labels. Labels were further refined by manual 
inspection. Furthermore, two additional changes were made 
to the raw topics obtained by the model. First, we split such 
extracted properties as "wear" and "corrosion" properties by 
the presence of the words "resistance," "resistant," or "pro-
tection" to create the new "corrosion resistance" and "wear 
resistance" properties. For the second change, we subclas-
sified every aggregate/collective entity such as "strength" 
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or "tensile properties" into a more specific property, e.g., 
"UTS" if the entity contained the word "ultimate."

Insights from the Application on Aluminum 
Alloys

This work resulted in the extraction of 7,675 sentences from 
4,891 full-text papers with recognition of 2,955 unique 
phases and 25 unique properties, which constituted our 
phase-property database.

Figure 3 shows the histograms of the top most frequent 
phases and properties in our database. From Fig. 3a, we see 
that the database is dominated by the Si phase that occurs 
in Al-Si alloys, notably cast alloys [9]. Following closely 
is the �-Mg2Si phase commonly present in 6xxx alloys as 
the main strengthening phase [32, 33]. We also observe a 
large number of reinforcement phases/compounds amongst 
which are SiC, TiB2 , B4C , Al3Ti , TiC, and Al2O3 [34–36]. 
We found that these phases/compounds are often associated 
with wear resistance and thermal stability.

Figure 3b demonstrates a domination of the property 
"strength" in our database, as it constitutes a quarter of all 

property occurrences. The high frequency of the strength 
property is associated with two factors. First, many sen-
tences contain the general term "strength" when referring 
to the more specific properties such as yield strength, ulti-
mate tensile strength, specific strength, etc. Second, we find 
that the strength characteristics are much more extensively 
studied and reported in the literature on aluminum alloys 
compared to other properties.

We further analyze the phase–property relationships 
obtained with our NLP framework. Figure 4 shows a heat-
map of phase and property pairs mentioned in the sentences 
for the top 10 phases and properties. First of all, Fig. 4 shows 
the frequency of co-occurrence of phases and properties. 
For example, �-Mg2Si appears frequently with the harden-
ing property, and its metastable � ” variant also appears with 
hardness. This aligns with metallurgical intuition as these 
phases along with � ’ form during the aging process and 
typically result in increased hardness and hardening abil-
ity of aluminum alloys [37, 38]. The Si phase is frequently 
mentioned with mechanical properties as this is a topic of 
interest for Al-Si alloys that are often used for structural 
components in the automotive and aerospace industries [39, 
40]. Similarly, its co-occurrence with brittleness is expected 

Fig. 3  a Frequency plot of the top 30 phases found in our database. 
Names with commas indicate that we aggregated the chemical and 
alias names. In the case of the � phase, we disambiguated names such 
that " �-Mg2Si " only contains Mg2Si and � is an aggregate of Mg2Si , 

Al5FeSi , and Al3Mg2 that we could not separate. The metastable 
versions of the � phase ( �′ and �′′ ) have been checked and are only 
composed of metastable version of Mg2Si . b Frequency plot of the 
25 properties along with absolute numbers and percentage occurrence
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as coarse Si particles are mostly detrimental to the ductility 
of those alloys [41, 42]. Furthermore, we see that SiC and 
Al2O3 are mentioned with wear resistance and thermal sta-
bility more than the average as these compounds typically 
improve both properties [43–45].

We analyze the qualitative relationship for a few phase-
property pairs. Figure 5 shows the positive (green) and nega-
tive (red) sentiment of the top phases in terms of their impact 
on a selected property indicated in the title. The dashed lines 
provide a point of comparison showing the average positive 
sentiment for all mentions of that property. We see that the 
metastable phases � ’ and � ’ have more positive correlations 
with strength compared to the other non-metastable phases. 
The non-metastable phases appear in a richer variety of 

contexts including sentences on over-aging as well as dif-
ferent phase morphologies or sizes which can deteriorate 
strength, which adds to the corresponding "negative" senti-
ment fraction in 5a. Corrosion resistance (5b) shows two 
clear extremes. Al2O3 is predominantly regarded as ben-
eficial for corrosion resistance mainly due to its protective 
properties when forming a layer on the surface of alloys [46, 
47]. At the same time, the �-Al2Cu phase appears detrimen-
tal to corrosion resistance, which is due to the formation of 
galvanic cells between the noble Al2Cu and the Al matrix 
[48, 49]. Similarly the �-MgZn2 phase is also negatively 
correlated to corrosion resistance. In Fig. 4, we also see a 
strong correlation between corrosion and with the �-MgZn2 . 
Investigating the literature shows a similar sentiment as for 
the � phase, the � phase is often reported as being the cause 
of stress corrosion cracking and intergranular corrosion [50, 
51].

Discussion

The exploration of the literature on aluminum alloys shown 
in Sect. 3 highlights the retrieval of specialized knowledge 
from research papers. We were able to not only see which 
phase-property pairs were most mentioned, but also observe 
the positive or negative impact of phases. The insights from 
our database and its visualization are in concordance with 
metallurgical intuition and domain knowledge. While dem-
onstrated on aluminum alloys, our framework can be used for 
other families of alloys where phases are important, includ-
ing new emerging alloys with less established phase–prop-
erty relationships. Multiprincipal element alloys is an exam-
ple of potential application, especially given an explosion of 
the number of papers being published on the topic in recent 
years. Informing design of sustainable aluminum alloys with 

Fig. 4  Heat map representing frequencies of pairs for the top 10 
phases and top 10 properties. Yellow indicates higher frequencies, 
while dark blue are lower frequencies. Gray squares show the absence 
of the pair in our database. Each row and column is normalized by 
the total mentions of the corresponding property or phase, respec-
tively, in order to highlight trends. Without this step, the upper left 
corner would be mostly yellow giving us no added information

Fig. 5  Positive and negative mentions for the top phases associ-
ated with the properties a strength, and b corrosion resistance. The 
colored bars represent fractions of positive (green) and negative (red) 

mentions. The dashed line represents average positive mentions for 
that property and the numbers on either side of the plot represent the 
number of mentions
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increased recycling rates, where multiple harmful phases can 
emerge is another potential high-impact application. Rapid 
inspection of large body of published works can therefore 
contribute to accelerated alloy designs in these highly active 
research directions.

In addition to helping researchers rapidly navigate metal-
lurgical literature, our NLP framework can streamline data 
extraction for training quantitative machine learning models 
(e.g., for microstructure–property relationships). Extracted 
sentence datasets can also serve as a basis for constructing 
materials knowledge graphs [52], which in turn can form a 
foundation for interactive systems of fast and user-friendly 
retrieval of materials information. Our sentence dataset can 
be utilized as information-dense source of text data that can 
be used as domain-specific context for conversational LLMs 
(e.g., for retrieval-augmented generation [53]).

We finally note the key role of LLMs in building our 
framework without the need in excessive amounts of manu-
ally labeled data. Specifically, we observed a remarkable 
performance of LLMs in NER and RE tasks using only a 
handful of labeled examples (Sect. 2.3). The manual anno-
tation of sentences for NER and RE tasks with more tra-
ditional NLP approaches would have been extremely time 
consuming. Furthermore, using few-shot learning, we could 
significantly improve the model performance without expen-
sive fine-tuning. The sentence classification was addressed 
by fine-tuning BERT-type models, for which constituting a 
manually annotated dataset requires significantly less effort 
than NER and RE tasks.

Limitations and Future Opportunities

In this work, we developed a framework for high-through-
put extraction of phases, properties, and their relationships 
from published literature on aluminum alloys. Ideally the 
framework should be fully automated, however, in the cur-
rent state, some (semi-)manual intervention was still needed, 
most notably the aggregation of alias notations of the same 
phases/properties and their verification. For example, 15% 
of the extracted samples of the property "strength" have been 
aliased from otherwise worded terms referring to strength. 
Similarly, our database contains the property "corrosion," 
which aggregates not only the term "corrosion" itself but 
also other related terms that constituted 79% of the final 
aggregated "corrosion" samples. We expect that rapid pro-
gress in NLP and LLMs will eliminate the need in these 
additional steps and allow extraction of one-to-one relation-
ships of unique phases and properties.

This study focused on qualitative relationships between 
phases and properties, i.e., whether any given phase has a 
positive or negative impact on a property. Next efforts in 
this direction can pursue quantitative relationships as well 

as additional extraction of alloy chemical composition to 
further aid computational alloy design.

Finally, Fig. 5 shows that relationships described in lit-
erature are about 70–80% positive. This indicates a clear 
bias towards reporting "positive results," e.g., phases and 
phenomena that are beneficial to alloys properties. This bias 
results in unbalanced extracted datasets regardless how good 
the NLP framework for extraction is. The computational 
alloy design leveraging state-of-the-art NLP could benefit 
from a more balanced reporting of both negative and posi-
tive research results from the community.

Conclusion

In summary, we present a novel methodology for extract-
ing phase–property relationships from metallurgic litera-
ture using natural language processing and large language 
models. The study focuses on the aluminum system and 
leverages the power of NLP and LLMs to systematically 
organize knowledge from a vast corpus of research papers. 
The insights generated from the extracted database show its 
use as a valuable guide for alloy designers and researchers 
seeking to optimize alloy performance.

The results presented here show that this framework 
is useful for rapidly extracting insights from literature on 
alloys. The knowledge we have derived on the aluminum 
system would, traditionally, be held in textbooks that would 
have taken years to write by experts. As research on alloy 
properties continues to grow, these tools will become an 
indispensable to quickly screen literature and gain insights.
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