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Abstract
Powder bed fusion of metals using a laser beam (PBF-LB/M) is a process that enables the fabrication of geometrically com-
plex parts. In this process, a laser beam melts a metallic powder locally to build the desired geometry. The melt pool solidifies 
rapidly, which results in high cooling rates. These rates vary during the process in line with the geometric characteristics 
of the part, which leads to a non-uniform microstructure along with anisotropic mechanical properties. The unknown part 
characteristics prevent the process from being used in safety-critical applications. Thermographic in situ process monitoring 
provides information about the thermal field, enabling predictions of the resulting material properties. This study presents a 
novel methodology for the thermographic measurement of cooling rates during the PBF-LB/M process using a high-speed 
thermographic camera. The cooling rates occurring during the manufacturing of 316L tower-like specimens were measured. 
The cooling rate decreased with increasing build height, due to the heat accumulation in the parts. The microhardness profile 
of the parts was tested perpendicularly and parallel to the build direction. A significant decrease in hardness values was 
observed along the build height. The measured cooling rate was correlated to the microhardness profile of the specimens 
using a Hall–Petch type relationship. The results show a high level of reproducibility of the cooling rates between different 
specimens in the same build job as well as between subsequent build jobs. The presented methodology allows studying the 
effects of the geometry on the cooling rates and the resulting mechanical properties of 316L specimens.

Keywords  Additive manufacturing (AM) · Laser powder bed fusion (LPBF) · Process monitoring · Stainless steel 316L · 
Thermal history

Introduction

Powder bed fusion of metals using a laser beam (PBF-
LB/M) is an additive manufacturing process in which a 
laser selectively melts a metallic powder. The PBF-LB/M 
process offers a high degree of design freedom and ena-
bles the manufacturing of lightweight components, such as 
shape-optimized connection nodes for construction appli-
cations [1]. Where safety is paramount, knowledge of the 
mechanical properties of the parts is crucial. However, these 
can be complicated to determine, as they depend on the ther-
mal history of the process, which is highly dynamic [2]. In 
the PBF-LB/M process, the melt solidifies at high cooling 
rates resulting in stainless steel 316L with a fine-cellular 
microstructure [3]. The fine sub-grain structure enhances the 
strength of the additively manufactured material compared 
to conventional material [3]. Varying the cooling rate can 
cause changes to both the microstructure and the mechani-
cal properties of components with different geometries [4]. 
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Knowledge of the local cooling rate during the build would 
make it possible to predict the local part properties [5].

Bertoli et al. [6] used a high-speed camera to monitor 
the fabrication of 316L single tracks with different process 
parameters and calculated the average cooling rates from the 
resulting video data. The authors extracted the time inter-
val between the frames when the laser focused on a fixed 
position and when the melt solidified at this position. The 
cooling rate was calculated by this interval and a fixed tem-
perature range between the boiling point and the solidifica-
tion point of the material. The cooling rates reported were 
between 1 × 106 K/s and 7 × 106 K/s.

In contrast to individual melt paths, the transient ther-
mal field during the PBF-LB/M process is dominated by the 
heating and cooling cycles of adjacent laser tracks, leading 
to varying cooling rates.

Evans et al. [7] used the semi-analytical temperature 
model of the PBF-LB/M process proposed by Plotowski 
et al. [8] to estimate the cooling rate. They compared the 
results of single- and multi-track scan patterns. The authors 
found that the cooling rate was nearly constant in single 
tracks but varied along the paths of multi-track scan patterns. 
The cooling rate decreased at the turning points of the laser 
and was higher for longer scan paths. Hooper [9] used an 
in-axis process-monitoring setup based on two high-speed 
cameras to measure the temperatures around the melt pool. 
This two-wavelength setup captured the thermal field within 
the melt pool and the authors extracted the cooling rate with 
a high spatial and temporal resolution. The large quantity of 
data limited the acquisition time to a few seconds, with the 
result that it was not possible to measure complete layers.

Heigel and Lane [10] employed an off-axis thermo-
graphic setup to measure the cooling rates of several lay-
ers during the manufacturing of a complex benchmark 
part. The thermographic camera captured an area of 
approximately 12 mm × 6 mm with a spatial resolution of 
360 pixels × 126 pixels . The camera measurements were 
corrected for the solidification temperature by identify-
ing the solidification discontinuity. The cooling rate was 
calculated using a fixed temperature interval between the 
solidification temperature and an arbitrarily chosen lower 
temperature value. Cooling rates of between 1 × 105 K/s and 
7 × 105 K/s were reported. The authors found that cooling 
rates in complex parts are influenced by the scanning strat-
egy and geometrical differences.

To sum up, there are only limited studies that consider the 
cooling rate measurement during the PBF-LB/M process. 
The current literature does not give a uniform definition of 
the cooling rate. As a result, it is calculated on the basis of 
a variety of temperature intervals, making their results dif-
ficult to compare. Existing methods are only able to measure 
a small area of the build platform. Hence, it is not possible 
to compare the cooling rates of different parts or different 

sections of large parts. This study presents a novel method-
ology for the thermographic measurement of cooling rates 
during the PBF-LB/M process. Cooling rates were meas-
ured from the slope of the cooling curve at the solidification 
temperature. In contrast to current approaches, no arbitrarily 
chosen temperature interval was used in the calculations. 
The experiments had a large thermographic field of view. To 
show the reproducibility of the cooling rate measurements, 
several specimens were built. The cooling rates were cor-
related to spatial changes in the mechanical properties of the 
manufactured test specimens. This study was conducted with 
316L stainless steel due to the well-understood relationship 
between the cooling rate and the microstructure.

Cooling Rate Measurement Methodology

The objectives of the methodology presented in this work 
were to measure the solidification cooling rate during the 
manufacturing of large-scale components and to compare 
the results of several parts on the build platform. This neces-
sitated monitoring a wide area of the build platform. The 
spatial resolution per pixel scales with the area of interest. A 
setup with a large field of view cannot resolve a small PBF-
LB/M melt pool. The size of the melt pool is in the order of a 
few hundred μm [11]. Measuring the temperature of a small 
area that is not resolved by multiple pixels results in a high 
level of uncertainty [12]. To address this, a five-step meth-
odology for measuring cooling rates is proposed (see Fig. 1).

This methodology employs a statistical data analysis to 
ensure the reliability of the measurements. In the first step 
of applying this methodology, the signal value of the solidi-
fication temperature was detected for each layer. This infor-
mation was used to calculate the apparent emissivity at this 
temperature and to perform a single-point correction of the 
data. The cooling cycle after the solidification of each pixel 
was extracted from the corrected data. The cooling curve 
was obtained by fitting the extracted data to a simplified ana-
lytical temperature model. In the final step, the solidification 
cooling rate was calculated from the first-order derivative of 
the fitted cooling curve. The following subsections describe 
these five steps in more detail.

Solidification Point Detection

The first step of the cooling rate measurement process is 
to detect the solidification point. The cooling curve in the 
PBF-LB/M process shows an almost exponential progres-
sion [13]. Hence, the cooling rate is very sensitive to the 
temperature value at which it is calculated. To calculate the 
solidification cooling rate accurately, the solidification tem-
perature signal value must be determined. Due to the latent 
heat of fusion, the cooling curve shows a discontinuity at 
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the liquid to solid transition. This discontinuity is marked 
by the first minimum of the second-order derivative of the 
cooling curve [14]. The camera value at the discontinuity 
corresponds to the solidification temperature. To identify 
the discontinuity in the camera signal of a pixel, it must lie 
directly in the laser path. As a result, only a limited number 
of pixels are available to identify the solidification discon-
tinuity. A multi-stage procedure was applied to account for 
measurement uncertainties due to the experimental setup.

First, the maximum values were calculated for each pixel in 
a layer. The pixels passed directly by the laser have the high-
est measured values of all pixels in that layer. Therefore, only 
pixels with values close to the maximum of the thermographic 
camera were used to detect the solidification point. The accept-
able range depends on the thermographic setup and is deter-
mined empirically. In this study, the digital dynamic range of 
the thermographic camera was 14-bit = 16,384 counts, and the 
threshold was set to 1.3 × 104 counts. The temperature curve 
of these pixels after interacting with the laser was extracted 
for further analysis. Next, the second-order derivative of 
the cooling curve for these pixels was approximated by the 

second-order central difference algorithm. The first minimum 
of the second-order derivative was determined to identify the 
time of the solidification transition. If no clear minimum was 
detected, the values were discarded. A normal distribution of 
the calculated solidification points was expected due to the 
measurement uncertainties of the thermographic setup. There-
fore, the median value of each layer was used as the solidifi-
cation temperature. The surrounding temperature of a pixel 
increases as a consequence of the heat accumulation during the 
build of the part. This creates an offset in the thermographic 
signal [12]. To account for this effect, the solidification tem-
perature was calculated for each layer.

Single‑point Correction

The thermographic camera measures the intensity of the infra-
red radiance that the surface of the part emits according to its 
temperature. The relationship between the temperature T of 
an ideal black body and its spectral radiance L�Bb is described 
by Planck’s law as

Here, h is the Planck constant, c is the speed of light, � is the 
wavelength, and kB is the Boltzmann constant. Real bodies 
emit less radiation than a black body at the same tempera-
ture. The ratio between the two radiations is described by 
the emissivity � , which depends on the material, the surface 
conditions, and the temperature of the target object [15]. 
The emissivity is also dependent on the wavelength and is 
affected by the viewing angle [16]. The signal level is further 
reduced by losses due to the optical elements in the meas-
urement path. The transmissivity of the optical path can be 
expressed as �optics where 𝜏optics < 1. The apparent emissivity 
takes these losses into account by �app = �surface ⋅ �optics . It 
is therefore lower than the actual emissivity of the mate-
rial. The apparent emissivity needs to be determined for the 
specific measuring task to enable conclusions to be made 
about the absolute temperature. The focus of this work is on 
the cooling rates starting at the solidification temperature. 
An absolute temperature calibration of the entire tempera-
ture range was beyond the scope of the study. The thermo-
graphic data were corrected using the single-point correc-
tion method. Here, the apparent emissivity is determined 
for a single temperature value and assumed to be constant 
over the measured temperature range. Deviations from this 
assumption could influence the progress of the measured 
cooling curve. This error was considered to be small since 
the cooling rate was determined at the detected solidification 
temperature Ts . Single-point correction requires a pair of 
correlating temperatures. Here, these are the solidification 
temperature ( Ts,true of 316L) of 1663.15 K and the apparent 

(1)L�Bb(�,T) =
2 ⋅ h ⋅ c2

�5
1
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Fig. 1   Five-step methodology for the thermographic cooling rate 
measurement
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temperature corresponding to the solidification signal Ts,app 
obtained in the previous step. The solidification signal was 
converted into an apparent temperature using the black body 
calibration curve of the camera. Using this temperature cou-
ple, the apparent emissivity at the solidification temperature 
�app(Ts) was calculated by

In Eq. (2), �1 and �2 are the limits of the spectral range of the 
camera, and L�TC and L�Bb are the spectral radiance values 
for Ts,app and Ts,true calculated by Eq. (1).

The apparent emissivity calculated by Eq. (2) neglects the 
spectral responsivity of the thermographic camera sensor 
r(�) . If r(�) shows a high dependency on the wavelength, r(�) 
must be included in Eq. (2). The thermographic camera sen-
sor used in this study had a r(𝜆) > 80 % within its spectral 
range. Thus, r(�) was neglected. The apparent temperature 
values obtained from the thermographic camera were cor-
rected using �app and a numerical solution of the integrals 
in Eq. (2).

Extraction of the Cooling Curve

In the PBF-LB/M process, the material is subjected to mul-
tiple heating and cooling cycles. In an individual layer, these 
thermal cycles are caused by the hatching of the laser. The 
cooling rate was calculated for the last of these heating and 
cooling cycles, where the solidification time was exceeded. 
The material is also re-molten in the build direction, as the 
penetration depth usually includes multiple layers [17]. This 
creates an offset between the measured cooling rates and 
the solidified microstructure. However, the layer thickness 
in the PBF-LB/M process is in the range of tens of microns 
[18]. Since the measurements in this work were focused on 
the macroscopic process-property relationship, this offset 
was neglected.

Fitting of the Cooling Curve

To calculate the cooling rate, the extracted thermographic data 
were fitted using the analytical temperature model of the PBF-
LB/M process proposed by [19]. In contrast to a piecewise 
interpolation of the measured data, the fit of the analytical 
model includes all data points of the cooling curves. It is thus 
more robust against signal deviations due to measurement 
errors. The fitted model provides a continuous, physically 
interpretable curve for evaluating the cooling rate. The tem-
perature after solidification is approximated for a semi-infinite 
bar with a constant temperature T0 and a higher temperature 
T1 in the topmost layers at the current build height zn . It is 

(2)�app(Ts) =
∫ �2
�1

L�TC(�,Ts,app)d�

∫ �2
�1

L�Bb(�,Ts,true)d�
.

assumed that heat is solely transported by conduction. Temper-
ature-dependent material properties and phase transitions are 
neglected. The heat is inserted homogeneously into the volume 
fraction at the top layer of the bar. With these simplifications, 
the cooling temperature profile after the solidification can be 
approximated by [19]

In Eq.  (3), � is the absorption coefficient, P is the laser 
power, v is the scan velocity, d is the hatch distance, cp is 
the specific heat capacity, � is the material density, a is the 
thermal diffusivity, and n is the hatch factor. The hatch factor 
n considers the dependency of the energy input on the length 
of the laser tracks.

The maximum value of the extracted cooling curve was 
shifted to t = 0 s. The temporal delay between the heat input 
and the first measurement value varies in relation to the 
frame rate of the thermographic camera. A time offset t0 was 
introduced into Eq. (3) to take this delay into account. The 
MATLAB® curve fitting toolbox was used for the curve fitting. 
The fitting parameters and their initial values were T0 = 400 K, 
n = 1, and t0 = 0.001 s. A lower limit was set for the param-
eters of T0 = 273 K, n = 0, and t0 = 0 s. The fitting results were 
evaluated by the coefficient of determination R2 . Results with 
a value of R2 < 0.95 were rejected. The threshold was chosen 
in reference to the 95 % confidence interval.

Cooling Rate Calculation

In this study, the solidification cooling rate Ṫ(ts) is defined as 
the slope of the cooling curve at the solidification temperature 
or at the time of solidification ts . According to this definition, 
the cooling rate is calculated by

Using Eq. (3), the cooling rate can be calculated as

Using the fitting parameters and the solidification tempera-
ture Ts , ts can be calculated by Eq. (3) for each temperature 
curve.

Materials and Post‑process Analysis

The proposed methodology was tested by experimental 
investigation. The aim of the experiments was to trigger a 
variation in the cooling rate by causing heat to accumulate 

(3)T(zn = 0, t) ≈ T0 + n ⋅
� ⋅ P

v ⋅ d ⋅ cp ⋅ � ⋅
√

� ⋅ a

1
√

t

.

(4)Ṫ(ts) =
dT(ts)

dt
.

(5)Ṫ(ts) = −
1

2
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in the specimens due to a short inter-layer time (ILT) of 
approximately 14  s. To demonstrate the reproducibil-
ity of the methodology, a total of four identical 316L test 
specimens were built in two separate build jobs. The setup 
used for manufacturing and for monitoring the process is 
described in the following.

Thermographic Setup

The experiments were performed on an EOSINT M280 
machine (EOS, Krailling, Germany). The machine is 
equipped with a 400 W fiber laser with a beam diameter 
of 100 μ m. A Flir xc6901sc thermographic camera (FLIR 
Systems, Wilsonville, OR, USA) was used to measure the 
thermal field during the PBF-LB/M process. Fig. 2 illus-
trates the thermographic setup. The camera sensitivity cov-
ered a spectral range of 2 μ m to 5 μ m. The 50 mm lens was 
complemented by an internal neutral density (ND) filter with 
a transmittance of 10%. The purpose of the ND filter was to 
reduce the incoming radiation and prevent the camera sensor 
from saturating when measuring higher temperature ranges.

The camera was mounted on an aluminum frame out-
side of the process chamber. The camera was positioned at 
a working distance of 500 mm by means of a slider mount. 
The viewing angle was 14° to the Z axis and –5° to the 
X axis. Stoppers in the aluminum frame allowed the camera 
position to be reproduced in the various experiments.

The optical access to the chamber was through a ger-
manium long-pass filter window (Edmund Optics, Nether 

Poppleton, North Yorkshire, UK). The filter had a diam-
eter of 50 mm and a transmission of > 85% in the spec-
tral range of the camera. The setup covered a field of view 
(FOV) of 160 mm × 153 mm with a maximum resolution 
of 640 pixels × 512 pixels . Increasing attenuation of the 
impinging radiation occurred toward the outer bounds of 
the FOV due to atmospheric attenuation and the clear aper-
ture of the viewing window. The correction of this vignet-
ting effect is beyond the scope of this study. For this reason, 
the effective FOV was reduced to 384 pixels × 312 pixels . 
The size of this area was evaluated by viewing a black body 
plate at a constant temperature of 353 K. The frame rate was 
set to 1620.67 Hz. The integration time of the camera was 
set to 0.0103 ms in accordance with the calibration of the 
manufacturer.

Experimental Setup

To investigate the effect of the build height on the cool-
ing rate and the resulting material properties of the 
316L specimens, cubical towers of the dimension 
10 mm × 10mm × 150 mm were manufactured. Gas-atom-
ized 316L stainless steel powder (OC Oerlikon Corporation, 
Pfaeffikon, Switzerland) with a particle size distribution of 
19 to 46 μm was used for this purpose. Two towers were 
placed on the build platform within the FOV of the thermo-
graphic camera. To prevent any mutual thermal influencing, 
the distance between the towers was set to 48 mm.

The laser power was 190 W, the scanning speed was 
800 mm/s, and the hatch distance was 100 μ m. A single 
post-exposure of the contours was applied with a laser power 
of 190 W and a scanning speed of 800 mm/s. The specimens 
were built by applying a unidirectional scanning strategy 
with a rotation of 90° per layer. The scan vectors were paral-
lel to the edge of the specimens, resulting in a constant scan 
vector length of 10 mm. The parts and the scanning pattern 
were rotated by 30° around the Z axis to prevent exposure 
toward the shielding gas flow. A second set of two towers 
was manufactured in a subsequent build job to investigate 
any potential differences between build jobs. After manu-
facturing, the towers were cut from the build plate using a 
band saw. No additional heat treatment was applied when 
testing the as-built properties of the specimens. The cool-
ing rate was measured every 1 mm for the first 15 mm of the 
build height, every 5 mm thereafter up to 30 mm, and every 
10 mm for the remainder of the build.

Post‑process Analysis

The two towers from each build job were analyzed to deter-
mine their local material properties, as illustrated in Fig. 3. 
The specimens were sectioned with an abrasive cutting 

Thermographic camera

Laser beam

Filter glass

Build platform

Z

YX

Fig. 2   Thermographic setup employed in this study; a high-speed 
thermographic camera was mounted on the top of the build chamber 
of the PBF-LB/M machine



46	 Integrating Materials and Manufacturing Innovation (2023) 12:41–51

1 3

machine QCut 100 (ATM Qness, Golling an der Salzach, 
Salzburg, Austria). One tower from each build job was cut 
centrally along the X-Z plane and each half was divided 
into sections of a height of 25 mm. The second tower from 
each build job was sectioned along the X-Y plane every 
10 mm. The cross sections were then embedded, ground, 
and polished.

The Vickers hardness HV 1 of each cross section was 
tested at several points over the surface. The transversal 
cross sections were tested in a 3 × 3 matrix pattern, with 
a distance of 4 mm between the indentations and a clear-
ance of 1 mm to the edges. The longitudinal cross sections 
were tested every 10 mm in the Z-direction with three cen-
tered indentations per Z-height at a distance of 1 mm to 
each other. A Qness 60A+ EVO microhardness tester (ATM 
Qness, Golling an der Salzach, Salzburg, Austria) was used 
for this purpose.

Correlation of Cooling Rate and Hardness

The intergranular cell structure is the primary strengthening 
mechanism in PBF-LB/M fabricated 316L [20]. The cool-
ing rates during the process influence the cell size of this 
sub-grain structure. For fully austenitic stainless steels, the 
relationship between the cell size dc and the cooling rate is 
expressed by [21]

(6)dc = 80 ⋅ Ṫ−0.33.

With grain refinement, a higher stress is needed for a dislo-
cation movement between the grains. The Hall–Petch rela-
tionship describes this correlation [22]:

Here, �0 is the maximum yield stress needed for a disloca-
tion of a single crystal, dg is the grain size, and k is a con-
stant describing the grain boundary resistance. Wang et al. 
[23] showed that the microhardness of 316L manufactured 
by PBF-LB/M correlates well with the cell size using a 
Hall–Petch type relationship by replacing the stress with the 
hardness and the grain size with the cell size dc . This leads 
to a modified version of Eq. (7):

The above relationships can be used to correlate the cool-
ing rate to the hardness. The mean cell size is estimated by 
Eq. (6) using the mean cooling rate measured for the layer. A 
Hall–Petch type curve, Eq. (8), is fitted using the estimated 
mean cell size and the mean hardness of each layer, to dem-
onstrate the validity of the measured cooling rates.

Results and Discussion

Solidification Point Detection

The camera intensity value at the solidification tempera-
ture was evaluated for all monitored layers. The values of 
the pixels in each single layer had a normal distribution. 
The mean value of the intensity increased from layer to 
layer, even though the temperature of the solidification 
transition is a material-specific constant. This offset was 
induced by the increasing surface temperature due to heat 
accumulation in the part. The camera value of a pixel was 
affected by the temperature of its surroundings. The sur-
face temperature of the part thus contributed to the sig-
nal value of the melt pool pixel. A higher thermographic 
resolution would reduce this offset. However, the effect 
was compensated for by evaluating the camera value cor-
responding to the solidification temperature for each layer. 
The median value of each layer was used for the subse-
quent calculation of the cooling rate.

Cooling Rate

Figure 4 shows the temperature profile of a pixel at 140 mm 
build height. After the single-point temperature correction of 
Tapp , the cooling curve was extracted from Ttrue and the tem-
perature model, Eq. (3), was fitted to the extracted data. The 

(7)�y = �0 + k ⋅ d
−0.5
g

(8)HVy = HV0 + k ⋅ d
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Fig. 3   Schematic of the tower specimens showing the section planes 
for the post-process analysis
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model fitted well to the measurement data. In the example of 
the pixel data shown in Fig. 4, an R2 = 0.996 was reached. 
Overall, 99% of all fittings reached an R2 >= 0.974. Note 
that, as described above, fittings with an R2 < 0.95 were 
rejected.

Figure 5 shows the evaluated mean cooling rates of the 
different layers during the build of the four towers. The cool-
ing rate curves of the towers displayed similar progressions. 
The maximum relative standard error of the various means 
was 1.58%. This shows the high reproducibility of the cool-
ing rate measurement methodology presented in this study. 
It also shows that the cooling rate during manufacturing is 
reproducible for the same geometry at different locations on 
the build platform and for individual build jobs.

The cooling rate decreased significantly with increas-
ing build height (see Fig. 5). The mean cooling rate meas-
ured at a build height of 1 mm was 3.72 × 105 K/s. Up to a 
build height of 50 mm, the cooling rate decreased by 35% 
to 2.42 × 105 K/s. At a height of 140 mm, it had a value of 
1.96 × 105 K/s, a reduction of 47% of the initial cooling rate 
near the build plate. The error bars in Fig. 5 show the stand-
ard deviation of the cooling rate of each layer. The deviation 
included measurement uncertainties, data processing errors, 
and actual variations of the cooling rate. The cooling rate 
changed within a single layer leading to standard deviations 
of about 20–30%. The small standard errors of the measure-
ments indicate that the deviations within a single layer were 
mainly attributable to the scan pattern [10]. The cooling 
rate is lower at the turning point of the laser, since the laser 
remains in the same area for longer [7].

The decrease in the cooling rate over the height is due to a 
heat accumulation in the towers. An increasing temperature 

in the part leads to a lower temperature gradient between the 
melt pool and the topmost layers of the part. The level of the 
heat accumulation is dependent on the ILT. Shortening the 
ILT increases the surface temperature. Heat accumulation 
can be avoided if there is sufficient time for cooling between 
the layers [24, 25]. In the present study, the ILT of 14 s was 
comparably short, since only a small area of each layer was 
scanned.

Mechanical Properties

Figure 6 shows the hardness in the X-Y plane of the parts. 
The hardness decreased significantly with increasing height 
from 228 ± 9 HV 1 at 10 mm to 214 ± 5 HV 1 at 140 mm 

Fig. 4   Temperature profile of a pixel at 140  mm build height; the 
measured data T

app
 (black) was corrected for T

s
 (gray line) using �

app
 ; 

the extracted cooling curve (white  background) was fitted with the 
temperature model (red) proposed by [19]

Fig. 5   The mean cooling rate and the standard deviation per layer; the 
cooling rate decreased with increasing build height; the progression 
of the cooling rate was reproducible between the different towers and 
build jobs

Fig. 6   The hardness values measured from transversal cross sections 
(X-Y plane) decrease significantly with the build height Z
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(ANOVA p value = 3.59 × 10−8 ). The value of the top of the 
towers at about 150 mm was lower, at 199 ± 7 HV 1.

The hardness profiles for the X-Y planes of the two towers 
did not differ significantly between both samples (ANOVA 
p value=0.44). This shows the reproducibility of local mechan-
ical properties of similar parts between two build jobs. The 
hardness profile in the X-Z plane also showed a decreasing 
trend, with 243 ± 11 HV 1 at 10 mm and 221 ± 20 HV 1 at 
140 mm (ANOVA p value=6.85 × 10−4 ). The hardness values 
in the X-Z plane were slightly higher than in the X-Y plane, 
indicating an anisotropy of the HV 1 hardness. The results of 
the hardness measurements are in line with those obtained by 
Waqar et al. [26]. The authors attributed the anisotropy to the 
multiple remelting of the individual layers [26].

Correlation of Cooling Rate and Hardness

The cell size was calculated from the measured cooling 
rates and correlated with the hardness measurements using a 
Hall–Petch type relationship. The hardness values of the top 
plane were excluded from this analysis, since they were influ-
enced by the upskin process parameter set. This parameter set 
had a higher energy input than the infill parameters. A higher 
energy input results in lower cooling rates [6], which explains 
the low hardness values at the top plane. The results are shown 
in Fig. 7.

The linear fitting of the Hall–Petch relationship between 
the calculated cell sizes and the hardness in the X-Y plane 
had a coefficient of determination of R2= 0.68. The corre-
lation showed that it is generally possible to identify local 
variations in microstructure and mechanical properties by 
the cooling rate measurement methodology proposed in this 
work. However, a prediction of the mechanical properties is 

not possible since the correlation presented here is based on 
mean values determined for each layer.

Conclusions

This paper describes a methodology for measuring cooling 
rates during the PBF-LB/M process. A five-step data evalu-
ation procedure was used to evaluate the cooling rates from 
in situ thermographic measurements. The methodology was 
tested using a large FOV thermographic setup mounted on 
an EOS M280. The setup enabled the observation of an area 
of 96 mm × 78 mm with a spatial resolution of 250 μm/
pixel. To evaluate the reproducibility, four cubical towers of 
the dimensions 10 mm × 10 mm × 150 mm were manufac-
tured in two build jobs. The cooling rates were measured in 
several layers along the build height. The HV 1 microhard-
ness profile was tested along the build height, perpendicu-
larly and parallel to the building direction. The cooling rates 
and the mechanical properties of the parts were correlated 
using a Hall–Petch type relationship. The following conclu-
sions can be drawn from the findings of this work:

•	 The cooling rate measurements for a thermographic setup 
with a large FOV showed reproducible results both for 
different locations on the build platform and for different 
build jobs. The maximum standard error of the mean of 
all four test specimens was 1.58%.

•	 The mean cooling rate per layer decreased by 47% from 
3.72 × 105 K/s at a build height of 1 mm to 1.96 × 105 K/s 
at a build height of 140 mm.

•	 The mean hardness decreased significantly from 
228 ± 9 HV 1 at 10 mm to 214 ± 5 HV 1 at 140 mm, 
measured perpendicularly to the building direction and 
from 243 ± 11 HV 1 at 10 mm to 221 ± 20 HV 1 at 
140 mm, measured parallel to the building direction.

•	 It was possible to correlate the measured cooling rate 
with the hardness of the test specimens. The cell size 
was first approximated by the cooling rates and then cor-
related to the hardness by a Hall–Petch type relationship 
with an R2 of 0.68.

The present analysis focused on the mean cooling rate per layer. 
Future work will focus on the effect of the scanning strategy, meas-
urement uncertainties, and data processing errors. The next step 
is to apply the methodology to more complex, large-scale parts. It 
will be necessary to analyze different areas within the same layer 
separately, with significant differences in the surface temperature.

Supplementary Information

The datasets generated during this study are available in the 
mediaTUM repository at https://​doi.​org/​10.​14459/​2023m​
p1695​278.

Fig. 7   Hall–Petch type relationship between the HV 1 hardness meas-
ured perpendicular to the building direction and the reciprocal square 
root of the cell size calculated from the cooling rate measurements

https://doi.org/10.14459/2023mp1695278
https://doi.org/10.14459/2023mp1695278
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Appendix

Additional Figures

See Figs. 8,  9, 10, 11, and 12.       

Fig. 8   Box plot of the camera intensity values of the solidification 
temperature (IQR: interquartile range); the values increase with the 
build height due to a signal offset induced by the increasing surround-
ing temperature

Fig. 9   The confidence interval of the cooling rate was calculated as 
1.96 times the standard error of the mean of the four towers

Fig. 10   The hardness values measured from longitudinal cross sec-
tions (X-Z plane) decrease significantly with the build height Z

Fig. 11   Hall–Petch type relationship between the HV  1 hardness 
measured parallel to the building direction and the reciprocal square 
root of the cell size calculated from the cooling rate measurements

Fig. 12   Normalized responsivity of the sensor of the thermographic 
camera Flir xc6901sc [27]
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Summary of the ANOVA Analysis Results

See Tables 1, 2 and 3.
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