Arab. J. Math. (2024) 13:103-119 ")

https://doi.org/10.1007/s40065-023-00454-9 Arabian Journal of Mathematics @i

Preeti Devi - Abhishek Guleria

Classical symmetries of the Klein—-Gordon-Zakharov
equations with time-dependent variable coefficients

Received: 7 June 2023 / Accepted: 18 December 2023 / Published online: 23 January 2024
© The Author(s) 2024

Abstract In this article, we employ the group-theoretic methods to explore the Lie symmetries of the Klein—
Gordon—Zakharov equations, which include time-dependent coefficients. We obtain the Lie point symmetries
admitted by the Klein—Gordon—Zakharov equations along with the forms of variable coefficients. From the
resulting symmetries, we construct similarity reductions.The similarity reductions are further analyzed using
the power series method/approach and furnished the series solutions. Additionally, the convergence of the
series solutions has been reported.

Mathematics Subject Classification 35G20 - 35G50 - 35E99

1 Introduction

It is well known that various physical phenomena are characterized by nonlinear evolution equations. As
mathematical models of the phenomena, the investigation of exact explicit solutions of nonlinear equations
will help us to understand these phenomena in a better way. Various methods have been formulated and
developed for obtaining explicit exact solutions of nonlinear partial differential equations (NLPDEs). These
methods include exp-function method [31], Jacobi elliptic function method [7], Hirota’s direct method [41],
F-expansion method [35], tanh function method [42], modified extended tanh-function method [3], modified
(G'/G) - expansion method [43], first integral method [9], (G'/G?)-expansion method [10,46], (G'/G)-
expansion method [30], (G'/G, 1/G)-expansion method [2], classical symmetry method [5,6,13,29] and
so on. Using Ibragimov’s approach, conservation laws of nonlinear equations were introduced in [37]. Lie
symmetry analysis, conservation laws, and various exact invariant solutions of differential equations were also
furnished in [14-19].

Sophus Lie [23] introduced the concept of Lie symmetry method. It is one of the best methods for construct-
ing the exact solutions of the NLPDESs by reducing the number of independent variables, exploiting continuous
symmetries of the nonlinear system. The obtained exact solutions are known as similarity solutions. Various
mathematicians employed this method and constructed the exact solutions [8,11,24,25,27,39].

The Klein—-Gordon—Zakharov equations [4] are given by

¢tt_¢xx +¢>+Mﬁ¢=0,
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Vit — Yax — 0 (|¢P)xx = 0, (1.1)

where o, A are nonzero real constants. The complex-valued function ¢ denotes the fast time scale component of
electric field raised by electrons, and the real-valued function v represents the deviation of ion density from its
equilibrium. This equation describes the interaction between the Langmuir wave and the ion-acoustic wave in
high-frequency plasma physics [4]. Recently, numerous computational approaches have been taken into account
to investigate the equations (1.1) such as extended hyperbolic function method [34], extended sinh-Gordon
equation expansion method [4], exp-(¢ (£))-expansion method [12], solitary wave ansazt [38], bifurcation
method [45], He’s variational principle method [1], simplest equation method [28], [22], conservative finite
difference scheme [40], sine—cosine and some extended function method [36], and so on.

In recent times, the focus on the examination of variable coefficient nonlinear equations has been increased
drastically. This is due to the fact that these equations provide a more realistic description of numerous nonlinear
phenomena when compared to constant-coefficient counterparts. Therefore, it is imperative to consider and
incorporate these variable coefficients. Many researchers have dedicated their efforts to the study of nonlinear
evolution equations that incorporate time-dependent variable coefficients, and they have put forth precise,
explicit solutions as a result [20,21,26].

Herein, we will consider the variable coefficient Klein-Gordon—Zakharov equations of the following form:

Gt — bxx + P+ AOYP =0,
Vit — Yax — (D) ([91)ax = 0, (1.2)

where the complex-valued function ¢ represents the fast time scale component of electric field, and the real-
valued function v represents the deviation of ion density from its equilibrium [4].

This study aims to investigate the Lie symmetries of the variable coefficient Klein—-Gordon—Zakharov
equations (1.2) and present the exact analytical solutions.

This paper’s structure involves an overview of the classical Lie symmetry in Sect. 2. In Sect. 3, we present
the symmetries of Eq. (1.2) along with the forms of variable coefficients. In Sect. 4, the similarity variables
and similarity reductions have been established. We observed that the similarity reductions are complex in
nature and lack Lie symmetry. Therefore, in Sect. 5, we employed the power series method on the systems of
reduced ODEs and proposed the exact series solutions. Concluded remarks are given in Sect. 6.

2 Classical Lie group method: an algorithmic overview

The classical Lie Symmetry approach primarily involves achieving a reduction of partial differential equations
(PDEs) by identifying symmetries using determining equations derived from the requirement of invariance
within the PDE system. More specifically, when a given set of PDEs is rendered invariant under a one-parameter
symmetry group of transformations, it leads to an over-defined system of linear homogeneous partial differential
equations. This system is employed to determine the infinitesimal elements of the transformation group. These
infinitesimals of the transformations are instrumental in achieving a reduction of the PDE system. The classical
Lie symmetry method involves the following key steps:

e Symmetry transformations: The first step is to find the Lie group that generates the symmetries which
maintain the invariance of a given differential equation or system of differential equations. A symmetry
transformation represents a change of variables that preserves the essential structure of the differential
equation.

e Lie algebra: The next step is to compute the Lie algebra corresponding to the Lie group which characterizes
the infinitesimal versions of these transformations, often represented as vector fields.

e Infinitesimal generators: Determine the infinitesimal generators within the Lie algebra. These generators
serve as the basis for generating one-parameter groups of transformations.

e Invariance condition: Consider whether the differential equation remains invariant under the action of
these infinitesimal generators. The invariance condition is met when the Lie derivative of the equation with
respect to the infinitesimal generator equals zero. This gives rise to a set of determining equations.

e Solving the determining equations: solve the determining equations to identify the infinitesimal generators
and, consequently, the Lie symmetries inherent to the differential equation.

e Reduction: Upon discovering the symmetries, the differential equation can be reduced, potentially leading
to simpler or even separable equations. This simplification is advantageous for finding exact solutions,
offering insights into the behavior of the system governed by these equations.
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3 Symmetry analysis

In this section, we work out the Lie point symmetry of the equation (1.2) by adopting the group theoretic
technique. Substituting ¢ = u + iv, ¥ = w in Eq. (1.2). By separating the corresponding real and imaginary
parts in the resulting expression, we establish a set of three equations
Uy — Uxx +u + A(Ouw =0,
Vit — Uxx + U+ A(Hvw =0,
Wit = Wex = 0 (O + v7)xx = 0. 3.1
Consider a one-parameter Lie group of infinitesimal transformations acting on the space of independent and
dependent variables under which the equations (3.1) remains invariant of the form [13]:
X1 =x + €E(t, x,u, v, w) + O(e?),
ho=t+ent, x, u, v, w) + 0,
uy=u+et(t,x,u,v,w)+ 0(62),
vi = v+ el x, u,v,w) + 0(e),
wy = w+ €O, x,u, v, w) + 0(?), (3.2)
where € is a group parameter and &, , ¢, T, ® are the group infinitesimals. On using the group of point
transformations (3.2) in Eq. (3.1), and equating the coefficients of various partial derivatives of u, v and w

with respect to independent variables x and ¢, the following list of determining equations are obtained from
the first equation of (3.1),

Eu=8& =85 =0, nu=n =1y =0,

Ty = Toy = Tyww = 2Ty = —2Txw = 0,

Tyt = Twr = Tyy = Tuw = Tow = Tw =0,

—&+n.=0, & —n =0,

2 — N +Max =0, =& — 270y + 8xx =0,

T — Tex + A (Duwn + 7 + AOWT + AOUO — uty, + 2un, — AMOuwt,
+ 22 uwnt — vty — A()vwt, = 0.

Similarly, from the second equation of the system (3.1), the list of determining equations are as follows:

Sw = Cuv = Cuu = G = 2é‘xu =lur = 0,

Cww = Cuw = Sow = Cew = Grw = 0,

Ex—mr =0, &x — &1 — 2800 =0,

200 — N +10xx =0,

G = Lax — UGy — MOUWE — vy + & + A (vwn + A0 + A(H)wE
— A vwy 4+ 2vn; + 20 () vwn, = 0.

Similarly, the third equation of the system (3.1) gives the following additional equations:
e =0,8 =00y =0y =0,
®uu - ®ww = ®uv - ®uw - ®vw = ®vv = O’
204y — N =0, =20y — 40 (Outry + &xx — 40 (t)vixy =0,
=20y, —4o(t)ty — 4o (Dutyy + 20 ()ubyx — 4o (1)vey, =0,
— 20,y —40(t)x — 4o (Dutyy — 40 (Ve + 20 (H)vEr =0,
— Oy — 20/(1‘))7 —4do(t)ty +40()éx +20(1)Oy —4a(t)n; =0,
— Oy — 20 () — 40 (1)Ey + 40 (D& + 20 (1O, — 4o ()n, =0,
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— 20/(t)vn —20(t)¢ +4o(t)vE, — 20 (t)vey 4+ 2v0 ()OO — dvo (1) — 20 (H)ut, = 0,
— 20/(t)un —20(t)T +4o(t)ué, — 20 (t)ut, + 2uo (t)Oy — duo (t)n, — 20 (t)ve, = 0,
28y — 20 (uty — 20 (HvEy — 20, =0,
do )ty + 40 () + o (Dutyy + 4o (Ovéy, =0,
O — Oxx — 20 (Dutyy — 20 ()Vexx —uUB, — A(Huw®, —vO, — A({)vw®, = 0.
On simplifying the above three sets of equations, we get the following list of determining equations as follows:
E=E,n=n, & —m =0, & =20, =0,
Tyu = Tov = Tyt = Typ = Tyy = Ty = {w = Oa
Cw = Cuv = Cuu = Sov = 2§xu =8lur = 0,
®tv = ®tu = ®uu = ®ww = ®uv = ®uw = ®vw = ®vv = 0,
27y — Nir = 0, -2t + éxx =0,
2800 =Nt =0, 204, — 0y =0,
=20,y — 4o (WUtyy + &y — 40 () VEyy =0,
— 20y, — 40 ()T — 4o (Dutyy + 20 () ubyx — 4o (t)veyy =0,
— 20,y — 40'(t)§x — 4o (Dutyy — 4U(I)U§xv + 20(I)U$xx =0,
—20 ()0 — 40 (1) Ty + 40 (1)Ex + 20 (1)O, — 4o (1), = 0,
— 20" (1)1 — 40 (1)¢y + 40 (D + 20 (1)O, — 40 (1)1, = 0,
O — Oxy — 20 utyy — 20 (Vlxxy —uB, — AHuw®, —vO, — L) rw®, =0,
— 20/(t)vn —20(t)¢ +4o(t)vé, — 20 (t)vey + 2v0 ()OO — dvo (t)n; — 20 (H)ut, = 0,
— 20/(t)un —20t)t +40(ué, — 20 ()uty +2uc(t)Oy —4uo(t)n; — 20 (t)vey, =0,
G — Cxx — Uy — AOUWE, — 8y + & + A (Dvwn + A(OvO + A(DwE — At vwey
+ 2vn; + 2A(t)vwn; =0,
Ty — Tyx + )\/(t)uwn + T4+ AWt + AOu® —ut, + 2un, — AH)uwty,
+ 20 uwn; — vty — At)vwty, = 0. (3.3)

Next, on solving the equations (3.3), we get the infinitesimals as follows:

E=ax+ B,
n=auat+34,
T=pu—yv
¢ =yu+pv,
20
O = - —, 34
Hw w0 (3.4)

wherew, §, y, p, B, i are arbitrary constants and the arbitrary variable coefficients A(¢) and o (¢) are determined
by the following equations:

MO (1) =200 (1))?
20( 5 )=0. (3.5)
— 2atal(t) — 260/(t) —4po(t) +2uo(t) =0, (3.6)
atd (1) + 8X (t) + 2aA(t) + pA(t) = 0. (3.7)

From Eq. (3.5), we consider two cases:

Case 1: For a = 0, the infinitesimals reduce to

g:ﬂ’
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n=>4,
T =pu—yv
¢ =yu+pv,
®=pw, (3.8)
and equations (3.6), (3.7) give the forms of variable coefficients as:
o(t) = Ae 501,
A(t) = De 5,8 £ 0. 3.9)
Case 2: For o # 0 in (3.5), we get
A(t) = — . 3.10
@) K1t + K2 ( )
On using Eq. (3.10) in Eq. (3.7), we have
(@ +wkr =0,
k16 — QCa + wky = 0. (3.11)
Now, from the first equation (3.11), we consider the following two subcases:
Subcase 1: For k1 = 0, we get u = —2«, and the infinitesimals reduce to
§ = ox+p.
n=at-+34,
T=pu—yv
{ =vyu-+pv,
O = pw + 2ak;. (3.12)
From Eq. (3.6), we get
_2 5
o) =(at+8) « ", a#0, (3.13)
and
1
8(t) = ——. (3.14)
K2
Subcase 2: For 1 = —a, we have kp = K&—‘s, and the infinitesimals reduce to
E=ax+ B,
n =ouat+34,
T=pu—yv
{=yu+pv,
)
@:Mw+2a<mt+&>. 3.15)
o
From Eq. (3.6), we get
_2
o) =(at+38)" « ,a#0, (3.16)
and
5(f) = ——— (3.17)
T T |
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4 Similarity reductions

Here, we will wor kout the similarity variables and the similarity reductions for each case given in section (3).
Similarity variables are obtained by solving the following characteristics: equations [29]

de _dr_du_dv_ dw 4.1)
3 n T ¢ C}
where &, n, 7, {, ® are given in section (3).

Case 1: The similarity variables corresponding to the infinitesimals (3.8) can be obtained by solving the
characteristics equations (4.1) given by

dx dt du dv dw

B 1) pou —yv yu + pv nw
which is further equal to
d dr d d
de _dr__do _d¥ (4.3)
B 5 (otiv)e uy
On solving it, we get the similarity variables as follows:
0 = éx — Bt,
o =R @),
W =e5G@H). (4.4)
Using this equation in Eq. (1.2), we get the reduced system of ordinary differential equations (ODEs):
] 2 | / " "
(c3 Jg”/) F —2,3(" :”’QF +B2F + F—8*F + DFG =0,
2 IB/J, 2 " 2 )
82G_TG + (B> —=8)G — AS*(|F| )* =0. 4.5)

Next, on putting F = U (8)e'V @, and on splitting the real and imaginary parts, we obtain the system of three
nonlinear ODEs as follows:

2 2 2 p ,
(%)U—%U +%UV + (B2 —sHU" — (B2 —sHUV)? + U + DUG =0,
2 2 ey ,
VpU—ﬂU —ﬁUV F282—HU'V + (B2 —sHUV =0,
2
G - ﬂG + (B = 8HG" —2482UU" — 248U = 0. (4.6)

Case 2: For o # 0, the similarity variables are given by the following subcases:

Subcase 1: The similarity variables corresponding to the infinitesimal symmetries (3.12) are given by

_ax+p
o ott—i—S’
¢ =
U =1k2— (at +8)~ 20(9). 4.7)

Using this equation in Eq. (1.2), we get the reduced system of ODEs

(cz+iy)2F_(p+iV
o

’ " ! " 1
)F—Z(p—l—iy)ot@F +a20%F +20%0F —o*F' + —FG =0,
o

K2
6G +40G + 602G + (F|)?— (1 -6HG =o. (4.8)
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Further, on using F = U (#)e'V® in the equations (4.8), and on separating the real and imaginary parts, we
have

2 2
i / 4 4 " ! l
(p 7 )U—BU +200pU —2ay0U V' +2020U" + 26 — WU —a*(1 — 0P U(V')? + —UG =0,
o o K2
2 ! I / ! / "
20— LU 4 20p0U V' + 270U + 20200V + 22207 — DUV + 020> — YUV =0,
07 o

6G + 460G +6*G +20U" +2(U)* — (1 -6%)G =0. (4.9)
Subcase 2: Similarity variable corresponding to symmetries (3.15) are given by

ax +
at 46’
ptiy

¢ = (at+3) « F(),
v = k1 (ot +6)
o

+ (et + 8)71G(0). (4.10)
Using this equation in Eq. (1.2), we get the reduced system of ODE:s:

(0+iy)2F — (p +iy)aF —2(p +iy)abF +a20> — DF +a20F — £FG =0,
K2

2G 4+ 460G — (IF|)? + (0> — DG =0. @.11)
On using F = U (0)e!Y® in equations (4.11), and on separating the real and imaginary parts, we obtain

2 2Ngr _ ! ! 2077 2,92 " 2002 2,9 _
(p yYU — apU — 200pU +2ay0UV +a“0U + a” (0 DU —a“ (0 HuWw)y+ —-UG =0,
K1

2ypU — yaU — 2ay0U —2apdUV' +a*0UV +262@0> -~ DUV +a20* - HUV =0

2G +46G —2UU —2U)* + 0> - 1)G =0. 4.12)
Subsequently, our objective is to find the exact explicit solutions of the system of nonlinear ODEs (4.6),

(4.9), and (4.12) in terms of some known mathematical functions. However, this task is rendered unattainable

due to the absence of Lie symmetries within these second-order nonlinear ODEs. As a result, we resort to

establish the exact series solutions to these nonlinear ODEs. However, different mathematicians have utilized

the power series method to extract the exact series solutions for various nonlinear ODEs [24]-[39]. Thus, in

the next section, we put forward the applications of the power series method and subsequently provide the
series solutions for the ODE system.

5 Power series solutions

Herein, we proposed the series solutions of the reduced ordinary differential equations by adopting the power
series method.

Case 1: Let us suppose the power series solution of the system (4.6) in the form:

o0 o0 o0
U@© =) pub", VO =) qub", G=) rb", (5.1)
n=0 n=0 n=0

where p,, q,, r, are real constants.
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Substituting equations (5.1) into system (4.6), we get

p2_y2 o 2‘3p 0o 2,3)/ [e¢] n
(F5) 2o Pt = =5 2+ Dpua6” + =L 3N =+ D)y 16"

n=0 n=0 n=0 j=0

+ (B =81 (4 D +2)patatd”

n=0
co n J
— (B =YY S+ D — i+ Dgis1gj-is1pas0”
n—Oj—O i=0
+an9n+DZZPJ’”n j9" =0, 62
n=| 0] =0

2yp )/ N .
Z n" — == Z(n+1)pn+19”+2(ﬂ2—62>22(1+1)<n—1+1>pj+1qn_j+19”
n=0

n=0 j=0

2pp ,
- ZZ(n —J+Dpjgnj+16"

n=0 j=0
o0 n
+ (B =D D (n—j+ D0 —j+2)pjgnj120" =0, (5.3)
n=0 j=0
M2 oe] Z,BM o] 0o n
32 m0" = == D e D07 = 24823 Y (i + D= j+ Dpjsi pa- 0"
n=0 n=1 n=0 j=0

+ (B2 =81 Y (1 + D)+ 2)rn 26"
n=0

—2A82) N (n—j+ D= j+2)pjpajs20" =0. (5.4)
n=0 j=0

On comparing the coefficients of 6" from equations (5.2)—(5.4), for n = 0, we get

% PPy 2By ) o

p2= 2(;32 82)( pP1— Po— 82 Po — s Poqi _P0r0+(,3 ) )poq1>, (55)
1 By Py Bp ) o

= g2 _ s, s P1T ~ - =34 ) 5.6

©= B 62>po< P =g pot Spoa = 8 = 8)pan) (5.6)
1 28p @ 5 5

= 2A82p? + 448 ) 5.7

P T g ( 5 T T+ 448 pop2 5.7
where p; is given by Eq. (5.5).
Forn =1, 2, ..., the general recurrence relations are follows:

1
(B2 =8> (n+1)(n+2)

2 n
e
Pnt2 = 52 Pn— Z Pjrn—j

[ bo (n+Dppsr1 — pn —

2
ﬂy Z(n—;+1)p,qn j+1 + (B —82)221 =06 + D(j — i + 1)gi+1qj—i+1Pn— ,}
Jj=0 j=0
(5.8)
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B 1 2By g N _ s
2= T T D +2)p0[ 5 (1 Dpust — (B 8);@ JHDO—j+2Dpign-j2
- ZﬁpZ(fl—]"i‘l)PC] | -2 —5)Z(J+1)("—J+1)P 11
52 n = j4n—j+ = j+H1dn—j+
(5.9)
_ 1 2B u? 2
e (ﬂz—az)(n+1)(n+2)[ 5 (1T D= 52r”+2A‘S jz(:)(”l)(”_”l)p”‘p" s
+2A822(n—j+1)(n—j+2)pjpn_j+2]. (5.10)

j=0

From these recurrence relations, we can find all the terms of sequences { pn}j’lozo, {an Zo:o, and {r,,}fl’o:().
Therefore, it indicates that for system of ODEs (4.6), the power series solution (5.1) is feasible with the
coefficients which are given by equations (5.8), (5.9), and (5.10). Next, we showed the convergence of series
solution (5.1) to the equation (4.6).
From equations (5.8), we obtained

n n n j
|pntal < M[|pn|+|pn+1|+| D o 1pillgn—jul+ D Ipjllrajl+Y > |pn7j||qi+1||q,-f,~+1|],n =1.2...

j=0 j=0 j=0i=0
5.11)
— 128p] 8% +1p2 =y _ 2IByl }
where M = max { BIA =52 2167=] * BlpT—7] . From Eq. (5.9), we get
n k k
g2l < N[1pal + pastl + 3 1pillgn-ji1l + 3 Ipjsalign-jirl + Y Ipjllan-jial|.n =1,2...,
j=0 j=0 j=1
(5.12)
_ 128y] 12ypl 128p] 2 1
where N = ma"{\ PollS1IB2=371" TpollB2=3211821" TpollB>—52118] " Trol” IPOI}
Similarly, from Eq. (5.10), we obtained
n n
rasal = L[l + st + D pjtllpaejt |+ Y pjllpacjaal|n =120 (5.13)
=0 =0
— 128u| 7 [2482|
where L _max{\a||ﬁ2—a2| P87 17— }
We now consider the three power series as follows
o o o
X=XO)=) x,0" Y=YO) =) b, Z=Z20)=) z0", (5.14)
with x; = |p;|, yi = lqil, and z; = |r;| forn =1, 2, .. .. Therefore,
Xp42 = M|:x,,+1 +x, + Zx,y,, j+1+ ijZn —j+ ZZ)’H—I)’] i+1Xn— j}
j=0i=0
Yn+2 = N[xn+l +x, + ijyn —j+1 T+ ij-‘rl)% —j+1+ Zx])’n ]+2j|
j=1
n
Int2 = L[Zn+1 + 2z + Zx]-i-l-xn j+1 T+ ijxn J+2] (5.15)

Jj=0 Jj=0
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We can see that | p,| < xp, Ignl < yu,and |ry| <z, wheren =1,2,....

This indicates that the series (5.14) are the majorant series of the series (5.1). Now, we have to show that
the series (5.14) have positive radius of convergence.

Hence, by some mathematical calculations, we have

o
X(0) =x0+x10 + x20% + X393 + an+29n+2
n=2
o n

o o
= X0 + X160 + 1207 + x30° + M[Zx,,_HG'H'Z + an@"” + Z ijyn_j+19”+2
n=2 n=2 n=2 j=0

0o o n
+ DD Xz 0D DY iy it 1 X je"+2], (5.16)
n=2 j=0 n=2 j=0i=0
which can be further expressed as:
X(©) = x0 +x10 + x20% + x36° + M[ex — x00 — x10% — x20° + 07X — x00% — x10° +6°XZ
— x0200% — x0210° — x1200° + Y2 X — 2y0XY + 295X — y§ X — x0y10° — 2y1y2%00°
— x1y1293 +6XY —0Xyg — xoy192 — xoy293 - x1y193]. (5.17)

oo
Y(©) = yo+ 310 + 3207 + 367 + Y x4 120"

n=2
o0 o0 o0 n
= Y0+ 10 + y20° + y36° + N[ D w10 D 0" Y Y v 10"
n=2 n=2 n=2 j=0
o0 n o0 n
+ Z ij+1)’nfj+19n+2 + Z ijynj+29"+2], (5.18)
n=2 j=0 n=2 j=1

which can be further expressed as:
Y(0) = yo + y10 + 1202 + y36° + N[GX — %00 — x16° — x20% + 62X — 62x0 — 0%x; + XYO
— Y0X0 — x0y10% — x0y20° — y1x10° + 2XY + xoy1 — x1y10% — x2910° — 20X — 2x0Y
+ x0¥0 + Y1306 — y16X |; (5.19)
similarly,

oo
Z0) =20 +210 + 220" + 2307 + D 2,420" "
n=2

00 00 0o n
=zo+2z210 + Z292 + 2393 + L[ZanG"“ + Zzn9n+2 + Z ij+1xn,j+19n+2
n=2 n=2 n=2 j=0

o0 n
+y xfxn—j+29”+2} (5.20)

n=2 j=0

which can be further expressed as:
Z(0) = z0 + 210 + 220% + 230° + L[GZ — 200 — 2107 — 220° + 0%Z — 0?20 — 210° + X> — x0X — x1 X0

— x0026% — x0x30° + X2 — 2x0X + x2 — x262 — x1x293]. (5.21)
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Let us take the implicit functional system w. r. t. the independent variable 0:

AB.X. Y. Z) = X — x0 — x10 — x202 — x30° — M[GX — %00 — x160% — x20% + 62X — x06? — x163

+ 02X Z — x0200° — x0210° — x1200° + Y2 X — 2y0XY 4+ 23X — y3 X

— X0¥16° — 2y1y2%00° — x1¥76° + 6XY — 6 Xy0 — x0310% — X020° — X116 ] =0,
BO,X,Y,Z) =Y — yo — y10 — y20% — y36° — N[@X — x00 — x10% — x20° + 02X — 0%xp — 0°x,

+ XY0 — yo X0 — x0y192 —xoy293 — y1x193 +2XY + xoy1 — x1y192

— x2310% = 250X — 2x0Y + x0¥0 + y1x00 — y19X] =0,
CO.X.Y,Z)=Z—z20—210 — 220% — 230" — L[@Z — 200 — 2107 — 220° +6%Z — 679 — 2107 + X

— X0X — x1 X0 — x0x26° — x0x36° + X2 — 200X + x2 — 1267 — x1x293] —0. (522

Since A, B, C are analytic in the neighborhood of (0, xo, yo, zo) and A(0, xo, yo, zo0) = 0, B(0, xo, yo, 20) =
0, C(0, xo, ¥0, z0) = 0. Therefore, the Jacobian is given by

_ 9(A,B.C)

= 3T = 14£0. (5.23)

If we assume the parameters xo = | pol, yo = |qo| and zg = |rg|, then by using the Implicit function theorem
[33], we find that X = X (@), Y = Y(0) and Z = Z(#) are analytic in the neighborhood of the point
(0, xo0, ¥0, z0), and have positive radius of convergence. This indicates that the series solution (5.1) converges
in a neighborhood of (0, x¢, yo, z0), and hence proved. Thus, the series solution of the system of equations
(4.6) is written as:

1 2Bc3 ,02 - )/2 2By
U@©) = pg+ p10 + — po — — ,
() = po+ p1 252 82)< 5 Pr—po 5z Po 5 Podi — poro

oo
+(B* - 82)1906112><92 + Y g2t
k=1

By ey . Bp -
m(ylﬁ — 2Pt poqr - (B> — 52)1171611>92 + Z%+29k+2,
k=1

2

V(@) =qo+q10 +

1 <Zﬁu "

o0
2 2 2 k+2
25t (g 11 i H 24000 + 445y P2)07 + Y rkaaf T (5.24)

k=1

GO)=ro+nrb+

Series solutions for Case 2:

Subcase 1: Substituting equations (5.1) into system of equations (4.9), we get

p?—y?—ap p? —y? 0 o2
(T)(PO + p10) + <T) Z pn0" + 2pabp; + 2pa anné + 2a°0py
n=2

oo n—1

+ 202 an,,@” 2ay Z Z(n — DPjgn-j0" —2ayOpoq1 + o? Zn(n — D)pnb" —2a°py
n=2 j=0 n=2

1
— 60%0p3 — o’ Z(n + D+ 2) put26" + &’ poqi + & (P17 +44192p0)0 + o, Por

n=2
o0 n j
+? Y NG+ DG — i+ Dgivigjivipa—j0" +—(p1ro+por1)9+—ZZp]rn j
n=2 j=0i=0 n=2 j=0
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oo n—2 j
—a?Y S DG+ DG =i+ Dgit1qj-it1pa—j20" =0,
n=2 j=0i=0
2yp —ay 27p —ay \ — =
(FE) o+ pi6) + (FE5=5) 3 pab” + 2a7pi6 + 2ay Y npu6" +2ppop16
n=2 n=2
oo n—1 oo n—1
+200 ) Y (0= )pjpa—j6" + 207 poqif + 207 Y N (n— j)pjgn-if" — 20 prgn
n=2 j=0 n=2 j=0
o0 n—2
— 4o’ (prg2+q1p)f +20 Y D (D —j — Dpjiign—j 16"
n=2 j=0

0 n
—20° Y Y G+ DO =+ Dpjsiga 116"

n=2 j=0
oo n—2
—2pogae® — &*(6pogs +2p1g2)0 + e Yy Y (n— jH(n—j— Dpjgn—;0"
n=2 j=0

oo n
—a?Y Y =+ D= j+2)pjgajs20" =0,
n=2 j=0

o0 o0 o0 o0
6r0+6r10 +6 Y raf0" +4r10 +4 Y nra0" + Y n(n— Dra0" + Y (0 — Dry 10"
n=2 n=2 n=2 n=2

o0
— 2y —6r30 — Y (1 + D)1+ 2)r420" +2p} 4+ 8p1p26 + 4popa + 12pop36
n=2
o0 n [o¢] n

+2Y Y G A D=+ Dpjpipn 0" +2) > (n—j+ D0 —j+2)pjpaj26"

n=2 j=0 n=0 j=0

On comparing the coefficients of 8” from equations (5.25)—(5.27), for n = 0, we get

1 o> —y*—ap 2 5 poro
P=53 [<—a2 )po —a”poqy + o ]
1 2yp — ay) 2 2

= —_ 2 ],

1
rp = 5[6r0 +4pop2 + 2p%],

where p; is given by Eq. (5.28).
Next, for n > 1, the general recurrence relations are as follows:

n—1

1 p?—y?—ap
Pn+2 = (

«2(n+ 1)(n+2) o? )”" + 20pnpy + 2% npy =2y 3 (= Ppipa-;
Jj=0

n J n
. . 1
+a’n(n —Dp, +ao? E E (+DG =i+ Dgiv1qj—i+1Pn—j + s E Djrn—j
j=0i=0 j=0

n—-2 j
—a?Y Y i+ DG —i+ 1)ql-+1qji+1pn2j],

j=0i=0
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(5.26)

=0.

(5.27)

(5.28)

(5.29)

(5.30)

(5.31)
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n—1

1 2Vp—ay> .
= 2 2 — . .
qn+2 otz(n+1)(n+2)p0 |:< o2 Pn +20ynp, + Olpjgo(n J)Pjpn—j
n—1 n—2
+20%) (0= pign-j +20*D (G + D= j = Dpjiign—j-1
j=0 Jj=0
n
—20* Y (G + D= j+ Dpjtign—jn
j=0
n—2
+a? Y (= —j—Dpijg; —WZZ(n—J+1)(”—J+2)P]lIn ,H} (5.32)
j=0 j=1
1 n
Fn4y = —————— | 6rp+H4nry+n(n—Drp, + (n — Drp—1 + 2 i+ 1D(n—j+ Dp; _j
042 (n—i—l)(n—|—2)|: ndnry +n(n—1r, + (n — Dry—y ;f’ )= j+ Dpjsipa—jti
n
+2Y m—j+ D —j+ 2)Panj+2]- (5.33)

j=0

Using recurrence relations, we can calculate the other terms of the sequences {p,},2 . {gn};—o and {rn};2.
Hence, this indicates that for equations (4.9), a series solutions (5.1) is feasible with the coefficients which are

given by equations (5.31), (5.32), and (5.33). Thus, the power series solution of equations (4.9) is given by

L rp?—y*—ap 070
U®)=po+pif+ - 2[(V—2>Po—a podqi +p—]92+ZPk 20%72,
“ k=1

1 2yp — o >
VO)=q0+q10 + 53— [( v J/>po — 2a2PIQI2]92 + ) qr26
*po * k=1
GO)=ro+nrb+ = [6r0 +4pop2 + 2p1]9 + Zl’k 29k+2 (5.34)

k=1

Subcase 2: Substituting equations (5.1) into system of equations (4.12), we get

o o
(0> =¥ (o + p1O) + (0% — ¥y D pab" — papo — patipy — pa Y pab™ — 20pOp)

n=2 n=2
o0 oo n—1

—20p Y npab" + 2aypoqi0 +a’p16+2ay Y Y (n— j)pjqn— ;0" +a22np 0" — 2% py

n=2 n=2 j=0 n=2
— 6020p3 + o Zn(n — Dpat" —a? Z(n + 1) +2)ppi260" — —poro

n=2 n=2
o 2 2 2 1

- *I’OVIQ - *171709 +a?pogi +od*(p1g} +49192p0)0 + o Poro
+a2222(1+1)(]_l+1)‘71+IQJ i+1Pn— 19 _72217/”11 j

n=2 j=0i=0 n=2 j=0

oo n—=2 j
—a2Y SN+ DG =i+ DGig19—it1 Pa—j—20" = 0. (5.35)

n=2 j=0i=0
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o oo o
2yp(po+ p10) +2vp Y pnb" — yapo + p16) — v Y pp" —2ayp10 —2ay Y npad” — 2appoqi6
n=2 n=2 n=2
oo n—1 oo n—1
—20p Y (n— Ppjan—j0" + et poqi0 +a* Y D (n— j)pjgn—;0" — 207 pig1 — 4a*(p1q2 + q1p2)0
n=2 j=0 n=2 j=0
oo n—2 0o n
42073 N G A D= j = Dpjpignj10" =207 Y > (i + D= j + Dpjr1gn—jr16"
n=2 j=0 n=2j=0
oo n—2
—2pogaa® — & (6pogs +2p192)0 +* Y D (n— j)n— j— D)pjgu_;0"
n=2 j=0
[e¢) n
—a? Y D = j D=+ Dpjgu— 26" =0, (5.36)

n=2 j=0

o o o0
260 42010 +2 ) a0 +4r10 +4 Y nra0" + Y n(n — Drp" —2ry — 6r30

n=2 n=2 n=2
o0
= D (4 D +2)r 120" —2p7 — 8p1p20 — 4pop2 — 12pop30
n=2
o0 n o n
=Y D G DO = A+ Dpjpipa—jr10" =2 > = j+ D= j+2)pjpa_jp20" =0. (5.37)
n=2 j=0 n=2 j=0

On comparing the coefficients of 8" from Egs. (5.35)—(5.37), for n = 0, we obtain

1 o
pr = ﬁ[(p2 — ¥Hpopo — papo — o Poro+ a2p06112], (5.38)
|
@= 5o [2yppo — yapo — 2012191611], (5.39)
1
ry = §[2r0 —4pop2 — 21’12]7 (5.40)

where p» is given by Eq. (5.38).
Next, forn =1, 2, ..., we presented the general recurrence relations as follows:

Pria = : (p* =y pn — 2apnpy + a’ py — pap +2ayr§(n—j)p-p :
T R+ D +2) 4 g 4 g = JEn=j

n j n
. . . o
+a?nn—Dpy+a® Y Y (i + DG — i+ Dgiv1gj-iv1pn—j — p Y Pt

j=0i=0 Jj=0
n-2 j
— &Y N i+ DG =i+ DGis1gj-i+1Pn-2- ]}, (5.41)
j=0i=0
1 n—1
= T D T D [ZVppn — 2aynp, —ayp, —2ap ]Z_(:)(n — DPjdn-j
n—1 n—2
+a? Y (= ) pign-j +20Y (G + D0 — j = Dpjsign_j-1
j=0 Jj=0
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n
—20° Y "+ D —j+ Dpjtign—jn

j=0
n—2 n

+a?) (n= ) —j—Dpjguj -’y (n—j+Dn—j+ 2)qunj+z}, (5.42)
j=0 j=1

1 n
=2, +4 — Dr, =2 i+ D) —j 4+ Dpjr1pn_j
T'n42 o+ l)(n+2)|: Iy +4nr, +n(n )y ;)(J +Dn—j+ )P]+lpn Jj+1

n

—2) (n—j+Dn—j +2)p,-pn_,-+z]. (5.43)

j=0

Using recurrence relations, we can find the other terms of the sequences {p,,}7° . {gn},—(, and {r,}5" . This
indicates that for system (4.12), a series solutions (5.1) is feasible with the coefficients given by Eqs. (5.41),
(5.42), and (5.43).

Therefore, the power series solution of equations (4.12) is given by

1 o >
U®©) = po+ p16+ | (0 = y))popo — papo — — poro + @ poat |0 + D pesatt*?,
200 K1 Pt
1 o0
V() =q0+q10 + T[Zyppo — yapo — 2a2p1611]92 + ) g2ttt
202 po P
1 o0
G@©) =ro+r16 + 5[2;»0 —4pops — 2p%]92 + ) ra6, (5.44)
k=1

where p;, and g; (i = 0, 1) are arbitrary constants & pi+2, gk+2, 'k+2(k > 1) are given by Egs. (5.41), (5.42)
and (5.43). 0
Remark: Convergence of the power series solution in Case 2 can be proved similar to Case 1.

6 Conclusions

In this work, the Klein—-Gordon—Zakharov equations with time-dependent variable coefficients have been
examined using the Lie group method of infinitesimals. This approach is efficient and feasible for the analysis
of nonlinear evolution equations. We furnished the Lie symmetries of the Eq. (1.2) alongwith the forms
of variable coefficients. The obtained symmetries reduce the Eq. (1.2) to the system of nonlinear ordinary
differential equations. Due to the lack of Lie point symmetries of the obtained system of second-order nonlinear
ODEs, we employed the power series method on the nonlinear ODEs (4.6), (4.9), and (4.12) which allowed
us to present the exact series solutions. We also demonstrated the convergence of the series solutions.
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