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#### Abstract

This work is concerned with the existence of at least three nonzero solutions for a boundary value problem posed on the half-line. The method we employ is based upon Morse theory and uses $H_{0, p}^{1}$ versus $C_{p}^{1}$ local minimizers.


Mathematics Subject Classification 34B40 • 35A15 • 58E05 • 58E30

يتعلق هذا العمل بوجود ثلاثة حلول غير صفرية على الأقل لمسألة قيمة حدية مطروحة على نصف الخط. الطريقة التي نطبقها مبنية على نظرية مورس


## 1 Introduction and main result

Many problems arising in industry, epidemiology, population dynamics, and chemistry are governed by boundary value problems (BVPs for short) posed on the half-line: the propagation of a flame reacting in a long combustion tube, the concentration of some products in a long-period chemical reaction (see, e.g., [1] and some references therein). These problems have been the object of a large amount of research papers over the last three decades. In particular, second-order boundary value problems can be considered as interesting models both from the mathematical and the physical points of view. Regarding the recent mathematical results for BVPs set on unbounded domains, we refer the reader to, e.g., [12-14], and the references therein. The behavior of the nonlinearity involved in the ordinary differential equation, which refers to the physical source term, represents the main difficulty when dealing with such BVPs: several methods have been employed so far such that iterative and topological methods as well as techniques based on monotonicity and comparison principles.

[^0]In this work, we are concerned with the following second-order model BVP:

$$
\left\{\begin{array}{l}
-\left(p(t) u^{\prime}(t)\right)^{\prime}=f(t, u(t)), \quad t>0  \tag{1.1}\\
u(0)=u(+\infty)=0
\end{array}\right.
$$

We will assume that the function $f:[0,+\infty) \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and there exists a function $q$ : $(0,+\infty) \longrightarrow \mathbb{R}$ such that $\frac{1}{q} \in L^{1}(0,+\infty)$ and $q(\cdot) f(\cdot, \cdot)$ sends $\mathbb{R}^{+} \times B(\mathbb{R})$ into $B(\mathbb{R}) . B(\mathbb{R})$ stands for the set of all bounded subsets of $\mathbb{R}$. Moreover, $f$ satisfies the sign condition $f(t, u) u \geq 0$, for all $(t, u) \in(0,+\infty) \times \mathbb{R}$. The weight function $p:(0,+\infty) \longrightarrow(0,+\infty)$ is such that $\frac{1}{p} \in L^{1}(0,+\infty)$ and

$$
\begin{equation*}
M_{1}=\int_{0}^{+\infty}\left(\int_{t}^{+\infty} \frac{\mathrm{d} s}{p(s)}\right) \mathrm{d} t<\infty \tag{1.2}
\end{equation*}
$$

We show the existence of at least three nonzero solutions to Problem (1.1), two of which having constant signs. A variational approach combining Morse theory and $H_{0, p}^{1}\left(\mathbb{R}^{+}\right)$versus $C_{p}^{1}\left(\mathbb{R}^{+}\right)$local minimizers is developed. The main existence result of this paper is

Theorem 1.1 Suppose that:
$\left(H_{1}\right)$ there exist $\tau \in(1,2), \theta \in(1,+\infty)$, and positive functions $c_{0}, c_{1} \in L^{1}(0,+\infty)$ such that

$$
F(t, u) \geq c_{0}(t)|u|^{\tau}-c_{1}(t)|u|^{\theta+1}, \quad \text { for all } t \in[0,+\infty) \text { and all } u \in \mathbb{R}
$$

where $F(t, u)=\int_{0}^{u} f(t, v) \mathrm{d} v$.
$\left(H_{2}\right)$ There exist $\delta>0$ and a positive function $c_{2} \in L^{1}(0,+\infty)$ such that

$$
\left|F(t, u)-\frac{1}{\tau} f(t, u) u\right| \leq c_{2}(t)|u|^{\theta+1}, \quad \text { for all } t \in[0,+\infty) \text { and all }|u| \leq \delta
$$

where $\theta$ is that introduced in $\left(H_{1}\right)$.
$\left(H_{3}\right)$ There exist two positive functions $a, b \in L^{1}(0,+\infty)$ such that

$$
|f(t, u)| \leq a(t)|u|+b(t), \quad \text { for all }(t, u) \in[0,+\infty) \times \mathbb{R}
$$

with

$$
M_{2}=\int_{0}^{+\infty} a(t)\left(\int_{t}^{+\infty} \frac{\mathrm{d} s}{p(s)}\right) \mathrm{d} t<1
$$

Then Problem (1.1) has at least three nontrivial solutions.
The following example of application illustrates the existence result.

## Example 1.2 Consider the BVP

$$
\left\{\begin{array}{l}
-\left(\mathrm{e}^{t} u^{\prime}(t)\right)^{\prime}=\operatorname{sgn}(u(t)) \exp (-t) \sqrt{|u(t)|}, \quad t>0  \tag{1.3}\\
u(0)=u(+\infty)=0
\end{array}\right.
$$

Set $M_{1}=1, M_{2}=1 / 2$, and $p(t)=q(t)=\mathrm{e}^{t}$. For $f(t, u)=\operatorname{sgn}(u) \exp (-t) \sqrt{|u|}$, we have

$$
F(t, u)=\frac{2}{3} \exp (-t)|u|^{\frac{3}{2}}
$$

and

$$
|f(t, u)| \leq \exp (-t)|u|+\exp (-t)
$$

so $\left(H_{3}\right)$ is satisfied. In addition, for $\tau=\frac{3}{2}, c_{0}(t)=\frac{2}{3} \exp (-t), \theta=2, c_{1}(t)=\frac{1}{2} \exp (-t)$, we have

$$
F(t, u)=\frac{2}{3} \exp (-t)|u|^{\frac{3}{2}} \geq c_{0}(t)|u|^{\tau}-c_{1}(t)|u|^{\theta+1}, \quad \text { for all }(t, u) \in[0,+\infty) \times \mathbb{R}
$$

whence $\left(H_{1}\right)$. Finally, we check $\left(H_{2}\right)$. For all $\delta \in \mathbb{R}$ and for every integrable nonnegative function $c_{2}($.$) , we$ have

$$
\left|F(t, u)-\frac{2}{3} f(t, u) u\right|=\left.\left|\frac{2}{3} \exp (-t)\right| u\right|^{\frac{3}{2}}-\left.\frac{2}{3} \exp (-t)|u|^{\frac{3}{2}}\left|=0 \leq c_{2}(t)\right| u\right|^{3},
$$

for all $|u| \leq \delta$.
Therefore, all the assumptions of Theorem 1.1 are met and then Problem (1.3) has at least three nontrivial solutions.

The proof of Theorem 1.1 is postponed in Sect. 3. It requires some basic notions in critical point theory which are collected in next section together with several technical lemmas.

## 2 Preliminaries

### 2.1 Critical point theory

Since we need to use variational techniques, we first recall some fundamental notions on minimization principal, critical groups, and also Morse theory. More detail can be found, e.g., in [3,4,10,18,20,21,23].

For a topological pair $(A, B)$, i.e., a topological space $A$ and a subset $B$ of $A$, we denote by $H_{k}(A, B)$ the $k$ th-relative singular homology group of $(A, B)$ with coefficients in a ring $\mathbb{F}$ with characteristic zero (see [20]), and by $\beta_{k}=\operatorname{dim} H_{k}(A, B)$, the $k$ th-Betti number. In algebraic topology, the $k$ th-Betti number denotes the rank of the $k$ th-homology group. Each Betti number is a natural number or equal to $+\infty$. They are topological invariants.

Let $\mathcal{H}$ be a Hilbert space endowed with a norm $\|$.$\| and I \in C^{1}(\mathcal{H}, \mathbb{R})$ a functional. Let $u_{0}$ be an isolated critical point of $I$, i.e., $I^{\prime}\left(u_{0}\right)=0, I\left(u_{0}\right)=c \in \mathbb{R}$ and $U$ a neighborhood of $u_{0}$ such that $I$ has only $u_{0}$ as a critical point in $U$. The critical groups of $I$ at $u_{0}$ are defined by

$$
C_{k}\left(I, u_{0}\right)=H_{k}\left(I^{c} \cap U, I^{c} \cap U \backslash\left\{u_{0}\right\}\right), \quad \text { for all } k \in \mathbb{N},
$$

where

$$
I^{c}=\{u \in \mathcal{H}: I(u) \leq c\}
$$

is the sub-level set at $c \in \mathbb{R}$. Let

$$
K^{c}=\left\{u \in \mathcal{H}: I^{\prime}(u)=0, I(u)=c\right\}
$$

be the set of critical points at level $c$. By the excision property of the singular homology theory, the definition of $C_{k}\left(I, u_{0}\right)$ does not depend on the choice of the neighborhood $U$.

When $I \in C^{2}(\mathcal{H}, \mathbb{R})$ and $u_{0}$ is a critical point of $I$, the Morse index of $u_{0}$ is defined as the supremum of dimensions of the vector subspaces of $\mathcal{H}$ on which $I^{\prime \prime}\left(u_{0}\right)$ is negative definite (it can be equal to $\infty$ ).

We say that $u_{0}$ is nondegenerate if the Hessian matrix $I^{\prime \prime}\left(u_{0}\right)$ is invertible.
Recall that $\beta_{k}(a, b)=\operatorname{dim} H_{k}\left(I^{b}, I^{a}\right)$ is the $k$ th-Betti number of $I$ with respect to the interval $(a, b)$. Critical groups are needed to distinguish critical points of energy functionals.

Definition 2.1 Let $I \in C^{1}(\mathcal{H}, \mathbb{R})$ and $c \in \mathbb{R}$. The functional $I$ satisfies the Palais-Smale condition at the level $c$ (shortly $(\mathrm{PS})_{c}$ ) if any sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{H}$ such that

$$
\begin{equation*}
I\left(u_{n}\right) \rightarrow c, \quad I^{\prime}\left(u_{n}\right) \rightarrow 0, \quad \text { as } n \rightarrow+\infty \tag{2.1}
\end{equation*}
$$

has a convergent subsequence. $I$ satisfies the Palais-Smale condition ((PS) in brief) if it satisfies the PalaisSmale condition at every level $c \in \mathbb{R}$.
$a \in \mathbb{R}$ is called a regular value for the functional $I$ whenever $I^{\prime}(a) \neq 0$.

Definition 2.2 Given two regular values $-\infty<a<b<+\infty$, assume that $I$ has only isolated critical values $c_{1}<c_{2}<\cdots$ in $(a, b)$ such that each of them corresponds to a finite number of critical points at each level. If further $I$ satisfies the compactness condition $(\mathrm{PS})_{c}$, for all $c \in[a, b]$, then the Morse-type numbers of $I$ with respect to the interval $(a, b)$ are defined by

$$
M_{k}(a, b)=\sum_{i} \operatorname{dim} H_{k}\left(I^{a_{i+1}}, I^{a_{i}}\right), \quad k \in \mathbb{N}
$$

where $a=a_{1}<c_{1}<a_{2}<c_{2}<\cdots<c_{l}<a_{l}=b$.
They are independent of the $a_{i}$ by the second deformation lemma (see, e.g., [22, Lemma 1.1.2]), and are related to the critical groups by the formula:

$$
M_{k}(a, b)=\sum_{i=1}^{l} \sum_{u \in K^{c_{i}}} \operatorname{dim} C_{k}(I, u), \quad k \in \mathbb{N}
$$

By Ekeland's Variational Principle, we know that if a $C^{1}$-functional $I$ is bounded from below, then there exists a minimizing sequence for $I$. If further $I$ satisfies the (PS) condition, then it is coercive, hence achieves its lower bounds (see, e.g., [10, Corollary 4.8.4], [20, Corollary 5.21]). The relationship between coercivity and (PS) condition is well explained in [8].

Using a cutoff technique, this principle will be applied to the Euler functional associated with problem (1.1) and yield existence of two solutions with constant signs.

The following lemma from Morse Theory provides a relationship between Morse-type numbers and Betti numbers. It will be crucial in the proof of existence of a third nontrivial solution to Problem (1.1).

Lemma $2.3[9,18]$ Assume that $I \in C^{1}(\mathcal{H}, \mathbb{R})$ satisfies the $(P S)$ condition and let $a<b$ be two regular values of I. Suppose that I has at most finitely many critical points on $I^{-1}[a, b]$ and that the dimension of the critical group for every critical point is finite. Then the following inequality holds:

$$
\sum_{j=0}^{k}(-1)^{k-j} M_{j} \geq \sum_{j=0}^{k}(-1)^{k-j} \beta_{j}, \quad k=0,1,2 \ldots
$$

where for each $k \in \mathbb{N}, M_{k}$ and $\beta_{k}$ denote the Morse-type number and the kth-Betti number, respectively. Moreover,

$$
\sum_{k=0}^{\infty}(-1)^{k} M_{k}=\sum_{k=0}^{\infty}(-1)^{k} \beta_{k}
$$

whenever the left-hand series of the equality converges.

### 2.2 Embedding lemmas

Let $C_{0}=\left\{u \in C([0,+\infty), \mathbb{R}): \lim _{t \rightarrow+\infty} u(t)=0\right\}$ be endowed with the sup-norm $\|u\|_{\infty}=\sup _{t \geq 0}|u(t)|$. Given $a \in L^{1}((0,+\infty),(0,+\infty))$, consider the Hilbert space:

$$
L_{a}^{2}=\left\{u:(0,+\infty) \longrightarrow \mathbb{R} \text { measurable, } \sqrt{a} u \in L^{2}((0,+\infty), \mathbb{R})\right\}
$$

with the norm

$$
\|u\|_{L_{a}^{2}}=\left(\int_{0}^{+\infty} a(t) u^{2}(t) \mathrm{d} t\right)^{1 / 2}
$$

Let $\mathrm{AC}([0,+\infty), \mathbb{R})$ denote the set of all real absolutely continuous functions on $[0,+\infty)$. Given the weight function $p$ defined in Sect. 1, let

$$
H_{0, p}^{1}=\left\{u \in \operatorname{AC}([0,+\infty), \mathbb{R}): u(0)=u(+\infty)=0 \text { and } \sqrt{p} u^{\prime} \in L^{2}(0,+\infty)\right\}
$$

with the norm:

$$
\|u\|_{H_{0, p}^{1}}=\left(\int_{0}^{+\infty} p(t) u^{\prime}(t)^{2} \mathrm{~d} t+\int_{0}^{+\infty} u(t)^{2} \mathrm{~d} t\right)^{1 / 2}
$$

Concerning these spaces, we have
Lemma 2.4 [7] (a) On $H_{0, p}^{1}$, the quantity $\|u\|=\left(\int_{0}^{+\infty} p(t) u^{\prime}(t)^{2} \mathrm{~d} t\right)^{1 / 2}$ defines a norm which is equivalent to the $H_{0, p}^{1}$ norm.
(b) $H_{0, p}^{1}$ is continuously embedded in $C_{0}$; more precisely there exists a constant $d>0$ such that for every $u \in H_{0, p}^{1}$, one has $\|u\|_{\infty} \leq d\|u\|$ with $d=\left(\int_{0}^{+\infty} \frac{1}{p(s)}\right)^{\frac{1}{2}}$.
(c) The embedding

$$
H_{0, p}^{1} \hookrightarrow C_{0}
$$

is compact.
Since $\|u\|_{L_{a}^{2}}^{2} \leq\|u\|_{\infty}^{2}\|a\|_{L^{1}}$, we infer that
Lemma 2.5 $C_{0}$ is continuously embedded in $L_{a}^{2}$.
Corollary 2.6 $H_{0, p}^{1}$ is compactly embedded in $L_{a}^{2}$.
Define the spaces

$$
C_{p}^{1}=\left\{u \in C_{0}([0,+\infty), \mathbb{R}): u(0)=0, u \text { derivable, } p u^{\prime} \in C([0,+\infty), \mathbb{R}), \text { and } \lim _{t \rightarrow+\infty} p(t) u^{\prime}(t) \text { exists }\right\}
$$

and

$$
C_{p, q}^{2}=\left\{u \in C_{p}^{1}: p u^{\prime} \text { derivable and } \sup _{t \geq 0}\left|q(t)\left(p(t) u^{\prime}(t)\right)^{\prime}\right|<+\infty\right\}
$$

equipped with the norms

$$
\begin{equation*}
\|u\|_{C_{p}^{1}}=\|u\|_{\infty}+\left\|p u^{\prime}\right\|_{\infty} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{C_{p, q}^{2}}=\|u\|_{C_{p}^{1}}+\left\|q\left(p u^{\prime}\right)^{\prime}\right\|_{\infty} \tag{2.3}
\end{equation*}
$$

respectively. From the estimates

$$
\|u\|^{2}=\int_{0}^{+\infty} p(t) u^{\prime 2}(t) \mathrm{d} t=\int_{0}^{+\infty} \frac{1}{p(t)} p^{2}(t) u^{\prime 2}(t) \mathrm{d} s \leq\|p u\|_{\infty}^{2} \int_{0}^{+\infty} \frac{1}{p(t)} \mathrm{d} t \leq\|u\|_{C_{p}^{1}}^{2}\left\|\frac{1}{p}\right\|_{L^{1}}
$$

we deduce
Lemma 2.7 $C_{p}^{1}$ is continuously embedded in $H_{0, p}^{1}$.
We need the following variant of the classical Corduneanu compactness criterion:
Lemma 2.8 [11] Let $D \subset C_{p}^{1}$ be a bounded set. Then $D$ is relatively compact if the following conditions hold:
(a) $D$ is equicontinuous on every compact interval of $\mathbb{R}^{+}$, i.e.,

$$
\begin{gathered}
\forall J \subset[0,+\infty) \text { compact, } \quad \forall \varepsilon>0, \quad \exists \delta>0, \quad \forall t_{1}, t_{2} \in J: \\
\left|t_{1}-t_{2}\right|<\delta \Rightarrow\left|u\left(t_{1}\right)-u\left(t_{2}\right)\right| \leq \varepsilon \text { and }\left|p\left(t_{1}\right) u^{\prime}\left(t_{1}\right)-p\left(t_{2}\right) u^{\prime}\left(t_{2}\right)\right| \leq \varepsilon, \quad \forall u \in D,
\end{gathered}
$$

(b) $D$ is equiconvergent at $+\infty$, i.e.,

$$
\begin{gathered}
\forall \varepsilon>0, \quad \exists T=T(\varepsilon)>0 \text { such that } \forall t_{1}, t_{2}: \\
t_{1}, t_{2} \geq T(\varepsilon) \Rightarrow\left|u\left(t_{1}\right)-u\left(t_{2}\right)\right| \leq \varepsilon \text { and }\left|p\left(t_{1}\right) u^{\prime}\left(t_{1}\right)-p\left(t_{2}\right) u^{\prime}\left(t_{2}\right)\right| \leq \varepsilon, \quad \forall u \in D .
\end{gathered}
$$

Then we deduce

Lemma 2.9 The embedding $C_{p, q}^{2} \hookrightarrow C_{p}^{1}$ is compact.
Proof The norms $\|\cdot\|_{C_{p}^{1}}$ and $\|\cdot\|_{C_{p, q}^{2}}$ are as defined by (2.2) and (2.3), respectively. Note that $\|u\|_{C_{p}^{1}} \leq\|u\|_{C_{p, q}^{2}}$, which means that $C_{p, q}^{2}$ is continuously embedded in $C_{p}^{1}$. To apply Lemma 2.8 , let $D \subset C_{p, q}^{2}$ be a bounded set, hence bounded in $C_{p}^{1}$.

Notice that, by the Cauchy criterion, we have

$$
\lim _{t \rightarrow+\infty} \int_{t}^{+\infty} \frac{1}{p(s)} \mathrm{d} s=\lim _{t \rightarrow+\infty} \int_{t}^{+\infty} \frac{1}{q(s)} \mathrm{d} s=0
$$

(a) $D$ is equicontinuous. There exists $R>0$ such that $\|u\|_{D_{p, q}^{2}} \leq R$, for all $u \in D$. Let $t_{1}, t_{2}>0$. Noting that $1 / p, 1 / q \in L^{1}(0, \infty)$, we get

$$
\begin{aligned}
\left|u\left(t_{1}\right)-u\left(t_{2}\right)\right| & =\left|\int_{t_{1}}^{t_{2}} u^{\prime}(s) \mathrm{d} s\right| \\
& \leq \int_{t_{1}}^{t_{2}} \frac{1}{p(s)} p(s)\left|u^{\prime}(s)\right| \mathrm{d} s \\
& \leq\|u\|_{C_{p, q}}^{t_{t_{2}}} \int_{t_{1}}^{t_{2}} \frac{1}{p(s)} \mathrm{d} s \\
& \leq R \int_{t_{1}}^{t_{2}} \frac{1}{p(s)} \mathrm{d} s \rightarrow 0, \quad \text { as }\left|t_{1}-t_{2}\right| \rightarrow 0
\end{aligned}
$$

as well as

$$
\begin{aligned}
\left|p\left(t_{1}\right) u^{\prime}\left(t_{1}\right)-p\left(t_{2}\right) u^{\prime}\left(t_{2}\right)\right| & \leq \int_{t_{1}}^{t_{2}}\left(p(s) u^{\prime}(s)\right)^{\prime} \mathrm{d} s \\
& \leq \int_{t_{1}}^{t_{2}} \frac{1}{q(s)} q(s)\left|\left(p(s) u^{\prime}(s)\right)^{\prime}\right| \mathrm{d} s \\
& \leq R \int_{t_{1}}^{t_{2}} \frac{1}{q(s)} \mathrm{d} s \rightarrow 0, \quad \text { as }\left|t_{1}-t_{2}\right| \rightarrow 0
\end{aligned}
$$

(b) $D$ is equiconvergent. For every positive $\varepsilon$, there exists $T$ such that for all $t_{1}, t_{2}>T$ and $u \in D$, we have

$$
\begin{aligned}
\left|u\left(t_{1}\right)-u\left(t_{2}\right)\right| & \leq \int_{t_{1}}^{t_{2}}\left|u^{\prime}(s)\right| \mathrm{d} s \\
& \leq \int_{t_{1}}^{t_{2}} \frac{1}{p(s)} p(s)\left|u^{\prime}(s)\right| \mathrm{d} s \\
& \leq R \int_{t_{1}}^{t_{2}} \frac{1}{p(s)} \mathrm{d} s \rightarrow 0
\end{aligned}
$$

and

$$
\begin{aligned}
\left|p\left(t_{1}\right) u^{\prime}\left(t_{1}\right)-p\left(t_{2}\right) u^{\prime}\left(t_{2}\right)\right| & \leq \int_{t_{1}}^{t_{2}}\left(p(s) u^{\prime}(s)\right)^{\prime} \mathrm{d} s \\
& \leq \int_{t_{1}}^{t_{2}} \frac{1}{q(s)} q(s)\left(p(s) u^{\prime}(s)\right)^{\prime} \mathrm{d} s \\
& \leq R \int_{t_{1}}^{t_{2}} \frac{1}{q(s)} \mathrm{d} s \rightarrow 0 .
\end{aligned}
$$

### 2.3 Auxiliary lemmas

Let $\lambda_{1}(a)$ be the first eigenvalue of the linear problem:

$$
\left\{\begin{array}{l}
-\left(p(t) u^{\prime}(t)\right)^{\prime}=\lambda a(t) u(t), \quad t>0  \tag{2.4}\\
u(0)=u(+\infty)=0
\end{array}\right.
$$

where $a \in L^{1}((0, \infty),(0, \infty))$. Then

$$
\begin{equation*}
\lambda_{1}=\inf _{u \in H_{0, p}^{1} \backslash\{0\}} \frac{\|u\|^{2}}{\|u\|_{L_{a}^{2}}} \geq \frac{1}{M_{2}} . \tag{2.5}
\end{equation*}
$$

By Poincaré's inequality, we have

$$
\begin{aligned}
|u(t)|^{2} & =\left|\int_{t}^{+\infty} u^{\prime}(s) \mathrm{d} s\right|^{2} \\
& =\left|\int_{t}^{+\infty} \sqrt{p(s)} u^{\prime}(s) \frac{1}{\sqrt{p(s)}} \mathrm{d} s\right|^{2} \\
& \leq\left(\int_{t}^{+\infty} p(s) u^{\prime 2}(s) \mathrm{d} s\right)\left(\int_{t}^{+\infty} \frac{\mathrm{d} s}{p(s)}\right) \\
& \leq\left(\int_{0}^{+\infty} p(s) u^{\prime 2}(s) \mathrm{d} s\right)\left(\int_{t}^{+\infty} \frac{\mathrm{d} s}{p(s)}\right)
\end{aligned}
$$

Hence,

$$
\int_{0}^{+\infty} a(t) u(t)^{2} \mathrm{~d} t \leq\left(\int_{0}^{+\infty} p(s) u^{\prime 2}(s) \mathrm{d} s\right)\left(\int_{0}^{+\infty} a(t)\left(\int_{t}^{+\infty} \frac{\mathrm{d} s}{p(s)}\right) \mathrm{d} t\right)
$$

i.e.,

$$
\|u\|_{L_{a}^{2}}^{2} \leq M_{2}\|u\|^{2}
$$

Then (2.5) follows by taking the infimum of the Rayleigh quotient. We even know, from [2, Lemma 2.5], that $\lambda_{1}$ is achieved by some positive eigenfunction $\phi_{1} \in H_{0, p}^{1} \backslash\{0\}$.

The Euler functional $I: H_{0, p}^{1} \rightarrow \mathbb{R}$ associated to Problem (1.1) is defined by

$$
I(u)=\frac{1}{2}\|u\|^{2}-\int_{0}^{+\infty} F(t, u(t)) \mathrm{d} t, \quad \forall u \in H_{0, p}^{1}
$$

where $F(t, u)=\int_{0}^{u} f(t, v) \mathrm{d} v$. By virtue of $\left(H_{3}\right)$ and Lebesgue Dominated Convergence Theorem, one can easily prove that $I \in C^{1}\left(H_{0, p}^{1}, \mathbb{R}\right)$ with first derivative given by

$$
\left(I^{\prime}(u), v\right)=\int_{0}^{+\infty} p(t) u^{\prime}(t) v^{\prime}(t) \mathrm{d} t-\int_{0}^{+\infty} f(t, u(t)) v(t) \mathrm{d} t, \quad \forall v \in H_{0, p}^{1}
$$

However, the fixed point operator associated to Problem (1.1) is given by

$$
A u(t)=\int_{0}^{+\infty} G(t, s) f(s, u(s)) \mathrm{d} s
$$

where

$$
G(t, s)=\frac{1}{\left\|\frac{1}{p}\right\|_{L^{1}}} \begin{cases}\varphi_{1}(t) \varphi_{2}(s), & t \leq s \\ \varphi_{1}(s) \varphi_{2}(t), & s \leq t\end{cases}
$$

and $\varphi_{1}(t)=\int_{0}^{t} \frac{\mathrm{~d} s}{p(s)}, \varphi_{2}(t)=\int_{t}^{+\infty} \frac{\mathrm{d} s}{p(s)}$.

Lemma 2.10 [2] We have
(a) the operator $A: H_{0, p}^{1} \rightarrow H_{0, p}^{1}$ is compact.
(b) $I^{\prime}=I d-A$,

Remark 2.11 Notice that from the sign condition $f(t, u) u \geq 0$, for all $(t, u) \in \mathbb{R}^{+} \times \mathbb{R}$ and by the continuity of $f$, we have $f(t, 0)=0$, for all $t \in \mathbb{R}^{+}$; so 0 is a critical point of $I$, and thus $C_{k}(I, 0)$ is well defined.

Next, we compute the critical groups of $I$ at zero. Arguing as in the proof of [15, Proposition 2.1] and [19, Theorem 1], we prove that all the critical groups at the origin are trivial.

Lemma 2.12 Under Assumptions $\left(H_{1}\right)$ and $\left(H_{2}\right)$, all critical groups of the functional I at 0 are trivial:

$$
C_{k}(I, 0)=0, \quad \text { for all } k \in \mathbb{N}
$$

Proof From $\left(H_{1}\right)$, we obtain that for $u \in H_{0, p}^{1} \backslash\{0\}$ and $s>0$ :

$$
\begin{aligned}
I(s u) & =\frac{s^{2}}{2}\|u\|^{2}-\int_{0}^{+\infty} F(t, s u(t)) \mathrm{d} t \\
& \leq \frac{s^{2}}{2}\|u\|^{2}-s^{\tau} \int_{0}^{+\infty} c_{0}(t)|u(t)|^{\tau} \mathrm{d} t+s^{\theta+1} \int_{0}^{+\infty} c_{1}(t)|u(t)|^{\theta+1} \mathrm{~d} t \\
& =\frac{s^{2}}{2}\|u\|^{2}-s^{\tau}\left\|\sqrt[\tau]{c_{0}} u\right\|_{L^{\tau}}^{\tau}+s^{\theta+1}\left\|\sqrt[\theta+1]{c_{1}} u\right\|_{L^{\theta+1}}^{\theta+1} .
\end{aligned}
$$

Notice that all norms are equivalent in the one-dimensional space spanned by $u$ (see [16, page 86]). In addition, since $1<\tau<2<\theta+1$, then for sufficiently small $s$, the leading term of the right-hand polynomial is $s^{\tau}$. Hence, there exists $s_{0} \in(0,1)$ such that

$$
\begin{equation*}
I(s u)<0, \quad \text { for all } s \in\left(0, s_{0}\right) \tag{2.6}
\end{equation*}
$$

In addition, $\left(H_{2}\right)$ implies

$$
\int_{0}^{+\infty}\left(F(t, u(t))-\frac{1}{\tau} f(t, u(t)) u(t)\right) \mathrm{d} t=o\left(\|u\|^{2}\right), \quad \text { as }\|u\| \rightarrow 0
$$

Hence,

$$
\begin{aligned}
\left.\frac{1}{\tau} \frac{\mathrm{~d} I(s u)}{\mathrm{d} s}\right|_{s=1} & =\left.\frac{1}{\tau}\left(I^{\prime}(s u), u\right)\right|_{s=1} \\
& =\frac{1}{\tau}\|u\|^{2}-\int_{0}^{+\infty} F(t, u(t)) \mathrm{d} t+o\left(\|u\|^{2}\right) \\
& =I(u)+\left(\frac{1}{\tau}-\frac{1}{2}\right)\|u\|^{2}+o\left(\|u\|^{2}\right), \quad \text { as }\|u\| \rightarrow 0
\end{aligned}
$$

Therefore, there exists $\rho>0$ such that

$$
\begin{equation*}
\left.\frac{\mathrm{d} I(s u)}{\mathrm{d} s}\right|_{s=1}>0, \quad \forall u \in I^{-1}([0,+\infty)) \cap B_{\rho} \backslash\{0\} \tag{2.7}
\end{equation*}
$$

where $B_{\rho}$ refers to the ball centered at the origin with a radius $\rho$ in $H_{0, p}^{1}$. By virtue of (2.7), we deduce that

$$
\begin{equation*}
I(s u)<0, \quad \text { for } s \in(0,1) \text { and } u \in I^{-1}(-\infty, 0) \cap B_{\rho} \tag{2.8}
\end{equation*}
$$

Indeed, if $\|u\| \leq \rho$ and $I(u)<0$ then, by the continuity of $I$, there exists $s^{\prime} \in(0,1)$ such that $I(s u)<0$, for all $s \in\left(1-s^{\prime}, 1\right]$. Suppose that there is some $s_{0} \in\left(0,1-s^{\prime}\right]$ such that $I\left(s_{0} u\right)=0$ and $I(s u)<0$, for $s_{0}<s<1$ and let $u_{0}=s_{0} u$. Then from (2.7), we find

$$
\left.\frac{\mathrm{d} I\left(s u_{0}\right)}{\mathrm{d} s}\right|_{s=1}>0
$$

However, $I(s u)-I\left(s_{0} u\right)<0$ implies that

$$
\left.\frac{\mathrm{d} I(s u)}{\mathrm{d} s}\right|_{s=s_{0}}=\left.\frac{\mathrm{d} I\left(s u_{0}\right)}{\mathrm{d} s}\right|_{s=1} \leq 0
$$

leading to a contradiction. Hence, (2.8) holds. From (2.6), (2.7), and (2.8), if $I(u)>0$ then there is a unique $T(u) \in(0,1)$ such that

$$
\begin{equation*}
I(T(u) u)=0, \quad I(s u)<0, \quad \text { for all } s \in(0, T(u)) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
I(s u)>0, \quad \text { for all } s \in(T(u), 1) \tag{2.10}
\end{equation*}
$$

If $I(u) \leq 0$, then we set $T(u)=1$. From (2.7), (2.9), (2.10), and appealing to the implicit function theorem, we deduce that $T$ is continuous in $u$. Define the map $\eta:[0,1] \times B_{\rho} \rightarrow B_{\rho}$ by

$$
\begin{equation*}
\eta(s, u)=(1-s) u+s T(u) u, \quad s \in[0,1], \quad \text { for } u \in B_{\rho} . \tag{2.11}
\end{equation*}
$$

$\eta$ is a continuous map which defines two retraction maps, the first one from $B_{\rho}$ to $B_{\rho} \cap I^{0}$ and the second one from $B_{\rho} \backslash\{0\}$ to $B_{\rho} \cap I^{0} \backslash\{0\}$; indeed when either $u \in B_{\rho} \cap I^{0}$ or $u \in B_{\rho} \cap I^{0} \backslash\{0\}$, we have that $\eta(s, u)=u$.

As $B_{\rho}$ and $B_{\rho} \backslash\{0\}$ are contractible sets and since a retract of a contractible set is also a contractible set (see [5, Theorem 13.2]), then the sets $B_{\rho} \cap I^{0}$ and $B_{\rho} \cap I^{0} \backslash\{0\}$ are contractible. We conclude that

$$
C_{k}(I, 0)=H_{k}\left(B_{\rho} \cap I^{0}, \quad B_{\rho} \cap I^{0} \backslash\{0\}\right) \simeq 0, \quad \text { for all } k \in \mathbb{N} .
$$

To use a truncation technique, we define the function

$$
f_{+}(t, u)= \begin{cases}f(t, u), & \text { if } u \geq 0 \\ 0, & \text { if } u<0\end{cases}
$$

and its primitive $F_{+}(t, u)=\int_{0}^{u} f_{+}(t, v) \mathrm{d} v$. Then the critical points of the functional $I_{+}: H_{0, p}^{1} \rightarrow \mathbb{R}$ given by

$$
I_{+}(u)=\frac{1}{2} \int_{0}^{+\infty} p(t) u^{\prime}(t)^{2} \mathrm{~d} t-\int_{0}^{+\infty} F_{+}(t, u(t)) \mathrm{d} t
$$

are weak solutions of the BVP:

$$
\left\{\begin{array}{l}
-\left(p(t) u^{\prime}(t)\right)^{\prime}=f_{+}(t, u(t)), \quad t>0  \tag{2.12}\\
u(0)=u(+\infty)=0
\end{array}\right.
$$

Also if we let

$$
f_{-}(t, u)= \begin{cases}0, & \text { if } u \geq 0 \\ f(t, u), & \text { if } u<0\end{cases}
$$

and $F_{-}(t, u)=\int_{0}^{u} f_{-}(t, v) \mathrm{d} v$, then the critical points of the functional $I_{-}: H_{0, p}^{1} \rightarrow \mathbb{R}$ given by

$$
I_{-}(u)=\frac{1}{2} \int_{0}^{+\infty} p(t) u^{\prime}(t)^{2} \mathrm{~d} t-\int_{0}^{+\infty} F_{-}(t, u(t)) \mathrm{d} t
$$

are weak solutions of the BVP:

$$
\left\{\begin{array}{l}
-\left(p(t) u^{\prime}(t)\right)^{\prime}=f_{-}(t, u(t)), \quad t>0  \tag{2.13}\\
u(0)=u(+\infty)=0
\end{array}\right.
$$

Lemma 2.13 Suppose that $\left(H_{1}\right)$ holds. Then 0 is not a local minimum of $I_{+}$.
Proof Let $\phi_{1}$ be the first eigenfunction of Problem (2.4). From $\left(H_{1}\right)$, for all $s>0$, we have

$$
\begin{aligned}
I_{+}\left(s \phi_{1}\right) & =\frac{s^{2}}{2}\left\|\phi_{1}\right\|^{2}-\int_{0}^{+\infty} F_{+}\left(t, s \phi_{1}(t)\right) \mathrm{d} t \\
& \leq \frac{s^{2}}{2}\left\|\phi_{1}\right\|^{2}-s^{\tau} \int_{0}^{+\infty} c_{0}(t) \phi_{1}^{\tau}(t) \mathrm{d} t+s^{\theta+1} \int_{0}^{+\infty} c_{1}(t) \phi_{1}^{\theta+1}(t) \mathrm{d} t \\
& =\frac{s^{2}}{2}\left\|\phi_{1}\right\|^{2}-s^{\tau}\left\|\sqrt[\tau]{c_{0}} \phi_{1}\right\|_{L^{\tau}}^{\tau}+s^{\theta+1}\left\|\sqrt[\theta+1]{c_{1}} \phi_{1}\right\|_{L^{\theta+1}}^{\theta+1}
\end{aligned}
$$

Since all norms are equivalent in the one-dimensional space spanned by $\phi_{1}$ and arguing as in the beginning of the proof of Lemma 2.12, we can let $s \rightarrow 0$ to find some $s_{0}>0$ such that $I_{+}\left(s \phi_{1}\right)<0=I_{+}(0)$, for all $s \in$ $\left(0, s_{0}\right)$. Hence, 0 is not a local minimizer of $I_{+}$.

In an identical manner, we can prove that 0 is not a local minimizer of $I_{-}$.
Lemma 2.14 Suppose that $\left(H_{3}\right)$ holds. Then $I_{+}$is bounded from below and satisfies the $(P S)$ condition.
Proof (a) $I_{+}$is bounded from below. From $\left(H_{3}\right)$ and (2.5), we have the estimates

$$
\begin{aligned}
I_{+}(u) & =\frac{1}{2}\|u\|^{2}-\int_{0}^{+\infty} F_{+}(t, u(t)) \mathrm{d} t \\
& \geq \frac{1}{2}\|u\|^{2}-\int_{0}^{+\infty}\left(\frac{1}{2} a(t)|u(t)|^{2}+b(t)|u(t)|\right) \mathrm{d} t \\
& =\frac{1}{2}\|u\|^{2}-\frac{1}{2} \int_{0}^{+\infty} a(t) u(t)^{2} \mathrm{~d} t-\int_{0}^{+\infty} b(t)|u(t)| \mathrm{d} t \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{1}{2}\|u\|_{L_{a}^{2}}^{2}-d\|u\|\|b\|_{L^{1}} \\
& =\frac{1}{2}\|u\|^{2}-\frac{1}{2} \frac{\lambda_{1}(a)}{\lambda_{1}(a)}\|u\|_{L_{a}^{2}}^{2}-d\|u\|\|b\|_{L^{1}} \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{1}{2 \lambda_{1}(a)}\|u\|^{2}-d\|u\|\|b\|_{L^{1}} \\
& =\frac{1}{2}\left(1-\frac{1}{\lambda_{1}(a)}\right)\|u\|^{2}-d\|u\|\|b\|_{L^{1}}
\end{aligned}
$$

proving the claim.
(b) $I_{+}$satisfies the $(P S)$ condition. Suppose that $\left(u_{n}\right) \subset H_{0, p}^{1}$ and there exists $M>0$ such that $\left|I_{+}\left(u_{n}\right)\right| \leq M$ and $I_{+}^{\prime}\left(u_{n}\right)=u_{n}-A_{+} u_{n} \rightarrow 0$ in $H_{0, p}^{1}$, as $n \rightarrow \infty$, where

$$
A_{ \pm} u(t)=\int_{0}^{+\infty} G(t, s) f_{ \pm}(s, u(s)) \mathrm{d} s
$$

Since $I_{+}$is bounded from below, the sequence $\left(u_{n}\right)$ is bounded in $H_{0, p}^{1}$. By the compactness of $A_{+}$: $H_{0, p}^{1} \rightarrow H_{0, p}^{1}$ there exists a subsequence $\left(A_{+}\left(u_{n_{k}}\right)\right)$ which converges to some limit $w$. Hence,

$$
\left\|u_{n_{k}}-w\right\| \leq\left\|u_{n_{k}}-A_{+} u_{n_{k}}\right\|+\left\|A_{+} u_{n_{k}}-w\right\|
$$

and since $u_{n_{k}}-A_{+} u_{n_{k}} \rightarrow 0$ in $H_{0, p}^{1}$, as $k \rightarrow \infty$, we deduce that $\left(u_{n}\right)$ has a convergent subsequence $\left(u_{n_{k}}\right)$ which converges to $w$. Therefore, $I_{+}$satisfies the (PS) condition on $H_{0, p}^{1}$.

Similarly, we can prove that $I_{-}$is bounded from below and satisfies the (PS) condition. Our last technical result is next stated and proved in the spirit of Brézis-Nirenberg Theorem (see [6, Theorem 1]).

Lemma 2.15 Under assumption $\left(H_{3}\right)$, assume that $u_{0} \in H_{0, p}^{1}$ is a local minimizer of $I$ in the $C_{p}^{1}$-topology, which means that there is some $r>0$ such that

$$
\begin{equation*}
I\left(u_{0}\right) \leq I(v), \quad \forall v \in C_{p}^{1} \text { with }\left\|v-u_{0}\right\|_{C_{p}^{1}} \leq r \tag{2.14}
\end{equation*}
$$

Then $u_{0}$ is a local minimizer of I in the $H_{0, p}^{1}$-topology, i.e., there exists $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
I\left(u_{0}\right) \leq I(v), \quad \forall v \in H_{0, p}^{1} \text { with }\left\|v-u_{0}\right\| \leq \varepsilon_{0} \tag{2.15}
\end{equation*}
$$

Remark 2.16 By Proposition 2.7, notice that a $C_{p}^{1}$-neighborhood of $u$ is smaller than an $H_{0, p}^{1}$-neighborhood of $u$.

Proof Without loss of generality, suppose that $u_{0}=0$ and argue by contradiction assuming that (2.15) does not hold. Then there exists a sequence $\left(v_{k}\right) \subset H_{0, p}^{1}$ such that

$$
\begin{equation*}
\left\|v_{k}\right\| \leq 1 / k \text { and } I\left(v_{k}\right)<I(0), \forall k \in\{1,2, \ldots\} \tag{2.16}
\end{equation*}
$$

Since the functional $I$ is coercive and weakly lower semi-continuous, the minimum $\min _{B_{k}} I$ is achieved, where $B_{k}$ is the ball centered at the origin and with radius $1 / k$ in $H_{0, p}^{1}$. For this, let $\left(u_{n}\right) \subset H_{0, p}^{1}$ be a sequence such that $\left(u_{n}\right)$ is weakly convergent to some limit $u$. $\mathrm{By}\left(H_{3}\right)$ and Lebesgue Dominated Convergence Theorem, we deduce that

$$
\lim _{n \rightarrow+\infty} \int_{0}^{+\infty} F\left(t, u_{n}(t)\right) \mathrm{d} t=\int_{0}^{+\infty} F(t, u(t)) \mathrm{d} t
$$

By the weak lower semi-continuity of the norm, we infer that

$$
I(u) \leq \liminf _{n \rightarrow+\infty} I\left(u_{n}\right)
$$

which means that $I$ is weakly lower semi-continuous. Thus, $\min _{B_{k}} I$ is achieved at some point still denoted $v_{k}$. Since $\left(v_{k}\right)$ lies in $H_{0, p}^{1}$, then $\left(v_{k}\right) \subset C_{p, q}^{2}$. In fact, $v_{k}(0)=0$ and by Lemma 2.4, part (b) we know that $\left(v_{k}\right) \subset C_{0}, v_{k}$ satisfies Problem (1.1), hence derivable, and that $p v_{k}^{\prime}$ is also derivable, for all $k \in\{1,2, \ldots\}$. Also, we have that

$$
\lim _{t \rightarrow+\infty} p(t) v_{k}^{\prime}(t)=p(0) v_{k}^{\prime}(0)-\int_{0}^{+\infty} f\left(s, v_{k}(s)\right) \mathrm{d} s
$$

so $\lim _{t \rightarrow+\infty} p(t) v_{k}^{\prime}(t)$ exists as a finite limit. Furthermore, since $\left(v_{k}\right)$ is bounded in $H_{0, p}^{1}$, then $\left(v_{k}\right)$ is bounded on $C_{p, q}^{2}$. To see this, assume that there exists $r_{0}>0$ such that $\left\|v_{k}\right\| \leq r_{0}, \forall k \in\{1,2, \ldots\}$. By Lemma 2.4, part (b),

$$
\left\|v_{k}\right\|_{\infty} \leq d\left\|v_{k}\right\| \leq d r_{0}
$$

independently of $k \in\{1,2, \ldots\}$. From Problem (1.1) and since $q(\cdot) f(\cdot, \cdot)$ sends $\mathbb{R}^{+} \times B(\mathbb{R})$ into $B(\mathbb{R})$, we have on one hand

$$
\left\|q\left(p v_{k}^{\prime}\right)^{\prime}\right\|_{\infty}=\sup _{t \geq 0}\left|q(t)\left(p(t) v_{k}^{\prime}(t)\right)^{\prime}\right|<\infty
$$

and on the other one

$$
\begin{aligned}
\left|p(t) v_{k}^{\prime}(t)\right| & \leq\left|\lim _{t \rightarrow+\infty} p(t) v_{k}^{\prime}(t)\right|+\int_{t}^{+\infty}\left|f\left(s, v_{k}(s)\right)\right| \mathrm{d} s \\
& =\left|\lim _{t \rightarrow+\infty} p(t) v_{k}^{\prime}(t)\right|+\int_{t}^{+\infty}\left|\frac{1}{q(s)}\right|\left|q(s) f\left(s, v_{k}(s)\right)\right| \mathrm{d} s \\
& \leq\left|\lim _{t \rightarrow+\infty} p(t) v_{k}^{\prime}(t)\right|+\left.d_{1}\left\|\frac{1}{q}\right\|\right|_{L^{1}}
\end{aligned}
$$

where

$$
\left|q(t) f\left(t, v_{k}\right)\right| \leq\left\|q\left(p v_{k}^{\prime}\right)^{\prime}\right\|_{\infty} \leq d_{1}, \quad \forall t \geq 0
$$

Hence,

$$
\left\|p v_{k}^{\prime}\right\|_{\infty}=\sup _{t \geq 0}\left|p(t) v_{k}^{\prime}(t)\right| \leq d_{2}
$$

where

$$
d_{2}=\left|\lim _{t \rightarrow+\infty} p(t) v_{k}^{\prime}(t)\right|+d_{1}\|1 / q\|_{L^{1}}
$$

is independent of $k$. By Lemma 2.9, there is a subsequence, still denoted $\left(v_{k}\right)$, such that $v_{k} \rightarrow w$ in $C_{p}^{1}$, as $k \rightarrow \infty$. Moreover, Lemma 2.7 yields some positive constant $d_{3}$ such that $\left\|v_{k}-w\right\| \leq d_{3}\left\|v_{k}-w\right\|_{C_{p}^{1}} \rightarrow 0$. This shows that $\left(v_{k}\right)$ also converges strongly to $w$ in $H_{0, p}^{1}$, as $k \rightarrow \infty$ and from the definition of $\left(v_{k}\right)$, we then deduce that $w=0$. Combining (2.16) and (2.14), we get

$$
I(0) \leq I\left(v_{k}\right)<I(0)
$$

a contradiction.

## 3 Proof of Theorem 1.1

Step 1. By Lemma 2.14 and Ekeland's Variational Principal, there exists $u_{+} \in H_{0, p}^{1}$ such that

$$
\begin{equation*}
I_{+}\left(u_{+}\right)=\min _{u \in H_{0, p}^{1}} I_{+}(u) \tag{3.1}
\end{equation*}
$$

Lemma 2.13 tells us that $u_{+} \not \equiv 0$, hence $u_{+}$is a nonzero solution of Problem (2.12). Then $u_{+}$can be written as

$$
u_{+}(t)=\int_{0}^{+\infty} G(t, s) f_{+}\left(s, u_{+}(s)\right) \mathrm{d} s
$$

By the sign condition $f(t, u) u \geq 0$, for all $(t, u) \in[0,+\infty) \times \mathbb{R}$, we have that $f_{+}\left(t, u_{+}\right) \geq 0$. Since the Green function is positive, then $u_{+}$is a positive nonzero solution for Problem (2.12).

Moreover, $u_{+}$is also a positive nonzero solution of Problem (1.1) for $f_{+}(t, u)=f(t, u)$, as $u \geq 0$.
Notice that

$$
\lim _{t \rightarrow+\infty} p(t) u_{+}^{\prime}(t) \neq 0
$$

Indeed, since $u_{+}$is a solution of Problem (2.12) and $f_{+}(.,$.$) is positive, we deduce that p(.) u_{+}^{\prime}($.$) is$ decreasing. If further

$$
\lim _{t \rightarrow+\infty} p(t) u_{+}^{\prime}(t)=0
$$

then $p(.) u_{+}^{\prime}($.$) is positive. Since p$ is positive too, then $u_{+}$is increasing and satisfies the conditions $u_{+}(0)=$ $u_{+}(+\infty)=0$, a contradiction.

By (3.1), $u_{+}$is a local minimum of $I_{+}$in $C_{p}^{1}$ and there exists $r>0$ such that

$$
\begin{equation*}
I_{+}\left(u_{+}\right) \leq I_{+}(v), \quad \text { for all } v \in C_{p}^{1} \text { with }\left\|v-u_{+}\right\|_{C_{p}^{1}} \leq r \tag{3.2}
\end{equation*}
$$

Next, we argue as in the proof of [17, Theorem 1.1]. Since $u_{+}>0$, then $u_{+}$is an interior point of $\left(C_{p}^{1}\right)^{+}$, the set of positive functions of $C_{p}^{1}$, with respect to the $C_{p}^{1}$-topology. Therefore, we can choose $r_{1}<r$ such that for $v \in C_{p}^{1}$ with $\left\|v-u_{+}\right\|_{C_{p}^{1}} \leq r_{1}$, we have $v(t)>0$, for all positive $t$.

However, if $u>0$, then $F(t, u(t))=F_{+}(t, u(t))$, hence $I(u)=I_{+}(u)$. Then for $v \in C_{p}^{1}$ with $\| v-$ $u_{+} \|_{C_{p}^{1}} \leq r_{1}$, we have

$$
I\left(u_{+}\right)=I_{+}\left(u_{+}\right) \leq I_{+}(v)=I(v) .
$$

Then $u_{+}$is a local minimizer of $I$ on $C_{p}^{1}$ in the $C_{p}^{1}$-topology.
Appealing to Lemma 2.15, we can find some $\rho>0$ such that for $v \in H_{0, p}^{1}$ with $\left\|v-u_{+}\right\| \leq \rho$, we have $I\left(u_{+}\right) \leq I(v)$. Hence, $u_{+}$is a local minimizer of $I$ in $H_{0, p}^{1}$.

Step 2. Arguing as in Step 1, we can show that $u_{-}$is a local minimizer of $I$ in $H_{0, p}^{1}$ which is a negative nonzero solution for Problem (1.1). As a consequence

$$
C_{k}\left(I, u_{+}\right)= \begin{cases}\mathbb{F}, & \text { for } k=0  \tag{3.3}\\ 0, & \text { for } k \neq 0\end{cases}
$$

and

$$
C_{k}\left(I, u_{-}\right)= \begin{cases}\mathbb{F}, & \text { for } k=0  \tag{3.4}\\ 0, & \text { for } k \neq 0\end{cases}
$$

Thus, we have obtained two nonzero solutions for Problem (1.1), namely $u_{+}$and $u_{-}$.
Step 3. To show the existence of a third nontrivial solution, we assume, by contradiction, that $0, u_{+}, u_{-}$are the unique critical points of $I$ and we let

$$
a<\inf _{u \in H_{0, p}^{1}} I(u) \text { and } b>\max \left\{0, I\left(u_{+}\right), I\left(u_{-}\right)\right\} .
$$

Then $I^{a}=\emptyset$ and $I^{b}$ is a strong deformation retraction of the space $H_{0, p}^{1}$. Hence,

$$
H_{k}\left(I^{b}, I^{a}\right)= \begin{cases}\mathbb{F}, & \text { for } k=0 \\ 0, & \text { for } k \neq 0\end{cases}
$$

and

$$
\sum_{k=0}^{+\infty}(-1)^{k} \beta_{k}(a, b)=(-1)^{0}=1
$$

By (3.4), (3.4), and Lemma 2.12, we finally arrive at the conclusion that

$$
\sum_{k=0}^{+\infty}(-1)^{k} M_{k}(a, b)=0+(-1)^{0}+(-1)^{0}=2
$$

leading to a contradiction with Lemma 2.3 and ending the proof of the main existence theorem.

Acknowledgments The authors are thankful to the anonymous referees for their careful reading of the original manuscript, which led to substantial improvements.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http:// creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

## References

1. Agarwal, R.P.; O'Regan, D.: Infinite Interval Problems for Differential, Difference and Integral Equations. Kluwer Academic Publisher, Dordrecht (2001)
2. Ait-Mahiout, K.; Djebali, S.; Moussaoui, T.: Multiple solutions for an impulsive boundary value problem on the half-line via Morse theory. Topol. Methods Nonlinear Anal (in press)
3. Ambrosetti, A.; Rabinowitz, P.: Dual variational method in critical point theory and applications. J. Funct. Anal. 14, 349-381 (1973)
4. Badiale, M.; Serra, E.: Semilinear Elliptic Equations for Beginners. Springer, New York (2011)
5. Borsuk, K.: Theory of Retracts, Monografie Matematyczne, vol. 44. Pan'stwowe Wydawnictwo Naukowe, Warsaw (1967)
6. Brézis, H.; Nirenberg, L.: $H^{1}$ versus $C^{1}$ local minimizers. C. R. A. S. Paris S. It. 317, 465-472 (1993)
7. Briki, M.; Djebali, S.; Moussaoui, T.: Solvability of an impulsive boundary value problem on the half-line via critical point theory (submitted)
8. Costa, D.G.; De E.A.; Silva B.E.: The Palais-Smale condition versus coercivity. Nonlinear Anal. Theory Methods Appl. 16(4), 371-381 (1991)
9. Chang, K.C.: Infinite Dimensional Morse Theory and Multiple Solution Problems. Birkhauser, Boston (1993)
10. Chang, K.C.: Methods in Nonlinear Analysis. Springer, Berlin (2005)
11. Corduneanu, C.: Integral Equations and Stability of Feedback Systems. Academic Press, New York (1973)
12. Djebali, S.; Mebarki, K.: Multiple positive solutions for singular BVPs on the positive half-line. Comput. Math. Appl. 55(12), 2940-2952 (2008)
13. Djebali, S.; Saifi, O.: Positive solutions for singular BVPs on the positive half-line with sign changing and derivative depending nonlinearity. Acta Appl. Math. 110(2), 639-665 (2010)
14. Guo, Y.; Yu, C.; Wang, J.: Existence of three positive solutions for $m$-point boundary value problems on infinite intervals. Nonlinear Anal. Theory Methods Appl. 71(3-4), 717-722 (2009)
15. Jiu, Q.S.; Su, J.B.: Existence and multiplicity results for Dirichlet problems with p-Laplacian. J. Math. Anal. Appl. 281(2), 587-601 (2003)
16. Liu, S.; Li, S.: Existence of solutions for asymptotically 'linear' p-Laplacian equations. Bull. Lond. Math. Soc. 36(1), 81-87 (2004)
17. Liu, J.; Li, S.: The existence of multiple solutions to quasilinear elliptic equations. Bull. Lond. Math. Soc. 37(4), 592-600 (2005)
18. Mawhin, J.; Willem, M.: Critical Point Theory and Hamiltonian Systems. Springer, Berlin (1989)
19. Moroz, V.: Solutions of superlinear at zero elliptic equations via Morse theory. Topol. Methods Nonlinear Anal. 10(2), 387-397 (1997)
20. Motreanu, D.; Motreanu, V.V.; Papageorgiou, N.: Topological and Variational Methods with Applications to Nonlinear Boundary Value Problems. Springer, Berlin (2014)
21. Perera, K.; Agarwal, R.; O'Regan, D.: Morse Theoretic Aspects of p-Laplacian Type Operators. Mathematical Surveys and Monographs, vol. 161. American Mathematical Society, Providence (2010)
22. Perera, K.; Schechter, M.: Topics in Critical Point Theory. Cambridge Tracts in Mathematics, vol. 198. Cambridge University Press, New York (2013)
23. Rabinowitz, P.: Variational Methods for Nonlinear Eigenvalue Problems. In: Course of Lectures, CIME, Varenna, Italy (1974)
(i) Springer

[^0]:    K. Ait-Mahiout • S. Djebali ( $\boxtimes$ ) • T. Moussaoui

    Laboratoire "Théorie du Point Fixe et Applications", École Normale Supérieure, BP 92 Kouba, 16006 Algiers, Algeria
    E-mail: djebali@ens-kouba.dz
    K. Ait-Mahiout

    E-mail: karima_ait@hotmail.fr
    T. Moussaoui

    E-mail: moussaoui@ens-kouba.dz

