
J. Homotopy Relat. Struct. (2012) 7:165–206
DOI 10.1007/s40062-012-0002-7

Gerstenhaber–Schack diagram cohomology
from the operadic point of view

Martin Doubek

Received: 14 February 2011 / Accepted: 27 January 2012 / Published online: 13 March 2012
© Tbilisi Centre for Mathematical Sciences 2012

Abstract We show that the operadic cohomology for any type of algebras over a
non-symmetric operad A can be computed as Ext in the category of operadic A-mod-
ules. We use this principle to prove that the Gerstenhaber–Schack diagram cohomology
is operadic cohomology.
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166 M. Doubek

1 Introduction

The Operadic Cohomology (OC) gives a systematic way of constructing cohomology
theories for algebras A over an operad A. It recovers the classical cases: Hochschild,
Chevalley–Eilenberg, Harrison, etc. It also applies to algebras over coloured operads
(e.g. morphism of algebras) and over PROPs (e.g. bialgebras). The OC first appeared
in papers [9,10] by Markl.

Abstractly, the OC is isomorphic to the triple cohomology, at least for algebras
over Koszul operads [1]. It is also isomorphic to the André–Quillen Cohomology
(AQC). In fact, the definition of OC is analogous to that of AQC: It computes the
derived functor of the functor Der of derivations like AQC, but does so in the cat-
egory of operads. While AQC offers a wider freedom for the choice of a resolution
of the given algebra A, OC uses a particular universal resolution for all A-algebras
(this resolution is implicit, technically OC resolves the operad A). Thus there is, for
example, a universal construction of an L∞ structure on the complex computing OC
[13], whose generalized Maurer-Cartan equation describes formal deformations of
A.

The success of OC is due to the Koszul duality theory [7], which allows us to
construct resolutions of Koszul operads explicitly. Koszul theory has received a lot of
attention recently [19] and now goes beyond operads. However, it still has its limita-
tions:

On one hand, it is bound to quadratic relations in a presentation of the operad A.
The problem with higher relations can be remedied by using a different presentation,
but it comes at the cost of increasing the size of the resolution (e.g. [4]). This is not a
major problem in applications, but the minimal resolutions have some nice properties
- namely they are unique up to an isomorphism thus providing a cohomology theory
unique already at the chain level. So the construction of the minimal resolutions is
still of interest.

On the other hand, there are quadratic operads which are not Koszul and for those
very little is known [15].

In this paper, we show that OC is isomorphic to Ext in the category of operadic
A-modules. Thus instead of resolving the operad A, it suffices to find a projective
resolution of a specific A-module MDA associated to A. The ideas used here were
already sketched in the paper [13] by Markl.

The resolution of operadic modules are probably much easier to construct explic-
itly than resolutions of operads, though this has to be explored yet. This simplification
allows us to make a small step beyond Koszul theory:

An interesting example of a non-Koszul operad is the coloured operad describing
a diagram of a fixed shape consisting of algebras over a fixed operad and morphisms
of those algebras. The case of a single morphism between two algebras over a Koszul
operad is long well understood. For a morphism between algebras over a general oper-
ad as well as for diagrams of a few simple shapes, some partial results were obtained
in [12]. These are however not explicit enough to write down the OC.

On the other hand, a satisfactory cohomology for diagrams was invented by
Gerstenhaber and Schack [5] as a natural simultaneous generalization of both Hochs-
child and simplicial cohomology. In the article [2], the authors proved that the
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Gerstenhaber–Schack diagram cohomology 167

Gerstenhaber–Schack cohomology of a single morphism of associative or Lie algebras
is operadic cohomology. We use our theory to extend this result to arbitrary diagrams.

The method used can probably be applied in a more general context to show that
a given cohomology theory is isomorphic to OC. The original example is [13] (and
similar approach also appears in [17,18]), where the author proves that Gerstenhaber–
Schack bialgebra cohomology is the operadic cohomology. Also the method might
give an insight into the structure of operadic resolutions themselves, the problem we
won’t mention in this paper.

On the way, we obtain a modification of the usual OC which includes the quotient
by infinitesimal automorphisms (Sect. 3.3).

Also an explicit description of a free resolution of the operad A with adjoined der-
ivation is given if a free resolution of A is explicitly given. This appeared already in
[13] and produces several new examples of minimal resolutions and as such might be
of an independent interest.

We assume the reader is familiar with the language of operads (e.g. [8,16]).
Finally, I would like to thank Martin Markl for many useful discussions.
The author acknowledges the support by GAČR 201/09/H012 and also the hospi-

tality of the Czech Academy of Sciences.

Convention 1.1 As our main object of interest is a diagram of associative algebras,
we will get by with non-symmetric operads, that is operads with no action of the per-
mutation groups. The results can probably be generalized in a straightforward way to
symmetric operads.

In Sect. 2, we briefly recall basic notions of the operad theory with focus on col-
oured operads (see also [11,12]). We pay special attention to operadic modules. We
introduce the notion of tree composition which is just a convenient way to write down
complicated operadic compositions. In Sect. 2.3, we discuss free product of operads
and obtain a form of the Künneth formula computing homology of the free product.

In Sect. 3, we develop the theory sketched by Markl in Appendix B of [13]. We
give full details for coloured operads. We begin by recalling the operadic cohomology.
In Sect. 3.2, we construct an explicit resolution of the operad DA describing algebras
over A with adjoined derivation assuming we know an explicit resolution of the operad
A. In Sect. 3.3, we clarify the significance of operadic derivations on the resolution
of DA with values in End A. This leads to an augmentation of the cotangent complex
which has nice interpretation in terms of formal deformation theory. In Sects. 4 and
4.1, we realize that all the information needed to construct augmented cohomology is
contained in a certain operadic module. This module is intrinsically characterized by
being a resolution (in the category of operadic modules) of MDA, a certain module
constructed from A in a very simple way.

In Sect. 5, we apply the theory to prove that the Gerstenhaber–Schack diagram
cohomology is isomorphic to the operadic cohomology. We begin by explaining how
a diagram of associative algebras is described by an operad A. We also make the asso-
ciated module MDA explicit. Then we recall the Gerstenhaber–Schack cohomology
and obtain a candidate for a resolution of MDA. In Sect. 6, we verify that the candi-
date is a valid resolution. This computation is complicated, but still demonstrates the
technical advantage of passing to the modules.
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168 M. Doubek

2 Basics

Fix the following symbols:

• C is a set of colours.
• k is a field of characteristics 0.
• N0 is the set of natural numbers including 0.

We will also use the following notations and conventions:

• Vector spaces over k are called k-modules, chain complexes of vector spaces over k
with differential of degree−1 are called dg-k-modules and morphisms of chain com-
plexes are called just maps. Chain complexes are assumed non-negatively graded
unless stated otherwise.
• |x | is the degree of an element x of a dg-k-module.
• H∗(A) is homology of the object A, whatever A is.
• k〈S〉 is the k-linear span of the set S.
• ar(v) is arity of the object v, whatever v is.
• Quism is a map f of dg-k-modules such that the induced map H∗( f ) on homology

is an isomorphism.

Definition 2.1 A dg-C-collection X is a set

{
X

(
c

c1, . . . , cn

)
| n ∈ N0, c, c1, . . . , cn ∈ C

}

of dg-k-modules. We call c the output colour of elements of X
( c

c1,...,cn

)
, c1, . . . , cn are

the input colours, n is the arity. We also admit n = 0.
When the above dg-k-modules have zero differentials, we talk just about graded

C-collection. If moreover no grading is given, we talk just about C-collection. All
notions that follow have similar analogues. If the context is clear, we might omit the
prefixes dg-C completely.

A dg-C-operad A is a dg-C-collection A together with a set of dg-k-module maps

◦i : A
(

c

c1, . . . , ck

)
⊗A

(
ci

d1, . . . , dl

)
→ A

(
c

c1, . . . , ci−1, d1, . . . , dl , ci+1, . . . ck

)
,

called operadic compositions, one for each choice of k, l ∈ N0, 1 � i � k and
c, c1, . . . , ck, d1, . . . , dl ∈ C, and a set of units

e : k → A
(

c

c

)
,

one for each c ∈ C . These maps satisfy the usual associativity and unit axioms, e.g.
[16].

The initial dg-C-operad is denoted I .
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Gerstenhaber–Schack diagram cohomology 169

Equivalently, dg-C-operad is a monoid in the monoidal category of dg-C-collections
with the composition product ◦:

(A ◦ B)
(

c

c1, . . . , cn

)

:=
⊕
k�0,

i1,...,ik�0,
d1,...,dk∈C

A
(

c

d1, . . . , dk

)
⊗ B

(
d1

c1, . . . , ci1

)
⊗ · · · ⊗ B

(
dk

ci1+···ik−1+1, . . . , cn

)
.

In contrast to the uncoloured operads, the composition is defined only for the “cor-
rect” colours and there is one unit in every colour, i.e. I

(c
c

) = k for every c ∈ C .
Hence we usually talk about the units. We denote by 1c the image of 1 ∈ k = I

(c
c

)
,

hence Im e =⊕
c∈C k〈1c〉. The notation 1c for units coincides with the notation for

identity morphisms. The right meaning will always be clear from the context.
For a dg-C-operad A, we can consider its homology H∗(A). The operadic com-

position descends to H∗(A). Obviously, the units 1c are concentrated in degree 0 and
by our convention on non-negativity of the grading, 1c defines a homology class [1c].
It is a unit in H∗(A). It can happen that [1c] = 0 in which case it is easily seen
that H∗(A)

( c0
c1,...,cn

) = 0 whenever any of ci ’s equals c. If all [1c]’s are nonzero, then
H∗(A) is a graded C-operad.

Let M1 and M2 be two dg-C-collections. Then dg-C-collection morphism f is
a set of dg maps

f

(
c

c1, . . . , cn

)
:M1

(
c

c1, . . . , cn

)
→M2

(
c

c1, . . . , cn

)
,

one for each n ∈ N0, c, c1, . . . , cn ∈ C .
The dg-C-collection morphisms are composed “colourwise” in the obvious way.
A dg-C-operad morphism is a dg-C-collection morphisms preserving the operadic

compositions and units.

Recall that given a dg-k-module A, the endomorphism operad End A is equipped
with the differential

∂End A f := ∂A f − (−1)| f | f ∂A⊗n

for f ∈ End A(n) homogeneous. Let there be a decomposition

(A, ∂A) =
⊕
c∈C

(Ac, ∂Ac ).

Then the endomorphism operad is naturally a dg-C-operad via

End A

(
c

c1, . . . , cn

)
:= Homk(Ac1 ⊗ · · · ⊗ Acn , Ac).
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170 M. Doubek

An algebra over a dg-C-operad A is a dg-C-operad morphism

(A, ∂A)→ (End A, ∂End A).

2.1 Operadic modules

Definition 2.2 Let A = (A, ∂A) be a dg-C-operad. An (operadic) dg-A-module M
is a dg-C-collection

{
M

(
c

c1, . . . , cn

)
| n ∈ N0, c, c1, . . . , cn ∈ C

}

with structure maps

◦L
i :A

(
c

c1, . . . , ck

)
⊗M

(
ci

d1, . . . , dl

)
→M

(
c

c1, . . . , ci−1, d1, . . . , dl , ci+1, . . . ck

)
,

◦R
i :M

(
c

c1, . . . , ck

)
⊗A

(
ci

d1, . . . , dl

)
→M

(
c

c1, . . . , ci−1, d1, . . . , dl , ci+1, . . . ck

)
,

one for each choice of c, c1, . . . , d1, . . . ∈ C and 1 � i � k. These structure maps
are required to satisfy the expected axioms:

(α1 ◦ j α2) ◦L
i m =

⎧⎪⎨
⎪⎩
(−1)|α2||m|(α1 ◦L

i m) ◦R
j+ar(m)−1 α2 . . . i < j

α1 ◦L
j (α2 ◦L

i− j+1 m) . . . j � i � j+ar(α2)−1
(−1)|α2||m|(α1◦L

i−ar(α2)+1) ◦R
j α2 . . . i � j + ar(α2),

m ◦R
i (α1 ◦ j α2) = (m ◦R

i α1) ◦R
j+i−1 α2,

(α1 ◦L
i m) ◦R

j α2 =
⎧⎨
⎩
(−1)|α2||m|(α1 ◦ j α2) ◦L

i+ar(α2)−1 m . . . j < i
α1 ◦L

i (m ◦R
j−i+1 α2) . . . i � j � i+ar(m)−1

(−1)|α2||m|(α1 ◦ j−ar(m)+1 α2) ◦L
i m . . . j � i + ar(m)

and

1c ◦1 m = m = m ◦i 1ci 1 � i � ar(m)

for α1, α2 ∈ A and m ∈ M( c
c1,...,car(m)

)
in the correct colours. We usually omit the

upper indices L , R, writing only ◦i for all the operations.

A morphism of dg-A-modules M1,M2 is a dg-C-collection morphism M1
f−→

M2 satisfying

f (a ◦L
i m) = a ◦L

i f (m),

f (m ◦R
i a) = f (m) ◦R

i a.
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Gerstenhaber–Schack diagram cohomology 171

We expand the definition of dg-A-module. Recall that each M( c
c1,...,cn

)
is a dg-k-

module. The differentials of these dg-k-modules define a dg-C-collection morphism
∂M : M → M of degree −1 satisfying ∂2

M = 0. The structure maps ◦L
i and ◦R

i
commute with the differentials on the tensor products. Hence ∂M : M → M is a
derivation in the following sense:

∂M(a ◦i m) = ∂Aa ◦i m + (−1)|a|a ◦i ∂Mm,

∂M(m ◦i a) = ∂Mm ◦i a + (−1)|m|m ◦i ∂Aa.

As in the case of modules over a ring, A-modules form an abelian category. We have
“colourwise” kernels, cokernels, submodules, etc. There is a free A-module generated
by a C-collection M, denoted

A 〈M〉

and satisfying the usual universal property. As an example of an explicit description
of A 〈M〉 , let A := F (M1) be a free C-operad generated by a C-collection M1. Then
A 〈M2〉 is spanned by all planar trees, whose exactly one vertex is decorated by an
element of M2 and all the other vertices are decorated by elements of M1 such that
the colours are respected in the obvious sense.

We warn the reader that the notion of operadic module varies in the literature. For
example the monograph [3] uses a different definition.

While dealing with A-modules, it is useful to introduce the following infinitesimal
composition product A ◦′ (B, C) of C-collections A,B, C:

(A ◦′ (B, C))
(

c

c1, . . . , cn

)
:=

⊕
k�0,l>0,

0�i1�···�ik−1�n,
d1,...,dk∈C

A
(

c

d1, . . . , dk

)
⊗

⊗B
(

d1

c1, . . . , ci1

)
⊗ · · · ⊗ C

(
dl

cil−1+1, . . . , cil

)
︸ ︷︷ ︸

lth-position

⊗ · · · ⊗ B
(

dk

cik−1+1, . . . , cn

)
. (1)

See also [8]. We denote by

A ◦′l (B, C)

the projection of A ◦′ (B, C) onto the component with fixed l.
For the free module, we have the following description using the infinitesimal

composition product:

A 〈M〉 ∼= A ◦′ (I,M ◦A).
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172 M. Doubek

2.2 Tree composition

An (unoriented) graph (without loops) is a set V of vertices, a set Hv of half edges for
every v ∈ V and a set E of (distinct) unordered pairs (called edges) of distinct elements
of V . If e := (v,w) ∈ E, we say that the vertices v,w are adjacent to the edge e and
the edge e is adjacent to the vertices v,w. Denote Ev the set of all edges adjacent to v.
Similarly, for h ∈ Hv, we say that the vertex v is adjacent to the half edge h and vice
versa. A path connecting vertices v,w is a sequence (v, v1), (v1, v2), . . . , (vn, w) of
distinct edges. A tree is a graph such that for every two vertices v,w there is a path
connecting them iff v �= w. A rooted tree is a tree with a chosen half edge, called root.
The root vertex is the unique vertex adjacent to the root. The half edges other than the
root are called leaves or legs. For every vertex v except for the root vertex, there is a
unique edge ev ∈ Ev contained in the unique path connecting v to the root vertex. The
edge ev is called output and the other edges and half edges adjacent to v are called legs
or inputs of v. The root is, by definition, the output of the root vertex. The number of
legs of v is called arity of v and is denoted ar(v). Notice we also admit vertices with
no legs, i.e. vertices of arity 0. A planar tree is a tree with a given ordering of the set
Hv  Ev − {ev} for each v ∈ V (the notation  stands for the disjoint union). The
planarity induces an ordering on the set of all leaves, e.g. by numbering them 1, 2, . . ..
For example,

is a planar tree with 3 vertices, 3 half edges and 2 edges. We use the convention that
the topmost half edge is always the root. Then there are 2 leaves. The planar ordering
of legs of all vertices is denoted by small numbers and the induced ordering of leaves
is denoted by big numbers.

Let T1, T2 be two planar rooted trees, let T1 have n leaves and for j = 1, 2 let Vj

resp. Hj,v resp. E j denote the set of vertices resp. half edges resp. edges of Tj . For
1 � i � n we have the grafting operation ◦i producing a planar rooted tree T1 ◦i T2
defined as follows: first denote l the i th leg of T1 and denote v1 the vertex adjacent to
l, denote r the root of T2 and denote v2 the root vertex of T2. Then the set of vertices
of T1 ◦i T2 is V1  V2, the set Hv of half edges is

Hv =

⎧⎪⎪⎨
⎪⎪⎩

H1,v . . . v ∈ V1 − {v1}
H1,v1 − {l} . . . v = v1
H2,v v ∈ V2 − {v2}
H2,v2 − {r} . . . v = v2

,

and finally the set of edges is E1  E2  {(v1, v2)}. The planar structure is inherited in
the obvious way. For example,

123
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From this point on, tree will always mean a planar rooted tree. Such trees can be
used to encode compositions of elements of an operad including those of arity 0.

Let T be a tree with n vertices v1, . . . , vn . Suppose moreover that the vertices of T
are ordered, i.e. there is a bijection b : {v1, . . . , vn} → {1, . . . , n}. We denote such a
tree with ordered vertices by Tb.

Now we explain how the bijection b induces a structure of tree with levels on Tb

such that each vertex is on a different level. Intuitively, b encodes in what order are
elements of an operad composed. We formalize this as follows:

Let p1, . . . , pn ∈ P be elements of a dg-C-operad P such that if two vertices vi , v j

are adjacent to a common edge e, which is simultaneously the lth leg of vi and the
output of v j , then the lth input colour of pi equals the output colour of p j . We say
that vi is decorated by pi . Define inductively: Let i be such that vi is the root vertex.
Define

T 1 := vi ,

T 1
b (p1, . . . , pn) := pi .

Here we are identifying vi with the corresponding corolla. Assume a subtree T k−1 of
T and T k−1

b (p1, . . . , pn) ∈ P are already defined. Consider the set J of all j’s such
that v j �∈ T k−1 and there is an edge e between v j and some vertex v in T k−1. Let
i ∈ J be such that b(vi ) = min{b(v j ) : j ∈ J }. Let l be the number of the leg e of
vertex v in the planar ordering of T and define

T k := T k−1 ◦l vi ,

T k
b (p1, . . . , pn) := T k−1

b (p1, . . . , pn) ◦l pi .

In the upper equation, we are using the operation ◦l of grafting of trees. Finally

Tb(p1, . . . , pn) := T n
b (p1, . . . , pn).

Tb(p1, . . . , pn) is called tree composition of p1, . . . , pn along Tb.
If T and pi ’s are fixed, changing b may change the sign of Tb(p1, . . . , pn). Observe

that if P is concentrated in even degrees (in particular 0) then the sign doesn’t change.
If b is understood and fixed, we usually omit it.

For example, let
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174 M. Doubek

For i = 1, 2, 3, let pi be an element of degree 1 and arity 2. Let b(v1) = 1, b(v2) =
2, b(v3) = 3 and b′(v1) = 1, b′(v2) = 3, b(v3) = 2. Then

Tb(p1, p2, p3) = (p1 ◦1 p2) ◦3 p3 and Tb′(p1, p2, p3) = (p1 ◦2 p3) ◦1 p2

and by the associativity axiom

Tb(p1, p2, p3) = −Tb′(p1, p2, p3).

A useful observation is that we can always reindex pi ’s so that

Tb(p1, . . . , pn) = (· · · ((p1 ◦i1 p2) ◦i2 p3) · · · ◦in−1 pn) (2)

for some i1, i2, . . . , in−1.
Tree compositions are a convenient notation for dealing with operadic derivations.

2.3 Free product of operads

Definition 2.3 Free product A ∗B of dg-C-operads A,B is the coproduct A∐B in
the category of dg-C-operads.

Let A, B be dg-k-modules. The usual Künneth formula states that the map

H∗(A)⊗ H∗(B)
ι−→ H∗(A ⊗ B)

[a] ⊗ [b] �→ [a ⊗ b] (3)

is a natural isomorphism of dg-k-modules, where [ ] denotes a homology class. Our
aim here is to prove an analogue of the Künneth formula for the free product of operads,
that is

H∗(A) ∗ H∗(B) ∼= H∗(A ∗B) (4)

naturally as C-operads.
First we describe A ∗B more explicitly. Intuitively, A ∗B is spanned by trees whose

vertices are decorated by elements of A or B such that no two vertices adjacent to a
common edge are both decorated by A or both by B. Unfortunately, this is not quite
true—there are problems with units of the operads.

Recall a dg-C-operad P is called augmented iff there is a dg-C-operad morphism
P a−→ I inverting the unit of P on the left, i.e. the composition I

e−→ P a−→ I is 1I .
The kernel of a is denoted by P and usually called augmentation ideal.

If A,B are augmented, we let the vertices be decorated by the augmentation ideals
A,B instead of A,B and the above description of A ∗B works well. In fact, this has
been already treated in [11].
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However we will work without the augmentation assumption. Choose a sub-C-
collection A of A such that

A⊕ 1A = A, (5)

Im ∂A ⊂ A, (6)

where

1A :=
⊕
c∈C

k〈1c〉 .

This is possible iff

[1c] �= 0 for all c ∈ C,

that is if H∗(A) is a graded C-operad. This might not be the case generally as we have
already seen at the beginning of Sect. 2 so let’s assume it. Choose B for B similarly.

For given A,B, a free product tree is a tree T together with

c(v), c1(v), c2(v), . . . , car(v)(v) ∈ C for each vertex v

and a map

P : vertices of T → {A,B} (7)

such that if vertices v1, v2 are adjacent to a common edge, which is simultaneously
the lth leg of v1 and the output of v2, then

cl(v1) = c(v2) and P(v1) �= P(v2).

Finally, the description of the free product is as follows:

A ∗B :=
⊕
c∈C

k〈1c〉 ⊕
⊕

T

⊗
v

P(v)
(

c(v)

c1(v), . . . , car(v)(v)

)
, (8)

where T runs over all isomorphism classes of free product trees and v runs over all
vertices of T and 1c’s are of degree 0. If the vertices of T are v1, . . . , vn then every ele-
ment of

⊗
v P(v)( c(v)

c1(v),...,car(v)(v)

)
can be written as a tree composition T (x1, . . . , xn)

where xi ∈ P(vi ). Hence vi is decorated by xi .
The operadic composition

T (x1, . . . , xn) ◦i T ′(x ′1, . . . , x ′m)
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in A ∗B is defined in the obvious way by grafting T and T ′ (the result T ◦i T ′ of the
grafting may not be a free product tree) and then (repeatedly) applying the following
reducing operations:

1. Suppose w1, w2 are vertices of T ◦i T ′ adjacent to a common edge e which is
simultaneously the lth leg of w1 and the output of w2. Suppose moreover that w1
is decorated by p1 and w2 by p2. If both p1, p2 are elements of A or both of B,
then contract e and decorate the resulting vertex by the composition of p1 ◦l p2.

2. If a vertex is decorated by a unit from 1A or 1B (this may happen since neither
A nor B is generally closed under the composition!), omit it unless it is the only
remaining vertex of the tree.

After several applications of the above reducing operations, we obtain a free product
tree or a tree with a single vertex decorated by a unit.

Obviously, 1c’s are units for this composition.
The differential ∂ on A ∗B is determined by (8) and the requirement that ∂(1c) = 0

for every c ∈ C . It has the derivation property and equals the differential on A resp.
B upon the restriction on the corresponding sub-C-operad of A ∗B. Explicitly, for
T (x1, . . . , xn) ∈ A ∗B with xi ∈ A or B, assuming (2), we have

∂(T (x1, . . . , xn)) =
n∑

i=1

(−1)
∑i−1

j=1 |x j |T (x1, . . . , ∂(xi ), . . . , xn).

It is easily seen that the dg-C-operad (A ∗B, ∂) just described has the required
universal property of the coproduct.

Now we are prepared to prove a version of (4) in a certain special case:

Lemma 2.4 Let (A, ∂A) α−→ (A′, ∂A′) and (B, ∂B) β−→ (B′, ∂B′) be quisms of
dg-C-operads, that is we assume homology of A,A′,B,B′ are graded C-operads and
H∗(α), H∗(β) are graded C-operad isomorphisms. Then there are graded C-operad
isomorphisms ι, ι′ such that the following diagram commutes:

H∗(A) ∗ H∗(B) ι� H∗(A ∗B)

H∗(A′) ∗ H∗(B′)
H∗(α) ∗ H∗(β)

�
ι′� H∗(A′ ∗B′)

H∗(α ∗β)
�

Proof Choose A,B so that (5) and (6) hold. Now we want to choose A′ ⊂ A′ so that

A′ ⊕ 1A′ = A′,
α(A) ⊂ A′ (9)

and choose B′ ⊂ B′ similarly. To see that this is possible, we observe α(A)∩1A′ = 0:
If α(a) ∈ 1A′ for some a ∈ A, there is u ∈ 1A such that α(u) = α(a), hence
α(a − u) = 0 and ∂A(a − u) = 0 since both a and u are of degree 0. Since α is a
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quism, a−u = ∂Aa for some a ∈ A and by the property (6) of A we have a−u ∈ A.
But this implies u ∈ A, a contradiction.

Now use the explicit description (8) of the free product A ∗B and the usual Künneth
formula (3) to obtain an isomorphism

H∗(A) ∗ H∗(B) =
⊕

T

⊗
v

H∗(P(v)) ι−→ H∗

(⊕
T

⊗
v

P(v)
)
= H∗(A ∗B)

and similarly for A′,B′.
Assume we are given a free product tree T and its vertex v. The tree T comes

equipped with P as in (7). Let

P ′(v) := (P(v))′ =
{

A′ for P(v) = A
B′ for P(v) = B

and define a map

π(v) : P(v)→ P ′(v),
π(v) =

{
α for P(v) = A
β for P(v) = B

This is justified by (9). Then the following diagram

⊕
T

⊗
v

H∗(P(v)) ι� H∗

(⊕
T

⊗
v

P(v)
)

⊕
T

⊗
v

H∗(P ′(v))

⊕
T

⊗
v H∗(π(v))

�
ι′� H∗

(⊕
T

⊗
v

P ′(v)
)H∗

(⊕
T

⊗
v π(v)

)
�

commutes by the naturality of the usual Künneth formula. The horizontal C-collection
isomorphism ι is given in terms of tree compositions by the formula

ι(T ([x1], [x2], . . .)) = [T (x1, x2, . . .)],

where x1, x2, . . . ∈ A or B. Now we verify that ι preserves the operadic composition:

ι(Tx ([x1], . . .)) ◦i ι(Ty([y1], . . .)) = ι(Tx ([x1], . . .) ◦i Ty([y1], . . .)).

The left-hand side equals [Tx (x1, . . .) ◦i Ty(y1, . . .)], so we check

[Tx (x1, . . .) ◦i Ty(y1, . . .)] = ι(Tx ([x1], . . .) ◦i Ty([y1], . . .)).
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We would like to perform the same reducing operations on Tx (x1, . . .) ◦i Ty(y1, . . .)

and Tx ([x1], . . .) ◦i Ty([y1], . . .) parallely. For the first reducing operation, this is
OK. For the second one, if, say, [x1] ∈ 1H∗(A), then x1 = u + ∂Aa for some u ∈
1A and a ∈ A. Hence Tx (x1, . . .) = Tx (u, . . .) + Tx (∂Aa, . . .). So we can go on
with Tx (u, . . .) ◦i Ty(y1, . . .) and Tx ([x1], . . .) ◦i Ty([y1], . . .), omitting the vertex
v1 decorated by u resp. [x1], but we also have to apply the reducing operations to
Tx (∂Aa, . . .) ◦i Ty(y1, . . .). As it turns out, this tree composition is a boundary in
A ∗B. We leave the details to the reader. �

3 Operadic cohomology of algebras

3.1 Reminder

Let (R, ∂R) ρ−→ (A, ∂A) be dg-C-operad over (A, ∂A), i.e. ρ is a dg-C-operad mor-
phism. Let (M, ∂M) be a dg-A-module. Define a k-module

Dern
A(R,M)

consisting of all C-collection morphisms θ : R→M of degree |θ | = n in all colours
satisfying

θ(r1 ◦i r2) = θ(r1) ◦R
i ρ(r2)+ (−1)|θ ||r1|ρ(r1) ◦L

i θ(r2)

for any r1, r2 ∈ R and any 1 � i � ar(r1). Denote

DerA(R,M) :=
⊕
n∈Z

Dern
A(R,M).

For θ ∈ DerA(R,M) homogeneous, let

δθ := θ∂R − (−1)|θ |∂Mθ. (10)

Extending by linearity, the above formula defines a map δ with the k-module DerA
(R,M) as a source.

Lemma 3.1 δ maps derivations to derivations and δ2 = 0.

Proof The degree of δ obviously equals −1 and

δ2θ = (θ∂R − (−1)|θ |∂Mθ)∂R − (−1)|δθ |∂M(θ∂R − (−1)|θ |∂Mθ)

= θ∂2
R − (−1)|θ |∂Mθ∂R − (−1)|θ |+1∂Mθ∂R − (−1)|θ |+1+|θ |+1∂2

Mθ

= 0.
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The following computation shows that δ maps derivations to derivations:

(δθ)(r1 ◦i r2) = θ
(
∂r1 ◦i r2 + (−1)|r1|r1 ◦i ∂r2

)
+

− (−1)|θ |∂
(
θr1 ◦i ρr2 + (−1)|θ ||r1|ρr1 ◦i θr2

)

= θ∂r1 ◦i ρr2 + (−1)|θ |(|r1|+1)ρ∂r1 ◦i θr2

+ (−1)|r1|θr1 ◦i ρ∂r2 + (−1)(|θ |+1)|r1|ρr1 ◦i θ∂r2+
− (−1)|θ |∂θr1 ◦i ρr2 − (−1)|r1|θr1 ◦i ∂ρr2+
− (−1)|θ |(|r1|+1)∂ρr1 ◦i θr2 − (−1)(|θ |+1)|r1|+|θ |ρr1 ◦i ∂θr2

= (δθ)r1 ◦i ρr2 + (−1)|δθ |·|r1|ρr1 ◦i (δθ)r2

where we have omitted the subscripts of ∂ . �
A particular example of this construction is

(R, ∂R) ∼−→
ρ
(A, ∂A),

a cofibrant [11] resolution of a dg-C-operad A, and

M := (EndA, ∂End A),

which is a dg-A-module via a dg-C-operad morphism

(A, ∂A) α−→ (End A, ∂End A )

determining an A-algebra structure on a dg-k-module (A, ∂A) =⊕
c∈C (Ac, ∂Ac ).

Let ↑C denote the suspension of a graded object C, that is (↑C)n := Cn−1. Anal-
ogously ↓ denotes the desuspension.

Definition 3.2

(
C∗(A, A), δ

) := ↑ (
Der−∗((R, ∂R), End A), δ

)
(11)

is called operadic cotangent complex of the A -algebra A and

H∗(A, A) := H∗(C∗(A, A), δ)

is called operadic cohomology of A-algebra A.

The change of grading ∗ �→ 1− ∗ is purely conventional. For example, if A is the
operad for associative algebras and R is its minimal resolution, under our convention
we recover the grading of the Hochschild complex for which the bilinear cochains are
of degree 1.
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3.2 Algebras with derivation

Let A be a dg-C-operad. Consider a C-collection 
 := k〈φc|c ∈ C〉, such that φc is
of arity 1, degree 0 and the input and output colours are both c. Let D be the ideal in
A ∗F (
) generated by all elements

φc ◦1 α −
n∑

i=1

α ◦i φci (12)

for n ∈ N0, c, c1, . . . , cn ∈ C and α ∈ A( c
c1,...,cn

)
. Denote

DA :=
(A ∗F (
)

D
, ∂DA

)
,

where ∂DA is the derivation given by the formulas

∂DA(a) := ∂A(a), ∂DA(φc) := 0

for a ∈ A and c ∈ C .
An algebra over DA is a pair (A, φ), where A = ⊕

c∈C Ac is an algebra over A
and φ is a derivation of A in the following sense: φ is a collection of degree 0 dg-maps
φc : Ac → Ac such that

φc(α(a1, . . . , an)) =
n∑

i=1

α(a1, . . . , φci (ai ), . . . , an)

for α ∈ A( c
c1,...,cn

)
and a j ∈ Ac j , 1 � j � n.

Given a free resolution

R := (F (X) , ∂R) ρR−−→ (A, ∂A), (13)

where X is a dg-C-collection, it is surprisingly easy to explicitly construct a free
resolution of (DA, ∂DA). Consider the free graded C-operad

DR := F
(
X ⊕
⊕ X

)
,

where X := ↑X . We denote by x the element ↑x ∈ X corresponding to x ∈ X . To
describe the differential, let s : F (X)→ DR be a degree +1 derivation determined
by

s(x) := x for x ∈ X.
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Then define a degree −1 derivation ∂DR : DR→ DR by

∂DR(x) := ∂R(x),
∂DR(φc) := 0,

∂DR(x) := φc ◦1 x −
n∑

i=0

x ◦i φci − s(∂Rx).

(14)

Convention 3.3 From now on we will assume

n ∈ N0, c, c1, . . . , cn ∈ C, x ∈ X

(
c

c1, . . . , cn

)

whenever any of these symbols appears. We will usually omit the lower indices c and
ci ’s for φ.

Lemma 3.4 ∂DR2 = 0.

Proof Using the tree compositions of Sect. 2.2, let ∂R(x) =
∑

i Ti (xi1, . . . , xini ).

∂DR2(x) = ∂DR

⎛
⎝φ ◦1 x −

n∑
j=1

x ◦ j φ − s(∂R(x))

⎞
⎠

= φ ◦1 ∂DR(x)−
n∑

j=1

∂DR(x) ◦ j φ +

− ∂DR

⎛
⎝∑

i

ni∑
j=1

εi j Ti (xi1, . . . , xi j , . . . , xini )

⎞
⎠

If we assume (2), then εi j = (−1)
∑ j−1

l=1 |xil |. The last application of ∂DR on the double
sum can be rewritten as

∑
i

ni∑
j=1

∑
1�k�ni ,

k �= j

ε̃i jk Ti (xi1, . . . , ∂R(xik), . . . , xi j , . . . , xini )

+
∑

i

ni∑
j=1

Ti (xi1, . . . , φ ◦1 xi j , . . . , xini ) +

−
∑

i

ni∑
j=1

ar(xi j )∑
k=1

Ti (xi1, . . . , xi j ◦k φ, . . . , xini ) +

−
∑

i

ni∑
j=1

Ti (xi1, . . . , s(∂R(xi j )), . . . , xini ),
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where ε̃i jk = εi jεik if k < j and ε̃i jk = −εi jεik if k > j . The second and third lines
sum to

∑
i

φ ◦1 Ti (xi1, . . . , xini )−
∑

i

ar(Ti )∑
j=1

Ti (xi1, . . . , xini ) ◦ j φ

= φ ◦1 ∂DR(x)−
n∑

j=1

∂DR(x) ◦ j φ,

while the first and last rows sum to

−s∂DR

(∑
i

Ti (xi1, . . . , xini )

)
= −s∂DR2 = 0

and this concludes the computation. �
From now on, we will refer by DR also to the dg-C-operad (DR, ∂DR). Define a

C-operad morphism ρDR : DR→ DA by

ρDR(x) := ρR(x),
ρDR(φc) := φc,

ρDR( x ) := 0.

Theorem 3.5 ρDR is a free resolution of DA.

Example 3.6 Let’s see what we get for A := Ass = F (μ) /(μ ◦1 μ−μ ◦2 μ) and its

minimal resolution (see e.g. [12]) R := Ass∞ = (F (X) , ∂R) ρR−−→ (Ass, 0), where

X = k
〈
x2, x3, . . .

〉

is the collection spanned by xn in arity n and degree |xn| = n−2 and ∂R is a derivation
differential given by

∂R(xn) :=
∑

i+ j=n+1

i∑
k=1

(−1)i+(k+1)( j+1)xi ◦k x j

and the quism ρR : R = Ass∞ → Ass = A is given by

ρR(x2) := μ, ρR(xn) := 0 for n � 3.

Then the associated operad with derivation is

DA := Ass ∗F (
)

(φ ◦ μ− μ ◦1 φ − μ ◦2 φ),
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where 
 := k〈φ〉 with φ a generator of arity 1. Its free resolution is

DR := (F (
X ⊕
⊕ X

)
, ∂DR)

ρDR−−−→ (DA, 0),

where the differential ∂DR is given by

∂DR(x) := ∂R(x),
∂DR(φ) := 0,

∂DR( xn ) := φ ◦1 xn −
n∑

i=1

xn ◦i φ −
∑

i+ j=n+1

i∑
k=1

(−1)i+(k+1)( j+1)

(xi ◦k x j + (−1)i x i ◦k x j )

and the quism ρDR by

ρDR(x) := ρR(x), ρDR(φ) := φ, ρDR( x ) = 0.

Proof of Theorem 3.5 Obviously ρDR has degree 0 and commutes with differentials
because of the relations in DA. Let’s abbreviate ∂DR =: ∂ . First we want to use a
spectral sequence to split ∂ such that ∂0, the 0th page part of ∂, is nontrivial only on
the generators from X .

Let’s put an additional grading gr on the C-collection X ⊕
⊕ X of generators:

gr(x) := |x |, gr(φ) := 1, gr( x ) := ∣∣x∣∣.
This induces a grading on DR determined by the requirement that the composition is
of gr degree 0. Let

Fp :=
p⊕

i=0

{z ∈ DR | gr(z) = i} .

Obviously ∂DRFp ⊂ Fp. Consider the spectral sequence E∗ associated to the filtration

0 ↪→ F0 ↪→ F1 ↪→ · · ·

of DR. On DA we have the trivial filtration

0 ↪→ DA

and the associated spectral sequence E ′∗.
We will show that ρDR induces quism (E1, ∂1)

∼−→ (E ′1, ∂ ′1). Then we can use the
comparison theorem since both filtrations are obviously bounded below and exhaustive
(e.g. [20, p. 126, Theorem 5.2.12, and p. 135, Theorem 5.5.1]).
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Then the 0th page satisfies E0 ∼= F
(
X ⊕
⊕ X

)
and is equipped with the deriva-

tion differential ∂0:

∂0(x) = 0 = ∂0(φc), ∂
0(x) = φc ◦1 x −

ar(x)∑
i=1

x ◦i φci .

Denote by D the ideal in F (X ⊕
) generated by

φc ◦1 x −
ar(x)∑
i=1

x ◦i φci (15)

for all x ∈ X
( c

c1,...,car(x)

)
of arbitrary colours.

Sublemma 3.7

H∗(E0, ∂0) ∼= F (X ⊕
)
D

Once this sublemma is proved, ∂1 on E1 ∼= H∗(E0, ∂0) ∼= F(X⊕
)
D will be given

by

∂1(x) = ∂R(x), ∂1(φc) = 0. (16)

We immediately see that E ′1 ∼= DA and it is equipped with the differential ∂ ′1 = ∂DA.
To see that ρDR1 : E1 → E ′1 induced by ρDR is a quism, observe that we can use
the relations (12) in DA to “move all the φ’s to the bottom of the tree compositions”,
hence, denoting


′ := F (
) ,

we have

DA ∼= A ◦
′.

The composition and the differential on A◦
′ are transferred along this isomorphism
from DA. Similarly,

F (X ⊕
)
D

∼= F (X) ◦
′. (17)

Under these quisms

ρDR1 becomes ρR ◦ 1
′ . (18)

It remains to use the usual Künneth formula (3) to finish the proof of Theorem 3.5.
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Proof of Sublemma 3.7 Denote φm
c := φc ◦1 · · · ◦1 φc the m-fold composition of φc.

Let

DR0 := F (X ⊕
)

and, for n � 0, let DRn+1 ⊂ DR be spanned by elements

φm
c ◦1 x ◦ (x1, . . . , xar(x)) and

φm
c ◦1 x ◦ (x1, . . . , xar(x))

for all x ∈ X
( c

c1,...,car(x)

)
,m � 0, xi ∈ DRn(ci···

)
, 1 � i � ar(x). In other words,

DRn+1 = 
′ ◦ (X ⊕ X) ◦DRn .

DRn is obviously closed under ∂0 and

DR0 ↪→ DR1 ↪→ · · · → colim
n

DRn ∼= DR,

where the colimit is taken in the category of dg-C-collections.
Before we go further, we must make a short notational digression. Let T (g1, . . . , gm)

be a tree composition with gi ∈ X
X for 1 � i � m. Recall the tree T has vertices
v1, . . . , vm decorated by g1, . . . , gm (in that order). We say that g j is in depth d in
T (g1, . . . , g j , . . . , gm) iff the shortest path from v j to the root vertex passes through
exactly d vertices (including v j and the root vertex) decorated by elements of X  X .

As an example, consider

If g1, g3, g4 ∈ X and g2 ∈ 
, then g1, g2 are in depth 1 and g3, g4 are in depth 2.
Using the notion of depth, the definition of DRn can be rephrased as follows: DRn

is spanned by T (g1, . . . , gm) with gi ∈ X 
  X , 1 � i � m, such that if g j ∈ X
for some j, then g j is in depth � n in T (g1, . . . , gm).

Consider the quotient Qn of F (X ⊕
) by the ideal generated by elements

T

⎛
⎝g1, . . . , g j−1, φc ◦1 x j −

ar(x j )∑
i=0

x j ◦i φci , g j+1, . . . , gm

⎞
⎠

for any tree T, any g1, . . . , g j−1, g j+1, . . . , gm ∈ X  
 and any x j ∈ X in depth
� n in T (g1, . . . , g j−1, x j , g j+1, . . . , gm). There are obvious projections

F (X ⊕
) = Q0 � Q1 � · · · → colim
n

Qn ∼= F (X ⊕
)
D

.
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To see the last isomorphism, observe that we can use the relations defining Qn to
“move” the φc’s in tree compositions so that they are all in depth � n or in positions
such that their inputs are leaves, then use (17).

For example, consider the following computation in Q2, where the black vertices
are decorated by X and white vertices by 
:

Notice that we can’t get the white vertices any deeper in Q2.
In particular,

Qn+1 ∼= X ◦Qn . (19)

Obviously

H∗(DR0, ∂0) ∼= Q0

and we claim that

H∗(DRn, ∂0) ∼= Qn

for n � 1. Suppose the claim holds for n and we prove it for n + 1. The idea is to use
a spectral sequence to get rid of the last sum in the formula

∂0(φm
c ◦1 x ◦ (x1, . . . , xar(x))) =

= φm+1
c ◦1 x ◦ (x1, . . . , xar(x))+

−
ar(x)∑
i=1

φm ◦1 x ◦i φ ◦ (x1, . . . , xar(x))+

+ (−1)|x|
ar(x)∑
i=1

(−1)
∑i−1

j=1 |x j |φm ◦1 x ◦ (x1, . . . , ∂
0(xi ), . . . , xar(x)).

Consider the spectral sequence E0∗ on DRn+1 associated to the filtration

0 ↪→ G0 ↪→ G1 ↪→ · · · ↪→ DRn,
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where Gk is spanned by

φm ◦1 g ◦ (x1, . . . , xar(x))

for all m � 0, g ∈ X ⊕ X , xi ∈ DRn and
∑ar(x)

i=1 |xi | � k. Obviously ∂0 : Gk → Gk .
We will use the comparison theorem for the obvious projection

DRn+1 pr−→ Qn+1.

We consider the zero differential on Qn+1. It is easily seen that pr ∂0 = 0, hence pr is
dg-C-collection morphism. We equip Qn+1 with the trivial filtration 0 ↪→ Qn+1 and
consider the associated spectral sequence E ′0∗. Again, both filtrations are bounded
below and exhaustive.

On the 0th page E00 ∼= DRn+1, the differential ∂00 has the desired form:

∂00(φm ◦1 x ◦ (x1, . . . , xar(x))) = φm+1
c ◦1 x ◦ (x1, . . . , xar(x))+

−
ar(x)∑
i=1

φm ◦1 x ◦i φ ◦ (x1, . . . , xar(x))

and ∂00 is zero on other elements. For this differential ∂00, it is (at last!) clear how its
kernel looks (compare to ∂0), namely Ker ∂00 = F (X ⊕
) ◦DRn . Hence

H∗(E00, ∂00) ∼= X ◦DRn .

This is E01 and the differential ∂01 is equal to the restriction of ∂0 onto X ◦DRn .
For E ′0∗ everything is trivial, E ′01 ∼= Qn+1 and ∂ ′01 = 0.
Then pr1 : E01 → E ′01 induced by pr is quism, because

H∗(E01, ∂01) ∼= X ◦ H∗(DRn, ∂0) ∼= X ◦Qn ∼= Qn+1,

where the first isomorphism follows from the usual Künneth formula (3), the second
one follows from the induction hypothesis and the last one was already observed in
(19).

This concludes the proof of the claim H∗(DRn, ∂0) ∼= Qn . Finally

H∗(DR, ∂0) ∼= H∗(colim
n

DRn) ∼= colim
n

H∗(DRn) ∼= colim
n

Qn ∼= F (X ⊕
)
D

proves Sublemma 3.7. �

Now that the sublemma is proved, we easily go through all the isomorphisms to
check (16) and (18). �
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3.3 Augmented cotangent complex

Let

(A, ∂A) α−→ (End A, ∂End A )

be an A-algebra structure on A. We begin by extracting the operadic cohomology from
DR. Let F

(
X ⊕
⊕ X

)→ A be the dg-C-operad morphism which equals ρR on X
and vanishes on the other generators. Hence DR = F

(
X ⊕
⊕ X

)
is a dg-C-operad

over A.
For M one of the subsets X, X ⊕
, X ⊕ X of DR define

DerM
A (DR, End A) := {θ ∈ DerA(DR, End A) | ∀m ∈ M θ(m) = 0} . (20)

We will abbreviate this by DerM . Let δ be the differential on DerM defined by

δθ := θ∂DR − (−1)|θ |∂End Aθ.

A check similar to that for (10) verifies this is well defined. Obviously

DerX = DerX⊕X ⊕DerX⊕
 .

Recall we assume the dg-k-module A is graded by the colours, that is A =⊕
c∈C Ac.

Hence we have

DerX⊕X ∼= HomC−coll.(
, End A) ∼=
⊕
c∈C

Homk(Ac, Ac).

Importantly, DerX⊕
 is closed under δ.

Lemma 3.8

(DerX⊕
, δ) ∼= ↓(DerA(R, End A), δ)

as dg-k-modules.

Proof Recall ↓ δ = −δ. Define a degree +1 map

DerX⊕
 f1−→ DerA(R, End A)

by the formula

( f1θ
′)(x) := θ ′(x) for θ ′ ∈ DerX⊕
 .

Its inverse, f2 of degree −1, is defined for θ ∈ DerA(R, End A) by the formulas

( f2θ)(a) = 0 = ( f2θ)(φ), ( f2θ)(x) = θ(x).
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Obviously f2 f1 = 1 and f1 f2 = 1 and it remains to check f1δ = −δ f1.

( f1(δθ
′))(x) = (δθ ′)(x) = θ ′(∂DRx)− (−1)|θ ′|∂End A(θ

′(x)),

(−δ( f1θ
′))(x) = −( f1θ

′)(∂Rx)+ (−1)| f1θ
′|∂End A (( f1θ

′)(x)).

Now we check θ ′(∂DRx) = −( f1θ
′)(∂Rx). Let ∂Rx =∑

i Ti (xi1, . . . , xini ).

θ ′(∂DRx) = θ ′
⎛
⎝φ ◦ x −

∑
j

x ◦ j φ − s(∂Rx)

⎞
⎠

= −θ ′
(

s
∑

i

Ti (xi1, . . . , xini )

)

= −θ ′
⎛
⎝∑

i

ni∑
j=1

εi j Ti (xi1, . . . , xi j , . . . , xini )

⎞
⎠

= −
∑

i

∑
j

ε
1+|θ ′|
i j Ti (ρR(xi1), . . . , θ

′(xi j ), . . . , ρR(xini )),

− ( f1θ
′)(∂Rx) = · · · = −

∑
i

∑
j

ε
| f1θ

′|
i j Ti (ρR(xi1), . . . ,

( f1θ
′)(xi j ), . . . , ρR(xini )),

where we have denoted εi j := (−1)
∑ j−1

l=1 |xil |. �
Definition 3.9 We call

C∗aug(A, A) := ((DerX )−∗, δ)

augmented operadic cotangent complex of A and its cohomology

H∗aug(A, A) := H∗(C∗aug(A, A), δ)

augmented operadic cohomology of A.

The interpretation of the augmentation (DerX⊕X )−∗ δ−→ (DerX⊕
)−∗ ∼= C∗(A, A)
of the usual cotangent complex C∗(A, A) is via infinitesimal automorphisms of the
A-algebra structure on A. This suggests a relation between H∗aug(A, A) and H∗(A, A).
It is best seen in an example:

Example 3.10 Continuing Example 3.6, let A be k-module with a structure of an
associative algebra, that is

Ass
α−→ End A.
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We have

C0
aug(A, A) = DerX⊕X ∼= Homk(A, A),

Cn
aug(A, A) = (DerX⊕
)−n ∼= HomC−coll.(X , End A)

−n

∼= HomC−coll.(Xn, End A) ∼= End A(n + 1) = Homk(A
⊗n+1, A)

and, for f ∈ Cn
aug(A, A),

δ f = (−1)n+1μ ◦2 f +
n∑

k=1

(−1)n+1−k f ◦k μ+ μ ◦1 f. (21)

So the augmented cotangent complex is the Hochschild complex without the term
C−1(A, A) = Homk(k, A) ∼= A, while the ordinary cotangent complex would be
additionally missing C0(A, A):

C0(A, A)
δ−→ C1(A, A)

δ−→ C2(A, A)
δ−→ · · ·︸ ︷︷ ︸

C∗(A,A)︸ ︷︷ ︸
C∗aug(A,A)

To generalize the conclusion of the example, recall from [14] that T J -grading on

a free resolution R = (F (X) , ∂) ρ−→ (A, 0) is induced by a grading X = ⊕
i�0 Xi

on the C-collection of generators, denoted by upper indices, Ri , and satisfying

1. ∂ maps Xi to F

(⊕
j<i X j

)
,

2. H0(R∗, ∂) H0(ρ)−−−→ A is an isomorphism of graded C-operads.

If we have a T J -graded resolution R,we can replace the usual grading by the T J -grad-
ing and we let Derl

A(R, End A)
i be the k-module of degree l derivations R→ End A

vanishing on all X j ’s except for j = i and T J C∗(A, A) := (Der1−∗
A (R, End A)

∗−1, δ)

and T J H∗(A, A) := H∗(T J C∗(A, A)). In case A is concentrated in degree 0, the
usual grading is T J and we get the same result as in (11), i.e. C∗(A, A) = T J C∗(A, A)
and we can forget about the superscripts T J everywhere.

For a T J -graded R, we can also equip C∗aug(A, A) with similar T J -grading
T J C∗aug(A, A) as above. On this matter we just remark that φ is placed in T J -degree
0 and leave the details for the interested reader. Finally, the following is obvious:

Theorem 3.11 1. T J Cn
aug(A, A) = 0 for n � −1,

2. T J C0
aug(A, A) = DerA⊕X ∼= Homk(A, A),

3. T J H1
aug(A, A) ∼= k-module of formal infinitesimal deformations of the A-algebra

structure on A modulo infinitesimal automorphisms,
4. T J Hn

aug(A, A) ∼= T J Hn(A, A) for n � 2.
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Notice that the unaugmented operadic cohomology T J H1(A, A) is the k-module of
formal infinitesimal deformations of the A-algebra structure on A, but the infinitesimal
automorphisms are not considered.

Hence the distinction between H∗(A, A) and H∗aug(A, A) is inessential and we will
usually not distinguish these two.

4 Intermediate resolution of DA

Now we construct an intermediate step in the resolution of Theorem 3.5:

DR ∼
ρDR

� DA

DR
∼

ρ DR

�∼
ι �

Intuitively, ι should “unresolve” the part of DR corresponding to the A-algebra
operations and do nothing in the part corresponding to the derivation φ. Let

DR := (A ∗F
(

⊕ X

)
, ∂DR

)
.

We first define ι to be the composite

DR = F
(
X ⊕
⊕ X

) ∼= F (X) ∗F
(

⊕ X

) ρR ∗ 1−−−→ A ∗F
(

⊕ X

) = DR

then ∂DR is the derivation defined by

∂DR(a) := ∂DA(a) = ∂A(a),
∂DR(φc) := 0,

∂DR(x) := ι(∂DRx).

(22)

Now we check ι∂DR = ∂DRι and this will immediately imply ∂2
DR = 0:

ι∂DR(x) = ι∂R(x) = ρR∂R(x) = ∂AρR(x),
∂DRι(x) = ∂DRρR(x) = ∂DAρR(x) = ∂AρR(x)

and similar claim for x is an immediate consequence of definitions.
Finally, let ρDR be the C-operad morphism defined by

ρDR(a) := a,

ρDR(φc) := φc,

ρDR(x) := 0.

(23)
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Lemma 4.1 ρDR is dg-C-operad morphism.

Proof We only have to check ρDR∂DR(x) = 0:

ρDR∂DR(x) = ρDRι
(
φc ◦1 x −

n∑
i=0

x ◦i φci − s(∂Rx)

)

= φc ◦1 ρR(x)−
n∑

i=0

ρR(x) ◦i φci .

The third term in the bracket vanishes since ιs∂R(x) is a sum of compositions each
of which contains a generator from X and ρDR vanishes on X . The above expression
vanishes because if ρR(x) �= 0, then it is precisely the relator (12). �
Lemma 4.2 ι is a quism.

Proof We notice that DR is close to be the 1st term of a spectral sequence computing
homology of DR. Now we make this idea precise.

Consider a new grading gr on DR:

gr(x) := 0 =: gr(φ), gr(x) := ∣∣x∣∣
and its associated filtration

Fp :=
p⊕

i=0

{z ∈ DR | gr(z) = i} ,

0 ↪→ F0 ↪→ F1 ↪→ · · · , ∂DRFp ⊂ Fp

and its associated spectral sequence (E∗, ∂∗). There is an analogous spectral sequence
(E ′∗, ∂ ′∗) on DR given by the grading

gr′(a) := 0 =: gr′(φ), gr′(x) := ∣∣x∣∣.
Since both filtrations are bounded below and exhaustive, we can use the comparison
theorem.

We have E0 ∼= F
(
X ⊕
⊕ X

)
. Recalling the formulas (14), we immediately see

that ∂0 on E0 is the derivation differential given by

∂0x = ∂Rx, ∂0φ = 0 = ∂0x .

Hence E1 ∼= H∗(E0, ∂0) ∼= H∗ (F (X)) ∗ H∗
(
F

(

⊕ X

)) ∼= A ∗F
(

⊕ X

)
by

the Künneth formula for a free product of dg-C-operads, see Lemma 2.4. Similarly
E ′1 ∼= A ∗F

(

⊕ X

)
.

Understanding the differentials ∂1 and ∂ ′1 on the 1st pages as well as the induced
dg-C-collection morphism ι1 is easy (though notationally difficult - observe ∂1x is
not ι(∂DRx) in general!) and we immediately see that ι1 is an isomorphism of dg-C-
collections. �
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Corollary 4.3 ρDR is a resolution of DA.

Example 4.4 Let’s continue Example 3.6 and make DR explicit:

DR := (Ass ∗F
(

⊕ X

)
, ∂DR),

∂DR(a) := 0 =: ∂DR(φ),
∂DR(x

2) := φ ◦ μ− μ ◦1 φ − μ ◦2 φ,

∂DR(x
n) := −(−1)nμ ◦2 xn−1 −

n−1∑
k=1

(−1)n−k xn−1 ◦k μ− μ ◦1 xn−1

for n � 3. The last formula is reminiscent to the one for the Hochschild differential.
We will make this point precise in Sect. 4.1.

4.1 From operads to operadic modules

Associated to the operad DA = (A ∗F (
))/D is the dg-(A, ∂A)-module

MDA :=
( A 〈
〉

D ∩A 〈
〉 , ∂MDA
)
,

where D ∩ A 〈
〉 is the sub-A-module of A 〈
〉 generated by the relators (12) and
∂MDA is a dg-A-module morphism given by ∂MDAφ = 0.

Associated to DR = (A ∗F
(

⊕ X

)
, ∂DR) is the dg-A-module

MDR := (A 〈

⊕ X

〉
, ∂MDR

)
,

where ∂MDR is a A-module morphism given by the same formulas (22) as ∂DR. We
emphasize that this makes sense because A 〈


⊕ X
〉 ⊂ A ∗F

(

⊕ X

)
, the dg-A-

module structure is induced by the operadic composition and ∂DR maps A 〈

⊕ X

〉
into itself!

Associated to the dg-C-operad morphism ρDR : DR→ DA is the dg-A-module
morphism

ρMDR :MDR→MDA

again defined by the formulas (23) as ρMDR.

Lemma 4.5 ρMDR is a quism.

Proof Let G p be the sub-C-collection of DR = A ∗F
(

⊕ X

)
spanned by the

compositions containing precisely p generators from 
 ⊕ X , i.e. G0 = A,G1 =
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A 〈

⊕ X

〉
and

DR =
⊕
p�0

G p.

We have analogous grading A ∗F (
) =⊕
p�0 G ′p. Let pr : A ∗F (
)→ DA be the

natural projection. Since relators (12) are homogeneous with respect to this grading,
G ′′p := pr G ′p defines a grading

DA =
⊕
p�0

G ′′p.

Observe G ′′0 = A and G ′′1 =MDA. By definitions, ρDRG p ⊂ G ′′p, hence ρDR
decomposes as a sum of ρDR

p : G p → G ′′p. The above direct sums are in fact direct
sums of sub-dg-C-collections, ρDR is a quism by Corollary 4.3, hence all the ρDR

p’s
are quisms, especially ρDR

1 = ρMDR. �
Now we formalize the statement : MDR contains all the information needed to

construct the operadic cohomology for A-algebras.
First observe that End A is naturally a dg-A-module. Let δ be the differential on

Homdg−A−mod(MDR, End A) defined by the formula

δθ := θ∂MDR − (−1)|θ |∂End Aθ

similar to (10).

Lemma 4.6

(C∗aug(A, A), δ) ∼= (
Homdg−A−mod(MDR, End A), δ

)

as dg-k-modules.

Proof On the level of k-modules, we have

C∗aug(A, A) = DerX = {
θ ∈ DerA(F

(
X ⊕
⊕ X

)
, End A) | ∀x ∈ X θ(x) = 0

}
∼= Homdg−C−coll.(
⊕ X , End A)

by the defining property of derivations and

Homdg−A−mod(A
〈

⊕ X

〉
, End A) ∼= Homdg−C−coll.(
⊕ X , End A)

by the freeness of A 〈

⊕ X

〉
.

The differentials are clearly preserved under the above isomorphism. �
The nice thing is that we have now all the information needed to construct the coho-

mology for A-algebras encoded in terms of the abelian category of dg-A-modules.
Hence
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Theorem 4.7

H∗aug(A, A) ∼= H∗(Hom−∗dg−A−mod(MDR, End A), δ)

∼= Ext−∗dg−A−mod(MDA, End A)

In particular, since the homotopy theory in abelian categories is well known and
simple, it is immediate that Extdg−A−mod and hence H∗aug(A, A) doesn’t depend on
the choice of a projective resolution of MDA and consequently doesn’t depend on
the choice of the free resolution R ∼−−→

ρR
A in (13).

The main advantage of the above expression is that in order to construct cohomol-
ogy for A-algebras, we don’t need to find a free (or cofibrant) resolution R ∼−→ A in
the category of dg-C-operads, but it suffices to find a projective resolution of MDA
in the category of dg-A-modules, which is certainly easier.

Example 4.8 Let’s continue Example 4.4:

MDA := Ass 〈
〉
(φ ◦ μ− μ ◦1 φ − μ ◦2 φ)

and we have the following explicit description of MDR:

MDR := (Ass
〈
k
〈
φ1, φ2, φ3, . . .

〉〉
, ∂MDR),

where φ1 := φ and φn := xn, for n � 2, is of degree n − 1 and the differential is
given by

∂MDR(φ
1) := 0,

∂MDR(φ
n) := −(−1)nμ ◦2 φn−1 −

n−1∑
k=1

(−1)n−kφn−1 ◦k μ− μ ◦1 φn−1.

Lemma 4.5 states that MDR ρMDR−−−−→ MDA is a free resolution in the category of
Ass-modules.

Notice the similarity to the Hochschild complex. This suggests that if we know a
complex computing a cohomology for A-algebras (in this case Hochschild complex)
we can read off a candidate for the free resolution of MDA (in this case we already
know a resolution MDA, namely MDR, but this was constructed from the operadic
resolution R, which is not generally available). If we can prove that this candidate
is indeed a resolution, we get that the cohomology in question is isomorphic to the
augmented operadic cohomology.

We demonstrate this by constructing a cohomology for diagrams of associative
algebras and proving that the (augmented) cotangent complex coincides with that
defined by Gerstenhaber and Schack [5].
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On the other hand, in the process of constructing MDR we have discarded much
information present in R. Namely R can be used to define an L∞ structure on
C∗(A, A) governing formal deformations of A (see [13]), which is no longer pos-
sible using MDR (or any other resolution of MDA) only.

5 Gerstenhaber–Schack diagram cohomology is operadic cohomology

5.1 Operad for diagrams

Let C be a small category. For a morphism f of C, let I ( f ) be its source (Input) and
O( f ) its target (Output). Consider the following nerve construction on C:

�n :=
{
(

fn←− · · · f1←−) ∈ Hom×n
C | O( fi ) = I ( fi+1) for 1 � i � n − 1

}

for n � 1. For σ =
(

fn←− · · · f1←−
)
, let |σ | := n, let I (σ ) := I ( f1) and O(σ ) :=

O( fn). The face maps �n → �n+1 are given by σ �→ σi , where

σ0 :=
(

fn←− · · · f2←−
)
,

σi :=
(

fn←− · · · fi+1 fi←−−− · · · f1←−
)

for 1 � i � n − 1,

σn :=
(

fn−1←−− · · · f1←−
)
.

Denote �0 the set of objects of C and for σ ∈ �0, let I (σ ) = O(σ ) = σ . Finally let

� :=
∞⋃

n=0

�n

and denote ��1 := � −�0.
Let C be the operadic version of C, that is

C := k
〈
�1

〉
.

This can be seen as a �0-operad, where each f ∈ �1 is an element of C(O( f )
I ( f )

)
and

the operadic composition is induced by the categorical composition.
A (C-shaped) diagram (of associative algebras) is a functor

D : C→ Ass -algebras .

123



Gerstenhaber–Schack diagram cohomology 197

Now we describe a �0-operad A such that A-algebras are precisely C-shaped dia-
grams:

A := (∗c∈�0 Assc) ∗ C
I ,

where Assc is a copy of Ass concentrated in colour c, its generating element is
μc ∈ Assc

( c
c,c

)
and I is the ideal generated by

f ◦ μI (σ ) − μO(σ ) ◦ ( f, f ) for all f ∈ �1.

It should be clear now that the functor D is essentially the same thing as �0-operad
morphism A→ End A, where A =⊕

c∈�0 D(c).
The associated module of Sect. 4.1 is

MDA := A 〈⊕
c∈�0 
c

〉
D ∩A 〈⊕

c∈�0 
c
〉

where 
c = k〈φc〉 , φc being an element of colour
(c

c

)
and of degree 0, and the sub-

module in the denominator is generated by

φc ◦ μc − μc ◦1 φc − μc ◦2 φc,

φO( f ) ◦ f − f ◦ φI ( f )

for all c ∈ �0 and all f ∈ C (equivalently f ∈ �1). We seek a free resolution
(MR, ∂) ∼−→ (MDA, 0) to use Theorem 4.7. Before constructing MR, let’s recall
the Gerstenhaber–Schack diagram cohomology. As we have seen in Example 4.8, this
gives us a candidate for MR.

5.2 Gerstenhaber–Schack diagram cohomology

We adapt the notation from the original source [5]. Originally, the diagram D was
restricted to be a poset, but this is unnecessary. Also, instead of associative algebras,
one may consider any other type of algebras for which a convenient cohomology is
known (e.g. Lie algebras, [6]). In this paper we stick to associative algebras, but we
believe that other types can be handled in a similar way.

For σ ∈ �0, denote σ := 1σ . For σ = ( f p←− · · · f1←−) ∈ � p, denote

σ := f p · · · f1 : D(I (σ ))→ D(O(σ ))

the composition along σ . This algebra morphisms makes D(O(σ )) a D(I (σ ))-bi-
module. For p, q � 0 let

C p,q
GS (D, D) :=

∏
σ∈� p

Cq
Hoch(D(I (σ )), D(O(σ ))),
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where Cq
Hoch(D(I (σ )), D(O(σ ))) = Homk(D(I (σ ))⊗q+1, D(O(σ ))) are the usual

Hochschild cochains. We usually abbreviate C p,q
GS := C p,q

GS (D, D). There are verti-

cal and horizontal differentials δV : C p,q
GS → C p,q+1

GS and δH : C p,q
GS → C p+1,q

GS .

To write them down, let σ = (
f p+1←−− · · · f1←−) ∈ � p+1 and for τ ∈ � p let prτ :∏

λ∈� p Cq
Hoch(D(I (λ)), D(O(λ))) → Cq

Hoch(D(I (τ )), D(O(τ ))) be the projection
onto the τ component of C p,q

GS . Let δHoch be the usual Hochschild differential, see (21).
Finally, for θ ∈ C p,q

GS , let

δV := (−1)p
∏
σ∈� p

δHoch, (24)

prσ (δH θ) := (−1)p+1(prσ0
θ) ◦ ( f1, . . . , f1︸ ︷︷ ︸

q-times

)+
p∑

i=1

(−1)p+1−i prσi
θ

+ f p+1 ◦ (prσp+1
θ). (25)

It is easy to see that (C∗,∗GS , δV , δH ) is a bicomplex. The Gerstenhaber–Schack coho-
mology is defined to be the cohomology of the totalization of this bicomplex,

H∗GS(D, D) := H∗
⎛
⎝ ⊕

p+q=∗
C p,q

GS (D, D), δV + δH

⎞
⎠ .

Notice that we have restricted ourselves to the Hochschild complex without C−1
Hoch

as in Example 3.10. Also we consider only the cohomology of D with coefficients
in itself as this is the case of interest in the formal deformation theory. The general
coefficients can be handled using trivial (operadic) extensions.

6 Resolution of MDA

The preceding section gives us the following candidate for MR:

MR :=
(

A
〈⊕
σ∈�


σ ⊕ Xσ

〉
, ∂

)
,

where 
σ := k〈φσ 〉 with φσ of colours
(O(σ )

I (σ )

)
and of degree |φσ | := |σ | and Xσ :=

↑|σ |+1 X is placed in output colour O(σ ) and input colours I (σ ), X being the collec-
tion of generators of the minimal resolution of Ass as in Example 3.6. The element
of Xσ corresponding to x ∈ X will be denoted by xσ , hence

∣∣xi
σ

∣∣ = i − 1 + |σ |. To
define the differential ∂ in an economic way, denote x1

σ := φσ for σ ∈ �0 and let

pre(φσ ) := 0, pre(xi
σ ) := xi−1

σ for i � 2,
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and extend linearly to the generators of MR. Further, let’s accept the convention that
for σ ∈ �0, the symbol xσ0 stands for zero. Then

∂(xσ ) := (−1)|σ |
⎛
⎝(−1)|x |μO(σ ) ◦ (σ , pre(xσ ))

+
ar(x)−1∑

i=1

(−1)|x |−i pre(xσ ) ◦iμI (σ ) + μO(σ ) ◦ (pre(xσ ), σ )

⎞
⎠

+ (−1)|σ |xσ0 ◦ ( f1, . . . , f1︸ ︷︷ ︸
(ar(x))-times

)+
|σ |−1∑
i=1

(−1)|σ |−i xσi f|σ | ◦ xσ|σ |

for any σ ∈ �. Observe that the first part of the above formula corresponds to the
vertical differential (24) and the second part corresponds to the horizontal differential
(25) in C∗GS(D, D). Then it is easily seen that the dg-k-module (Homdg−A−mod(MR,
End⊕

c∈�0 D(c)), δ)with δ(−) := −◦∂ is isomorphic to the Gerstenhaber–Schack com-
plex. Once we prove that MR is a resolution of MDA, we will have, by Theorem
4.7,

Theorem 6.1 Gerstenhaber–Schack diagram cohomology H∗GS(D, D) is isomorphic
to the augmented operadic cohomology H∗aug(D, D).

To prove that MR is a resolution of MDA we introduce the dg-A-module mor-
phism ρ : (MR, ∂)→ (MDA, 0) given by the formulas

ρ(φσ ) :=
{
φσ . . . |σ | = 0
0 . . . |σ | � 1,

ρ(xσ ) := 0.

Indeed, it is easy to check that ρ∂ = 0. It remains to prove

Lemma 6.2 ρ is a quism.

Proof is basically a reduction to the following two cases:

1. C is a single object with no morphism except for the identity (Lemma 6.3),
2. C is arbitrary, but each D(c), c ∈ �0, is the trivial algebra k with zero multiplica-

tion (Lemma 6.4).

We first give a general overview of the proof and postpone technicalities to subsequent
lemmas.

Consider a new grading on MR given by

gr(xσ ) := |σ | =: gr(φσ )
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and the usual requirement that the composition is of degree 0. Then we have the
associated filtration

Fn :=
n⊕

i=0

{x ∈MR | gr(x) = i} ,

0 ↪→ F0 ↪→ F1 ↪→ · · · , ∂Fi ⊂ Fi

and the spectral sequence (E∗, ∂∗) which is convergent as the filtration is bounded
below and exhaustive.

Obviously E0 ∼=MR and ∂0 is the derivation differential given by

∂0(xσ ) = (−1)|σ |
⎛
⎝(−1)|x |μO(σ ) ◦ (σ , pre(xσ ))

+
ar(x)−1∑

i=1

(−1)|x |−i pre(xσ ) ◦iμI (σ ) + μO(σ ) ◦ (pre(xσ ), σ )

⎞
⎠ ,

∂0(φσ ) = 0. (26)

Now H∗(E0, ∂0) ∼=⊕
σ∈� H∗(A 〈
σ ⊕ Xσ 〉 , ∂0) and we use

Lemma 6.3

H∗(A 〈
σ ⊕ Xσ 〉 , ∂0) ∼= A 〈
σ 〉
Dσ

,

where Dσ is the submodule generated by

μO(σ ) ◦ (σ , φσ )+ μO(σ ) ◦ (φσ , σ )− φσ ◦ μI (σ ). (27)

This lemma implies

E1 ∼= A 〈⊕
σ∈� 
σ

〉
⊕

σ∈� Dσ

,

∂1(φσ ) = (−1)|σ |φσ0 ◦ f1 +
|σ |−1∑
i=1

(−1)|σ |−iφσi + f|σ | ◦ φσ|σ | . (28)

Denote 
� :=⊕
σ∈� 
σ and write the nominator in the form

A 〈
�〉 ∼= A ◦′ (I,
� ◦A).
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Here we used the infinitesimal composition product (1). Because of the relations
f ◦ μI ( f ) − μO( f ) ◦ ( f, f ) in A for all f ∈ �1, we have

A ∼=
⎛
⎝⊕

c∈�0

Assc

⎞
⎠ ◦ C (29)

and hence

A 〈
�〉 ∼= A ◦′ (I,
� ◦
⎛
⎝⊕

c∈�0

Assc

⎞
⎠ ◦ C).

But we are interested in the quotient E1 of A 〈
�〉 and the corresponding relations
(27) give us

E1 ∼= A ◦′ (I,
� ◦ C).

Now we use (29) again to obtain

E1 ∼=
⎛
⎝⊕

c∈�0

Assc

⎞
⎠ ◦′ (C, C ◦
� ◦ C).

Notice that C ◦ 
� ◦ C ∼= C 〈
�〉. Since ∂1 is nontrivial only on 
� and C 〈
�〉 is
closed under ∂1, to understand H∗(E1, ∂1) using the usual Künneth formula, we only
have to compute

Lemma 6.4

H∗(C 〈
�〉 , ∂1) ∼= C 〈⊕
c∈�0 
c

〉
D′

,

where D′ is the submodule generated by

f ◦ φI ( f ) − φO( f ) ◦ f (30)

for all f ∈ C.

Then, tracking back all the above isomorphisms, we get

E2 ∼= H∗(E1, ∂1) ∼= A 〈⊕
c∈�0 
c

〉
D′′

,

where D′′ is the submodule generated by relators (27) for σ ∈ �0 and all (30)’s. Hence
E2 ∼=MDA and this is concentrated in degree 0, the spectral sequence collapses and
this concludes the proof of Lemma 6.2. �
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Proof of Lemma 6.3 We have already seen in Example 4.8 that for c ∈ �0 the restric-
tion of ρ,

(
Assc 〈
c ⊕ Xc〉 , ∂0

)
ρ−→ Assc 〈
c〉

Jc
, (31)

is a quism, where Jc is the submodule generated by (27) for σ = c. We will reduce
our problem to this case. Let

Mσ := AssO(σ ) ◦′ (k
〈
σ
〉
, (
σ ⊕ Xσ ) ◦AssI (σ )).

This is in fact a sub-�0-collection of A 〈
σ ⊕ Xσ 〉. An easy computation shows that
it is closed under ∂0. It will play a role similar to Assc 〈
c ⊕ Xc〉 above:

Sublemma 6.5 There is an isomorphism

(Mσ , ∂
0) ∼= ↑|σ |

(
Assc 〈
c ⊕ Xc〉 , ∂0

)

of dg-collections (we ignore the colours!). This induces an isomorphism

H∗(Mσ , ∂
0) ∼= AssO(σ ) ◦′ (k

〈
σ
〉
,
σ ◦AssI (σ ))

Jσ

of �0-collections [compare to the right-hand side of (31)], where the quotient by Jσ
expresses the fact that φσ behaves like a derivation with respect to μO(σ ) and μI (σ )

in Mσ . The relators in Jσ are analogous to (27), namely Jσ is sub-�0-collection of
Mσ consisting of elements

(aO(σ ) ◦i (μO(σ ) ◦1 a1
O(σ ))) ◦′i+ar(a1)

(σ , φσ ◦ a2
I (σ ))

+(aO(σ ) ◦i (μO(σ ) ◦2 a2
O(σ ))) ◦′i (σ , φσ ◦ a1

I (σ )) +
−aO(σ ) ◦′i (σ , φσ ◦ μI (σ ) ◦ (a1

I (σ ), a2
I (σ )))

for all a, a1, a2 ∈ Ass and 1 � i � ar(a).

Proof of Sublemma 6.5 There is a morphism ψ of collections

aO(σ ) ◦′i (σ , xσ ◦ (a1
I (σ ), . . . , aar(x)

I (σ ) )) �→ ac ◦′i (1c, xc ◦ (a1
c , . . . , aar(x)

c ))

for x ∈ X (or x = φ) and a, a1, a2, . . . ∈ Ass. ψ is obviously an isomorphism of
degree −|σ |. The differential on the suspension is (−1)|σ |∂0, hence we must verify

ψ∂0 = (−1)|σ |∂0ψ.

This is immediate by the formula (26) defining ∂0. �
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Using the relations f ◦ μI ( f ) − μO( f ) ◦ ( f, f ) in A for f ∈ �1, every element
a ∈ A 〈
σ ⊕ Xσ 〉 can be written in the form

a = atop ◦m (amod ◦ (c1, . . . , car(amod ))) (32)

for some atop ∈ A,m ∈ N, amod ∈Mσ and c1, c2, . . . ∈ C. We want to make this is
expression as close to being unique as possible. We will require:

If atop can be written in the form

atop = a′ ◦k (μO(σ ) ◦ (a′′,1O(σ ))) or atop = a′ ◦k (μO(σ ) ◦ (1O(σ ), a′′))

for some a′, a′′ ∈ A, 1 � k � ar(a′) satisfying m = k + ar(a′′) resp. m = k,
then μO(σ ) ◦ (a′′, amod) resp. μO(σ ) ◦ (amod , a′′) can’t be written as an element
of Mσ ◦ C.

It is easily seen that the above requirement can be met for any a so assume it holds in
the above expression (32). It is easy to see that this determines atop and amod uniquely
up to scalar multiples. The elements c1, c2, . . . ∈ C are however not unique as the
following example shows:

Let x ∈ X and let f, g1, g2 ∈ C be such that f g1 = f g2, hence

a := xO( f ) ◦ ( f g1, φ f ) = xO( f ) ◦ ( f g2, φ f ).

In “the canonical” form (32), amod = xO( f ) ◦ ( f, φ f ), however c1 is either g1 or
g2, in pictures:

So far we have shown that there are, for m � 1, �0-collections Atop
σ,m (whose

description is implicit in the above discussion) such that there is a �0-collection iso-
morphism

A 〈
σ ⊕ Xσ 〉
(

c

c1, . . . , cN

)

∼=
⊕

m,n�1,
d∈�0

Atop
σ,m

(
c

c1, . . . , cm−1, d, cm+n, . . . , cN

)
⊗

(Mσ ◦ C
L

)(
d

cm . . . , cm+n−1

)
,

(33)
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where L is the sub-�0-collection of Mσ ◦C describing the non-uniqueness mentioned
above. More precisely, it consists of elements

(b ◦′n (σ , x ◦ (b1, . . . , bar(x))))︸ ︷︷ ︸
amod

◦( f1, . . . , far(amod ))

for all amod ∈ Mσ , f1, f2, . . . ∈ C satisfying that for some 1 � i � n − 1 or
n +∑ar(x)

j=1 ar(b j ) � i � ar(amod) we have σ fi = 0. The condition σ fi = 0 means

that fi = f − g (up to a scalar multiple) for some f, g ∈ �1 and σ f = σ g.
At this point we suggest the reader to go through the above discussion in the case

|σ | = 0 as many things simplify substantially, e.g. L = 0 and we are essentially done
by applying the usual Künneth formula to (33) and then using Sublemma 6.5 which
shows

H∗(Mσ ◦ C, ∂0) ∼= (AssO(σ ) ◦′ (k
〈
σ
〉
,
σ ◦AssI (σ ))) ◦ C
J′σ

, (34)

where J′σ is an analogue of Jσ above. For general σ,we have to get rid of the quotient:

Sublemma 6.6

H∗
(Mσ ◦ C

L
, ∂0

)
∼= (AssO(σ ) ◦′ (I,
σ ◦AssI (σ ))) ◦ C

J′′σ
,

where again J′′σ is the corresponding analogue of Jσ .

Proof of Sublemma 6.6 Denote

Mσ ◦ C pr−→ Mσ ◦ C
L

=: Q

the natural projection. The differential ∂0
Q on Q inherited from A 〈
σ ⊕ Xσ 〉 is given,

for α ∈ Q, by

∂0
Qα = pr ∂0α̃,

where α̃ ∈Mσ ◦ C denotes any element such that pr α̃ = α.
By (34), to prove the sublemma it suffices to show

1. pr Ker ∂0 = Ker ∂0
Q,

2. pr Im ∂0 = Im ∂0
Q .

For 1., let α ∈ Q, ∂0
Qα = 0 and we will show there is β ∈ Mσ ◦ C satisfying

∂0β = 0 and pr β = α. Let pr α̃ = α and let

α̃ =
∑
i∈I

ai
mod ◦ (ai

1, . . . , ai
ar(ai

mod )
)
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for some index set I, ai
mod ∈Mσ and ai

j ∈ C, i ∈ I and 1 � j � ar(ai
mod), such that

any two ordered ar(ai
mod)-tuples (ai

1, . . . , ai
ar(ai

mod )
) are distinct for any two distinct

i’s. Let I1 ⊂ I be the set of i’s such that ∂0ai
mod = 0 and let I2 := I − I1. By our

assumption, pr ∂0α̃ = ∂0
Qα = 0, hence

∂0α̃ =
∑
i∈I2

(∂0ai
mod) ◦ (ai

1, . . . , ai
ar(ai

mod )
) ∈ L.

Thus for every i there is j such that σ ◦ ai
j = 0 (by the definition of L). Because ∂0

doesn’t change ai
j ’s, we get

∑
i∈I2

ai
mod ◦ (ai

1, . . . , ai
ar(ai

mod )
) ∈ L and we set

β :=
∑
i∈I1

ai
mod ◦ (ai

1, . . . , ai
ar(ai

mod )
).

Then obviously ∂0β = 0 and α = pr β, so we have obtained pr Ker ∂0 ⊃ Ker ∂0
Q . The

opposite inclusion is obvious. Also 2. is easy. �
Now apply Sublemma 6.6 to (33). This concludes the proof of Lemma 6.3. �

Proof of Lemma 6.4 This is just a straightforward application of Lemma 4.5 to operad
A := C and its bar-cobar resolution R := �BC (e.g. [19]). To see this, recall that
�BC is a quasi-free�0-operad generated by�0-collection k

〈
��1

〉
,where the degree

of σ ∈ ��1 is |σ | − 1. The derivation differential is given by

∂ (
fn←− · · · f1←−)︸ ︷︷ ︸

σ

:=
n−1∑
i=1

(−1)i+n+1(
fn←− · · · fi+1←−−) ◦ ( fi←− · · · f1←−)

+
n−1∑
i=1

(−1)n−i (
fn←− · · · fi+1 fi←−−− · · · f1←−)︸ ︷︷ ︸

σi

.

The projection �BC ρR−−→ �B1C ∼= C onto the sub-�0-collection consisting of single
generators is a quism.

Then MDR of Lemma 4.5 is

MD�BC =
⎛
⎝A

〈⊕
c∈�0


c ⊕
⊕
σ∈��1


σ

〉
, ∂MD�BC

⎞
⎠ ,

where all the symbols have the same meaning as in the previous parts of this paper
and it is easily checked that the differential is given by the formula (28). This resolves
MDC, which is readily seen to be the right-hand side in the statement of Lemma 6.4.

�
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