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Abstract
Particle collider experiments would be continued even when one is not present at the laboratory (on-site). To achieve this, 
we require an e-Science paradigm of studying particle physics anytime anywhere. One of the components for establishing 
this paradigm is a remote control room for data acquisition (DAQ). We developed and embedded a remote control room at 
the Korea Institute of Science and Technology Information (KISTI). Since then, we have been adopting on/offline shifts 
for conducting collider experiments at KISTI, that is, the experiments are done even when we are not on-site. In this paper, 
we introduce our experience of our remote control room for both CDF and Belle II experiments. This remote control room 
includes international networks, security, DAQ systems, data transfers, and monitoring systems. We also presented the results 
of the shifts done in the remote control room at KISTI.

Keywords Remote control room · Particle collider experiment · e-Science · Remote shift · Data production · Data analysis · 
Data acquisition

1 Introduction

Worldwide business trips are strictly restricted due to the 
COVID-19 pandemic. The number of passengers via airline 
traffic is decreased by half compared to the ones before the 
pandemic as shown in the Fig. 1. As a consequence, research 
activities in the area of the high-energy physics have been 
significantly affected including on-site detector maintenance 
and data-taking.

The e-Science paradigm of particle physics has been sug-
gested to overcome physical distances and time zone differ-
ences between researchers and the experimental sites [2–4]. 
It provides an environment wherein on/offline activities can 
be performed regardless of the physical location of individu-
als, therefore allowing continuing experiments without any 
interruption [5]. We have constructed remote control rooms 
at the Korea Institute of Science and Technology Informa-
tion (KISTI) for the Collider Detector Fermilab (CDF) 
experiment and the Belle-II experiment as shown in Fig. 2. 

In this article, we introduce our experience in constructing 
and operating remote control rooms, including international 
networks, security, data acquisition (DAQ) systems, data 
transfers, and monitoring systems [6].

2  KISTI remote control room

Modern high-energy physics experiments use enormous 
amounts of resources for data taking. Detectors consist of 
multiple sub-detectors built with various principles with mil-
lions of electronic channels running in different conditions. 
In the experiments at the high-energy particle accelerators, 
the DAQ system has to be fast to enable data-taking deci-
sions in a real-time. To ensure the entire system of the DAQ 
is reliable, a team of shifts with well-defined procedures to 
perform continuous and reliable data-taking is necessary.

There are several types of shifts for particle collider 
experimental physics: (1) on-site shift that can be pursued 
at the accelerator laboratory, (2) off-site shift that can be 
pursued outside of the accelerator laboratory, (3) online shift 
to acquire data from particle collider experiments, (4) offline 
shift to process the data using computing resources, and 
(5) remote shift that takes a shift at off-site as if at on-site. 
Table 1 presents the remote shifts in both CDF and Belle II 
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experiments. Table 2 shows the comparison of online and 
offline shifts between CDF and the Belle II experiments.

KISTI have been establishing remote control room 
under the e-Science paradigm, starting from 2008. As 
shown in the Fig. 3, the first online remote shift was per-
formed successfully from Aug. 1 of 2008, for 4 years until 

the closing of the CDF experiment. The main contribution 
of the shifts performed at the KISTI remote control room 
was the DAQ of the CDF experiment by performing a shift 
of 80 days for 4 years.

In 2013, the remote control room at KISTI was upgraded 
to cover the offline shifts of the Belle II experiment at 

Fig. 1  The world passenger traffic evolution by airplane including the COVID-19 period [1]

Fig. 2  KISTI remote control room for CDF experiments at Fermilab and Belle II experiments at KEK
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KEK from Mar. 11, 2013. To operate online remote shifts 
during the COVID-19, there was an upgrade of the control 
room in Feb. 16, 2021, during the COVID 19 pandemic.

Reliable network connections among KISTI in Korea, 
Fermilab in the USA, and KEK in Japan are required for 
a smooth remote shift. The international network is illus-
trated in Fig. 4. For the CDF experiment, the connection 

between KISTI and Fermilab had been prepared from the 
1 Gbps GLORIAD1 (GLObal RIng network for Advanced 
application Development) since 2005. Now, two interna-
tional networks are available at 100 Gbps which allows 
fast and reliable connections between KISTI in Daejeon, 
Korea and Fermilab in Chicago, USA. The primary net-
work connection is established through the Korea Research 
Environment Open Network 2 (KREONet2; the Korean 
gigabit network for research) [9] between KISTI through 

Seattle to the gateway in Chicago. The Chicago gateway is 
connected to Fermilab. The other KREONet2 line is con-
nected directly between Daejeon and Chicago. These two 

Table 1  Remote shift types and roles of CDF and Belle II experi-
ments

Experiment Shift type Shift roles

CDF Online (Remote) Control shift (CO)
Offline SAM data handling shift [7]

Belle II Online (Remote) Control shift
Offline Data production shift

Table 2  The comparison of online and offline shifts between CDF and the Belle II experiments

Category CDF Belle II

Online shift Offline shift Online shift Offline shift

#of shifters 2 on-site,
1 on- or off-site

1 off-site 1 on-site,
2 off-site

1 off-site

Means of communication Polycom Web page/e-mail Rocket.Chat, SpeakApp Web page/JIRA [8]
Means of control Forwarding display Web page Web page Web page
Monitoring screen Web page Web page Web page Web page
Control screen Consumer Controller Web page daqnet VNC Web page
Operating system Linux Windows Windows Windows
Network security Kerberos Kerberos Virtual private network Grid CA (Belle VO)
International network KREONet2 KREONet2 KREONet2, JGN-X KREONet2, JGN-X
Shift record Writing to a web page Writing to a web page Writing to a web page Writing to a web page

Fig. 3  The period of operation of KISTI remote control room

1 Now, it is called KREONet2.
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networks of KREONet2 connect the Fermilab and KISTI 
remote control rooms stably and provide a stable environ-
ment for remote shifts.

For the Belle II experiment, KREONet2 connects the 
KISTI gateway and KREONet2 Hong Kong gateway stably 
at a speed of 100 Gbps. The Hong Kong gateway of KRE-
ONet2 is connected to the Hong Kong gateway of Japan 
Gigabit Network-X (JGN-X; a high-speed research network 
in Japan) to provide a stable network to Tokyo at a speed 
of 100 Gbps [10]. The Science Information NETwork 4 
(SINET4) research network connects the Tokyo gateway and 
KEK gateway with a speed of 100 Gbps [11]. The backup 
high-speed network through Seattle has been incorporated 
when the network to Hong Kong encounters connection 
problems. Global Research and Education (R&E) network 
is also established as shown in Fig. 4.

3  CDF remote control system

3.1  CDF experiment

The CDF experiment was an accelerator-based high-energy 
beam collision experiment using the Tevatron accelerator at 
Fermilab, USA [12]. The CDF experiment collided protons 
and anti-protons with energy of 0.98 TeV [12]. These exper-
iment played a significant role to search for the Standard 
Model and the fundamentals of nature, such as the discovery 
of the top quark. This was a large collaboration consisting 
of 625 collaborators from 15 countries including the USA, 
France, Italy, Japan, Germany, England, and Korea [13]. 
The Korean CDF group consisted of approximately 30 indi-
viduals affiliated with KISTI, Kyungpook National Univer-
sity, Seoul National University, Sungkyunkwan University, 

Jeonbook National University, and Jeonnam National Uni-
versity [13]. The CDF Run II experiment began in 2001, 
and the beam collision data were collected until the end of 
Run II in 2011, as shown in Fig. 5 [13]. Both online and 
offline shifts were performed simultaneously in the CDF 
experiment. A remote control room was used for the both 
online and offline shifts. Those were duties to be performed 
as a member of the CDF experiment. The Korean consumer 
operator (CO) could perform an online shift through the 
remote control room for eight hours per day without going 
to Fermilab, USA. The CO shift worked on the monitoring 
and control of various types of applications for eight hours.

3.2  Online remote control system

Figure 6 introduces the communication between the CDF 
main control room at Fermilab and the CDF remote control 
room at KISTI. It is connected with Polycom telecommu-
nication devices. Three shifters with different roles were 
assigned as a group in the CDF experiment. The first was the 
Science Coordinator (SciCo), who had extensive experience 
in high-energy particle physics and was responsible for the 
shift session [13]. The second was the Ace shift, who was 
an expert on the components of all detectors and control of 
electronic reading devices [13]. The third was the CO, who 
uses the remote control panel to control the experiment. The 
CO also monitors the status of DAQ, its transfer, and storage 
with data quality monitoring. Other duties of CO are record-
ing the data and checking the data quality [13]. The CO shift 
could be operated off-site with certain requirements such as 
shift training, Polycom connection, and approval of the sites 
from the CDF management. To solve any problems in case 

Fig. 4  Schematic of international network among Fermilab, KEK and KISTI



642 K. Kim et al.

Vol.:(0123456789)1 3

of emergencies that can be occurred during the remote shift, 
the backup shift was assigned at Fermilab.

Among remote control systems, the Linux server ‘cdfro-
clnx1.kisti.re.kr’ has a security policy identical to that of 
the Fermilab in the USA. After the Linux server ‘cdfro-
clnx1.kisti.re.kr’ was Kerberized, the next step was to enable 
port-forwarding from the main server of Fermilab, ‘b0con-
trol.fnal.gov’ [13]. Due to the security policies of the U.S. 
Department of Energy and Fermilab, execution commands 
cannot be executed while being logged into the CDF online 
cluster from the outside [13]. Therefore, the X application 
called “concon (Consumer Controller)” should be sent from 

the on-site server to the remote control system at KISTI via 
the Kerberized secure channel. The port-forwarding pro-
vided by a secure shell was used in this system as shown 
in Fig. 7. If “concon” is sent to the remote control system, 
the remote shift can control whether viewed through “con-
con”. The remote shift performer check the consumer status 
through a web page or “concon” [13]. Figure 8 shows a view 
of the CDF main control room at Fermilab and CDF remote 
control room at KISTI [13].

Fig. 5  The integrated beam 
luminosity of CDF experiments 
and period of remote shift with 
KISTI remote shift room [13]

Fig. 6  The communication 
between the CDF main control 
room at Fermilab and the CDF 
remote control room at KISTI 
[13]
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3.3  Offline remote control system

KISTI performed another type of shift called remote data 
processing. The remote control room implemented the 
online function of remote data processing, whereas the 
offline function was implemented simultaneously. This 
offline shift is called the SAM data-processing shift.

Figure 9 shows the homepage of the CDF SAM DH 
system [13]. It was performed for 8 h per day for 7 days. 
Shifters at the off-site could perform their duties during 

the daytime in their time zone. CDF SAM DH is called 
offline because the data processing in this case involves 
monitoring the data entering the tape from the SAM 
station.

Offline data were transferred between the SAM station 
and the mass storage system (MSS). In Fermilab, the mass 
storage system consists of a dCache and enstore system [14]. 
The dCache software was developed in collaboration with 
Fermilab in the USA and Deutsches Elektronen-SYnchro-
tron (DESY) in Germany. The dCache was configured in 

Fig. 7  The port-forwarding sys-
tem for the secure system [13]

Fig. 8  The view of the CDF main control room at Fermilab (left) and CDF remote control room at KISTI (right) [13]
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the form of a disk that connects the user to the storage. The 
enstore system is a direct interface to access files stored in 
tape drives for end-users [15]. When a problem occurred, the 
end-user could know the issued SAM station and data-farm 
equipment. The role of the SAM shifter is to monitor the 
status of the data handling system at the CDF experiment 
including the SAM, MSS, Name and DB servers.

4  Belle II remote control system

4.1  Belle II experiment

The Belle II experiment is an accelerator-based high-energy 
beam collision experiment at the SuperKEKB accelerator in 
KEK, Japan. The main purpose of the SuperKEKB accel-
erator (an upgrade of the KEKB accelerator) is to search 
for new physics beyond the Standard Model. Twenty-seven 
countries with 126 institutes have been participating in the 
Belle II collaboration [16]. SuperKEKB would examine new 
physics by performing high-precision measurements of CP 
violations and rare decays that occur through heavy quarks 
and leptons on the GeV mass scale. The first beam collision 
of the SuperKEKB was performed and the beam collision 
data collected on Apr. 26, 2018 [17]. The structure of the 
SuperKEKB has been upgraded to obtain high instantaneous 
luminosity and collect further data. As shown in Fig. 10, 
the total luminosity was 400  fb−1 in Jun. 2022 [18]. The 
objective of Belle II is to acquire 50  ab−1 of total luminosity. 
Online and offline shifts were adopted in the Belle II experi-
ment. The main purpose of an online shift was to monitor 
the DAQ system during the beam collision experiments, 
whereas that of an offline shift was to monitor data process-
ing using computing resources.

Figure 11 shows the schematics of the online and offline 
remote shift system of the Belle II experiment. The role of 
KISTI in the Belle II experiment is to develop and operate 
the data-handling system. ARDA Metadata Grid Applica-
tion (AMGA; developed by the KISTI) is a software that 
manages data distributed in multiple repositories [19, 21]. 
The authors have contributed significantly to the adoption 
of AMGA in the Belle II experimental metadata service. 
In addition, KISTI operates the Belle II Grid Farm Tier-2 
center, where Belle II data are transmitted and stored. A 
Belle II remote control room was constructed to monitor the 
data-handling system. A continuous offline shift was done 
after the first successful data production shift on Mar. 11, 
2013.

It is difficult to visit KEK in Japan due to the COVID-19 
pandemic. A remote control shift was introduced to cover 
the control room shift that could be performed generally 
in Japan. Therefore, the remote control room at KISTI was 
upgraded to enable a remote control shift. We successfully 
embedded an online control room on Feb. 16, 2021. The 
Belle II remote control room at KISTI was set to perform 
both online and offline shifts. Table 3 shows the comparison 
of online and offline shifts at Belle II. The Belle II remote 
control room at KISTI enables us to conduct particle collider 
experiments during the COVID-19 pandemic. It also saves 
travel time and costs.

Table 4 shows the systems in the Belle II remote control 
room at KISTI. It consists of four servers and seven moni-
tors for shift duty. There are two additional servers for the 
auxiliary system: a Polycom communication machine, net-
work-attached storage, fax machine, printer, and telecom 
to support the shift. The system built in the KISTI remote 
control room enables a maximum of two individuals to 
perform each shift.

Fig. 9  CDF data handling page for offline remote shift [13]
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4.2  Online remote control system

Figure 12 shows the communication between the Belle 
II main control room at KEK and Belle II remote con-
trol room at KISTI. The communications between the 
on-site and remote shifters are done using SpeakApp and  

Rocket.Chat. The Belle II online shift system consists of an 
on-site shifter and two remote shifters. The on-site shifter 
controls the beam collision in the Belle II control room. 
Meanwhile, the remote shifter assists the on-site shifter, 
monitors the DAQ system and records the shift logs.

Fig. 10  The integrated beam 
luminosity of the Belle II 
experiment during the period of 
remote shifts [18]

Fig. 11  The schematic of the online and offline remote shift system of the Belle II experiment
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Figure 13 shows how to connect the monitoring pages 
for online shifts. The remote shifter connects to the remote 
control panel and high-voltage panel using the KEK virtual 
private network (VPN) in the Belle II remote control room 
at KISTI. The KEK VPN provides a secure environment for 
remote shifters. The on-site shifter uses the remote control 
panel to control the experiment. The remote shifter in con-
junction with the on-site shifter controls the beam collision. 
The remote shifter also monitors the status of DAQ, its trans-
fer, and storage with data quality monitoring of the DESY 
laboratory and the Grafana [22] data transfer monitor system 
of KEK. Other duties of remote shifters are recording the 
data log at the e-log and checking the data quality at the run 
registry recording page. There are four servers for remote 
shifts in the Belle II remote control room at KISTI. There-
fore, two shifters may smoothly adopt each remote shift. 
Figure 14 shows a view of the Belle II main control room at 
KEK and Belle II remote control room at KISTI.

4.3  Offline remote control system

An offline shift is also called a data production shift. Belle II 
Monte-Carlo simulation samples were generated at the Belle 
II Grid system. The Belle II data-handling system transfers 
and stores the generated MC data at the Grid sites. The main 
purpose of the offline shift is to monitor the Belle II data-
handling system. In case of problems, shifters are asked to 
contact experts or site managers. KISTI has established the 
Belle II data-handling system and operated the KISTI Belle 
II Grid farm. We adopted an offline shift to monitor the sta-
tus of the Belle II data-handling system and Grid farms.

As shown in Fig. 11, the offline shifter connects to the 
monitoring system via a Grid Belle virtual organization 
(VO) for security. Each monitoring system for offline shifts 
requires Belle VO for the connection. To consider this, each 
shifter has to issue the Grid Certification Authority (CA) 
from their authorized institute. KISTI contributes to the 
security system of offline shifts as an authorized Korean 

Table 3  The comparison of 
online and offline shifts at Belle 
II experiment

Component Online shift Offline shift

Purpose DAQ (Data acquisition) MC data production & processing
Duties Controlling DAQ

Data quality assessment
Monitoring DAQ performance
Monitoring data transfer
Communication with detector expert

Monitoring data production system
Monitoring operation status
Recording shift log
Report the issues to operation expert
Update “OperationStatus” summary page

Number of shifters 3 (1 on-site and 2 remote) 1
Monitoring panel Web (VPN/daqnet, Grafana) Web (DIRAC, Ganglia, Grafana [22])
Communication SpeakApp, Rocket.Chat JIRA [8] ticket
OS Windows Windows
Security KEK VPN Grid Belle VO
Network KREONET2, JGN-X KREONET, JGN-X
Log e-log e-log

Table 4  The list of systems for KISTI remote control room

Server #1 Server #2 Server #3 Server #4

IP address 150.183.246.101
(belle2roc.kisti.re.kr)

150.183.246.102 150.183.246.106 150.183.246.107

OS Windows 7 Professional K Windows 7 Professional K Windows 10 Pro Windows 7 Professional K
CPU Intel(R) Xeon(R) CPU 

E5-1650 @ 3.20 GHz
Intel(R) Core(TM) 

i7-6700 K CPU @ 
4.00 GHz

Intel(R) Core(TM) 
i7-3770 K CPU

@ 3.50 GHz

Intel(R) Core(TM) i5-2390 T 
CPU

@ 2.70 GHz
Memory 16 GB 16 GB 16 GB 8 GB
System 64bit OS 64bit OS 64bit OS 64bit OS
Purpose for online shift Monitoring, controlling RC 

(Run Control) panel
Connecting SpeakApp and 

Rocket.Chat, recording 
e-log

Backup for two people shift

Purpose for offline shift Monitoring, recording e-log, issuing JIRA [8] ticket, 
connecting KEKCC

Backup for two people shift
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Fig. 12  The communication 
between the Belle II main con-
trol room at KEK and Belle II 
remote control room at KISTI

Fig. 13  The schematic how to 
display the monitoring pages for 
online shift
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institute of Grid CA, called KISTI CA. The monitoring page 
assumes the shifters connect with the KISTI CA.

Figure 15 shows how the offline system displays the 
monitoring pages. The offline shifter connects to the 
DIRAC server to monitor the connection and job running 
status of each Grid farm site. The shifter can monitor the 
KEK server status through the connection to the Ganglia 
server. The Grafana [22] server provides efficiency meters 
of file transfer and deletion for each Grid farm site. The 
shifter examines and records the monitoring results on the 
e-log page every two hours. When a problem occurs, a 
shifter issue JIRA [8] ticket to report the problem to the 
Belle II distributed computing team to solve it.

5  Results

During the CDF II experiment (Jun. 30, 2001 − Sep. 30, 
2011), the CDF remote control room at KISTI was oper-
ated from Aug. 1, 2008 to Sep. 30, 2011 [13]. Figure 16 
shows the annual and total shift days of CDF online remote 
shifts at the CDF remote control room at KISTI. The error 
rate of a remote control room can be defined as [13]

The error rate of the CDF remote control room at KISTI 
was zero because the Fermilab backup shift was not operated 

Errorrate =
shift time operated by backup shifter
shift time scheduled for remote shifter

.

Fig. 14  The view of the Belle II main control room at KEK (left) and Belle II remote control room at KISTI (right)

Fig. 15  The system how to 
display the monitoring pages for 
offline shift. The specification 
of the system is presented in 
Table 4
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during the period of the remote shifts. This implies that the 
CDF remote control room at KISTI provided a stable envi-
ronment for shift duty. Figure 5 shows that the DAQ effi-
ciency defined as data acquired per delivered had remained 
stable since the CDF remote control room at KISTI was 
operated. Each CDF shift duty is pursued during a week, 
8 h per day. Total 2% of the CO shifts were covered at the 
remote control room at KISTI as the CO shifts.

As shown in Fig. 17, at the Belle II remote control room 
at KISTI, we have been operating the Belle II offline and 
online shifts since Mar. 11, 2013 and Feb. 16, 2021, respec-
tively. Similar to the CDF II experiment, the error rate of 
the Belle II remote control room at KISTI with the Belle 
II experiment was zero. As shown in Fig. 17, KISTI per-
formed 177 days of cumulative both shifts (124 days for 
offline and 53 days for online) up to Jul. 31, 2022. KISTI 
has been attaining a 517% of achievement rate2 (139 days 

for both shifts) since Belle II online remote shift is operated 
(Jan. 1, 2021 − Jul. 31, 2022). This is the first rank among 
the 126 institutions in the Belle II experiment.

6  Conclusions

We constructed the CDF remote control room at KISTI to 
establish an e-Science research environment that enables us 
to study the particle collider experiment irrespective of time 
and location. We successfully operated an online remote 
shift for DAQ and an offline remote shift for data process-
ing until the end of the CDF experiment on Sep. 30, 2011. 
After the shutdown of the CDF experiment, KISTI remote 
control room is changed to operate a Belle II offline shift 
from Mar. 11, 2013. Since the on-site shift at Belle II is 
restricted due to the COVID-19 pandemic, the remote con-
trol room at KISTI has been upgraded to operate the Belle 
II online shifts as well as offline remote shifts. The Belle II 
remote control room at KISTI enables us to conduct particle 

Fig. 16  a Annual shift days of CDF online shifts at the CDF remote control room at KISTI and b cumulative online shift days at the CDF remote 
control room at KISTI from 2008 to 2011

Fig. 17  a Annual shift days of Belle II online shifts at the Belle II remote control room at KISTI and b cumulative online shift days at the Belle 
II remote control room at KISTI from 2013 to 2022

2 Achievement rate = (shift time operated) / (shift time required as a 
duty).
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collider experiments during the COVID-19 pandemic. It 
also saves travel time and costs by performing remote con-
trol shifts without on-site visits. In the Belle II experiment, 
KISTI obtained the first rank of achievement rate per duty 
for both online and offline shifts among the 126 Belle II 
institutions since Belle II online remote shift is operated 
(Jan. 1, 2021 − Jul. 31, 2022). This remote control system 
would be used in future collider experiments, such as the 
International Linear Collider, Circular Electron Positron 
Collider, and Future Circular Collider.
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