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Abstract Today world is going through a critical phase.

The whole world is infected from the coronavirus [COVID

19]. In India also the number of new cases keeps on

increasing. In this paper, the machine learning model has

been developed using time series analysis (ARIMA model)

for predicting the new cases in India in the next coming

days. In this work, results are also compared with the

predictive values generated from the ARIMA and AR

model and concluded that the ARIMA model is the best fit

model as compared to AR model for predicting the new

cases in India. Python programming language has been

used for implementation. The dataset from January 1, 2020

to July 31, 2020 has been taken for analysis. This paper is

useful for researchers for further analysis of COVID-19

pandemic in India.
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Introduction

The coronavirus case was emerged in Wuhan city, China in

December 2019 [1]. Initially, anonymous pneumonia case

was reported which was studied by respiratory samples and

experts declared as pneumonia. It was later known as

coronavirus pneumonia due to a novel coronavirus [2]. The

World Health Organization officially stated the disease

‘COVID-19.0 It spreads very fast globally. There were

17,106,007 confirmed cases and 668,910 deaths globally as

of July 31, 2020 [3]. COVID-19 becomes global threat for

public health [4]. In India, the first active case was reported

on 31-01-2020, but there was zero death recorded in Jan-

uary and February month. The major outbreak happened in

the month of March. In this month, total cases reported was

1251 and total death was recorded as 32 [5]. This results in

the public curfew on 22-03-2020 by the Government of

India. After two days, the Government of India imposed

21 days of lockdown that was from 25-03-2020 to 14-04-

2020. In the month of April, the situation was little serious

as the total active cases were 33,050 and total death was

1074. Total new cases reported in this month were 31,801.

This results in the second lockdown of 18 days starting

from 15-04-2020 to 03-05-2020. India reached an alarming

stage in the month of May. The total active cases of

coronavirus in India reached 165,799 which was very

threatening data. 133,998 new cases were reported till

29-05-2020. Total deaths reached 4706 in this month which

is very disturbing for the people. This results in the third

lockdown from 04-05-2020 to 17-05-2020 (14 days), fol-

lowed by fourth lockdown starting from 18-05-2020 to

31-05-2020 (14 days). The Government of India has taken

the key decision for imposing the lockdowns in the coun-

try. Surely, these lockdowns affect the Indian economy a

lot. But life always comes first. If these lockdowns were

not imposed then might be possible that these figures will

be very threatening and India will be on the top of the

world’s list in the active cases. This paper presents data

analysis and visualization of India using Python program-

ming. Further sections will explain the used methodology

of AR and ARIMA models, case studies and discussion.
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Machine Learning Model used for Time Series
Analysis

AR and ARIMA time series methods are a univariate (single

vector) time series without a trend and seasonal component,

while other time series methods are multivariate with trend

and seasonal component. Both the methods are the basic

and easy to understand by using Python. This typically used

allows the model to rapidly adjust for the sudden changes in

the trends, resulting in more accurate forecasts other than

various time series forecast methods. AR and ARIMA

models are used as both give the accurate forecasts as

compared to other models available in time series analysis.

The dataset is used as a linear function of the observations at

prior time steps, hence AR and ARIMA models give more

precise, accurate and suitable forecast other than various

methods. The following tools have been used for the anal-

ysis of AR and ARIMA models:

Machine Learning

In simple words, developers make the machine to learn and

improve from ‘experience.’ Here, experience is the previ-

ous data based on which predictions will be made. It is an

application of artificial intelligence. This paper explains the

time series analysis as a machine learning model for the

future predictions.

Time Series Analysis

This paper explains the ARIMA model for the time series

analysis. This model works for the supervised learning in

which previous data are present. There are other algorithms

present for the supervised learning like linear regression,

logistic regression, while time series analysis is a statistical

technique that deals with the time series data or trend

analysis. Time series data means that data are in a series of

particular time periods or intervals. The data are considered

in three types:

Time Series Data

A set of observations on the values that a variable takes at

different times.

i. Cross-sectional data: Data of one or more variables,

collected at the same point in time.

ii. Pooled data: A combination of time series data and

cross-sectional data.

The above dataset is time series data which were set of

observations on the values that a variable taken at different

times.

Autoregressive Integrated Moving Average Model

(ARIMA model)

An ARIMA model is a class of statistical models for

analyzing and forecasting time series data. It explicitly

caters to a suite of standard structures in time series data

and as such provides a simple yet powerful method for

making skillful time series forecasts. It is a generalization

of the simpler autoregressive moving average and adds the

notion of integration. Each of these components is

explicitly specified in the model as a parameter. A standard

notation is used of ARIMA(p,d,q) where the parameters are

substituted with integer values to quickly indicate the

specific ARIMA model being used. The parameters of the

ARIMA model are defined as follows:

p: The number of lag observations included in the model

is also called the lag order.

d: The number of times that the raw observations are

differenced is also called the degree of differencing.

q: The size of the moving average window is also called

the order of moving average [6, 7].

ARIMAðp; d; qÞ : Xt

¼ a1Xt�1 þ a2Xt�2 þ b1Zt�1 þ b2Zt�2 þ Zt

ð1Þ

where Zt ¼ Xt � Xt�1.

Here, Xt is the predicted number of confirmed COVID-

19 new cases at tth day, a1, a2, b1 and b2 are parameters

where as Zt is the residual term for tth day.

A linear regression model is constructed including the

specified number and type of terms, and the data are pre-

pared by a degree of differencing in order to make it sta-

tionary, i.e., to remove trend and seasonal structures that

negatively affect the regression model. A value of 0 can be

used for a parameter, which indicates to not use that ele-

ment of the model. This way, the ARIMA model can be

configured to perform the function of an ARMA model,

and even a simple AR, I or MA model. Adopting an

ARIMA model [8] for a time series assumes that the

underlying process that generated the observations is an

ARIMA process. This may seem obvious but helps to

motivate the need to confirm the assumptions of the model

in the raw observations and in the residual errors of fore-

casts from the model.

Case Study

The dataset [5] has collected and downloaded from

1.1.2020 to 31.07.2020. Table 1 shows the data of four

major columns which are total cases, new cases, total

deaths and new deaths. In this research paper, only new
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cases have been considered for the reference. The new

cases data are dependent variable for future prediction

using ARIMA seires analysis.

Here, for observations, it has taken the four series which

are total cases, new cases, total deaths and new deaths in

order to understand how the coronavirus [COVID19] has

affected the country. It is clear from Table1 that the situ-

ation was under control in the month of January and

February. Only one series has been taken, which is new

cases, for the time series analysis.

Figure 1 shows that the new cases keep on increasing

monthly. The average also keeps on increasing. For cre-

ating the ARIMA model, firstly, it has to make the average

stationary. It can be done by using the shift function. It will

shift the data by 1. It makes the 0th entry as NaN and

shifted to the 1th location entry. Then, the diff function has

been used which makes the difference with the period 1.

Table 1 Data of India (Monthly)

S.No Month Total cases New cases Total deaths New deaths

1 January 1 1 0 0

2 February 3 2 0 0

3 March 1251 1249 32 32

4 April 33,050 31,801 1074 1042

5 May 182,143 150,342 5164 4122

6 June 566,840 416,498 16,893 14,777

7 July 1,638,870 1,222,372 35,747 20,970

Fig. 1 Line plot of new cases in India before using diff function

Fig. 2 Line plot of new cases in India after using diff function

Fig. 3 Line plot of autocorrelation of new cases in India

Fig. 4 Line plot of AR model
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This difference function is d used in the ARIMA model (p,

d, q). After that, it has taken the data from the 1th location

as the 0th location is NaN which is ‘‘not a number.’’

Figs. 2and 3 show that the autocorrelation can observe

that it is showing maximum four lags and it has been taken

maximum four lags in ARIMA model. Now, it has been

created the train set and test set from the given set of new

cases in India. The total set size is 85. Out of which author

has divided train set which is 80% of total dataset (which is

68) and 20% of total dataset comes under test dataset

(which is 17), which can be done by using following

command. In the next step, the AR (autoregression) model

has been implemented. This is the first parameter of the

ARIMA model which is p. Then, observe the prediction

accuracy in the AR model. The line plot has been drawn of

observed values and predicted values.

Fig. 5 ARIMA model results

Fig. 6 Line plot of ARIMA model

Fig. 7 Line plots of residual errors

Fig. 8 Gaussian curve
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Table 2 Comparison between AR and ARIMA model

S.No Date New cases (predicted value)

using AR model

New cases (predicted value)

using ARIMA model

1 01-08-2020 19,127.84654 18,811.7771

2 02-08-2020 20,070.83923 19,496.73749

3 03-08-2020 21,407.63072 20,286.39556

4 04-08-2020 22,644.89493 20,864.69016

5 05-08-2020 23,094.39599 21,269.94163

6 06-08-2020 23,061.35462 21,610.66808

7 07-08-2020 23,474.98452 21,984.90175

8 08-08-2020 23,932.3733 22,415.99037

9 09-08-2020 24,834.62138 22,882.98607

10 10-08-2020 26,461.46398 23,356.58538

11 11-08-2020 27,687.27695 23,822.3357

12 12-08-2020 28,167.4772 24,281.16295

13 13-08-2020 28,546.71779 24,740.40361

14 14-08-2020 28,961.56956 25,205.71816

15 15-08-2020 29,646.71742 25,678.5349

16 16-08-2020 31,028.00423 26,157.49683

17 17-08-2020 32,508.39488 26,640.83504

18 18-08-2020 33,581.37048 27,127.68597

19 19-08-2020 34,442.1743 27,618.12537

20 20-08-2020 35,064.14707 28,112.6038

21 21-08-2020 35,630.20854 28,611.46259

22 22-08-2020 36,733.28189 29,114.78299

23 23-08-2020 38,266.622 29,622.47982

24 24-08-2020 39,736.57873 30,134.44548

25 25-08-2020 41,063.81968 30,650.62875

26 26-08-2020 42,118.93891 31,171.03528

27 27-08-2020 42,905.09984 31,695.69278

28 28-08-2020 43,912.35113 32,224.62177

29 29-08-2020 45,341.1314 32,757.82689

30 30-08-2020 46,959.79303 33,295.3028

31 31-08-2020 48,650.91991 33,837.04294

32 01-09-2020 50,210.49173 34,383.04428

33 02-09-2020 51,437.52204 34,933.30724

34 03-09-2020 52,601.89967 35,487.8335

35 04-09-2020 54,017.34442 36,046.62432

36 05-09-2020 55,687.88021 36,609.67994

37 06-09-2020 57,586.57051 37,177.00004

38 07-09-2020 59,558.19656 37,748.58421

39 08-09-2020 61,314.15078 38,324.43228

40 09-09-2020 62,878.71621 38,904.54428

41 10-09-2020 64,488.19904 39,488.92031

42 11-09-2020 66,262.43364 40,077.56044

43 12-09-2020 68,294.81872 40,670.46469

44 13-09-2020 70,560.30304 41,267.63304

45 14-09-2020 72,807.48475 41,869.06546

46 15-09-2020 74,896.70231 42,474.76194

47 16-09-2020 76,910.71904 43,084.72249

48 17-09-2020 8956.443795 43,698.94712

J. Inst. Eng. India Ser. B (December 2021) 102(6):1303–1309 1307

123



Fig. 4 shows the line plot of observed values and the

predicted values using AR model. It can be observed that it

requires finer tuning between observed and predicted val-

ues. Finally, ARIMA model has been implemented in order

to observe the relation between observed values this is not

but the test data and the predicted values. As per the above

discussion, ARIMA model requires three parameters which

are p, d, q. After that it can be seen the summary of the

ARIMA model result and implementing akaike informa-

tion criteria function using Python. It is a single number

score that can be used to determine which one of the

multiple models is most likely the best model for the given

set of combinations. Fig. 5 shows the ARIMA model

summary and the aic value. This is the best value in the

multiple combinations of (p, d, q). This aic value is

achieved by (2, 2, 4) combination.

Table 2 continued

S.No Date New cases (predicted value)

using AR model

New cases (predicted value)

using ARIMA model

49 18-09-2020 81,179.17785 44,317.43582

50 19-09-2020 83,680.41134 44,940.18859

51 20-09-2020 86,334.74148 45,567.20544

52 21-09-2020 88,964.92022 46,198.48637

53 22-09-2020 91,523.73613 46,834.03137

54 23-09-2020 94,031.41345 47,473.84044

55 24-09-2020 96,598.48099 48,117.91359

56 25-09-2020 99,386.75931 48,766.25081

57 26-09-2020 102,408.2989 52,071.89803

58 27-09-2020 105,546.7145 52,745.8197

59 28-09-2020 108,705.1312 53,424.00544

60 29-09-2020 11,820.82959 54,106.45526

61 30-09-2020 114,918.9908 54,793.16915

62 01-10-2020 118,138.9161 55,484.14711

63 02-10-2020 121,577.9106 56,179.38915

64 03-10-2020 125,216.5696 56,878.89527

65 04-10-2020 128,986.2917 57,582.66545

66 05-10-2020 132,793.8538 58,290.69971

67 06-10-2020 136,584.4184 59,002.99805

68 07-10-2020 140,422.3901 59,719.56046

69 08-10-2020 144,416.1772 60,440.38695

70 09-10-2020 148,619.4509 61,165.4775

71 10-10-2020 153,028.351 61,894.83214

72 11-10-2020 157,576.9934 62,628.45084

73 12-10-2020 162,175.9382 63,366.33363

74 13-10-2020 166,811.1367 64,108.48048

75 14-10-2020 171,546.9959 64,854.89141

76 15-10-2020 176,457.5911 65,605.56642

77 16-10-2020 181,593.367 66,360.5055

78 17-10-2020 186,945.6771 67,119.70865

79 18-10-2020 192,442.4332 67,883.17588

80 19-10-2020 198,025.497 68,650.90718

81 20-10-2020 203,699.9736 69,422.90255

82 21-10-2020 209,514.5733 70,199.162

83 22-10-2020 215,536.6505 70,979.68553

84 23-10-2020 221,808.0195 71,764.47313

85 24-10-2020 228,304.4721 72,553.5248

86 25-10-2020 234,969.0419 73,346.84055
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This is the test data and the predicted data using ARIMA

model, the prediction values are 17 as the step = 17. Now

we observe the line plot (Fig. 6) of the above result.

As it can be observed that now the relation between

observed values and predicted values is finely tuned with

the combination of (p = 2, d = 2, q = 4). Now it can be

shown that the residual plot of ARIMA model by using

resid function. Line plot (Fig. 7) of the residual errors, is

shown that there may still be some trend information not

captured by the model.

Next, it is defined by a density plot (Fig. 8) of the

residual error values, suggesting the errors are Gaussian but

may not be centered on zero.

The distribution of the residual errors is displayed. The

results show that indeed there is a bias in the prediction (a

nonzero mean in the residuals). Note that, although above it

is used the entire dataset for time series analysis, ideally it

would perform this analysis on just the training dataset

when developing a predictive model. Table 2 shows that

data are more precise in ARIMA model as compared to AR

model.

Conclusion

From the above results and line plots, it is shown that the

predictive values from ARIMA model are more fit than AR

model. These predictive values are for next coming days. It

is clear that the data of new cases will keep on increasing

as the predictive values keep on increasing. In the coming

future, human being has to fight with coronavirus and

follow the Government of India guidelines. Lockdown is

not the only solution. Lockdown is not the only solution,

but it is also the social and moral responsibility of each and

every citizen to follow the guidelines. Today the whole

world is at high risk. In India most of the active cases are

asymptomatic which mean that person is infected but does

not show the symptoms of the coronavirus. The name of

the disease is COVID-19, which is dangerous. People have

to be well aware of the virus. Presently, India’s new cases

data are not so alarming as compared to our population.

This is only possible with the series of lockdowns. New

cases data will keep on increasing for some time after

unlocking the country, but after some time, these data will

be under control.
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