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Abstract
The prediction and study of air pollution is a complex process due to the presence of controlling factors, different land use, 
and different sources for the elaboration of pollution. In this study, we applied the machine learning technique (Random For-
est) with time series of particulate matter pollution records to predict and develop a particulate matter pollution susceptibility 
map. The applied method is to strict measures and to better manage particulate matter pollution in Ras Garib city, Egypt as 
a case study. Air pollution data for the period between 2018 and 2021 is collected using five air quality stations. Some of 
these stations are located near highly urbanized locations and could be dense with the current rates of development in the 
future. The random forest was applied to verify and visualize the relationships between the particulate matter and different 
independent variables. Spectral bands of Landsat OLI 8 imaginary and land cover/land use indices were used to prepare 
independent variables. Analysis of the results reveals that the proper air quality distribution monitoring stations would provide 
a deep insight into the pollution distribution over the study site. Distance from the roads and the land surface temperature 
has a significant effect on the distribution of air quality distribution. The obtained probability and classification maps were 
assessed using the area under the receiver operating characteristic curve. The outcome prediction maps are reasonable and 
will be helpful for future air quality monitoring and improvements. Furthermore, the applied method of pollutant concentra-
tion prediction is able to improve decision-making and provide appropriate solutions.

Keywords Machine learning · Random forest model · Air pollution · Particulate matter · Petroleum site · Egypt

Introduction

Environmental pollution problems interest is increasing 
recently, with the increase of industrialization, urbaniza-
tion, and other human activities. Air pollution is consid-
ered to occur whenever an excessive quantity of pollutants 
is released into the environment. Thus, air pollution has a 
direct influence on human health due to the exposure to pol-
lutants and particulates (Hvidtfeldt et al. 2018; Pimpin et al. 
2018; Gonzalez et al. 2017).

Ras Gharib area (RG) is one of the important oil produc-
tion Provinces in Egypt, which is located on the Red Sea 

coast about 150 km to the north of Hurghada city. In general, 
the Gulf of Suez area has excellent potential hydrocarbon 
with a sedimentary basin covering about approximately 
19,000  km2. This basin has more than 80 oil fields (Rama-
dan et al. 2012). Further, the existence of several oil fields 
in the area, and thousands of people working inside these 
fields, they are possible could be under air pollution or envi-
ronmental impact. Excessive emissions of air pollutants in 
the RG have obviously been recorded, including particulate 
matter (PM), sulfur dioxide  (SO2), carbon monoxide (CO), 
and nitrogen oxides (NOx). However, many regulations and 
rules are put in the place to monitor and reduce air pollution, 
still, some of them imposed concentrations above the limits. 
Significant controlling factors are potentially impacting the 
air pollutant levels including air temperature, wind direction, 
wind speed, humidity, as well as topography and terrain. 
ML approaches were implemented over the past years to 
help overcome the limitations imposed by data scarcity and 
insufficient spatial distribution of the datasets.
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A machine learning (ML) classifier (Random Forest 
(RF)) was implemented to evaluate and map air pollution. 
RF due to its good controllability, thus it has been applied 
successfully in many fields to assess and solve many issues. 
Therefore, over the past two decades, RF applications 
include lithology identification (Xie et al. 2018), microar-
ray data classification (Diaz and Andrés 2006; Moorthy and 
Mohamad 2011), flood-prone areas identification (Zhao et al. 
2018; Abu El-Magd 2022), soil texture and pH prediction 
(Pahlavan-Rad and Akbarimoghaddam 2018), air quality 
prediction and modeling (Yu et al. 2016; Shamsoddini et al. 
2017; Joharestani et al. 2019; AlThuwaynee et al. 2021). RF 
can blend the concepts of bagging and random feature selec-
tion leading to better performance than other algorithms 
(Archer and Kimes 2008). Furthermore, the advantage of 
RF is its resistance to overtraining and its capability to grow 
huge numbers of random trees without the risk of overfit-
ting (Shahabi and Hashim 2015) in addition to learning fast. 
Thus, RF can automatically handle the missing values or 
input, where it does not require transforming, rescaling, or 
modifying (Kamińska 2018). The implemented model relies 
on field data collection of PM10 during the years 2018–2021 
and initial dependent features including air temperature, nor-
malized difference vegetation index (NDVI), Soil-adjusted 
vegetation (SAVI) index and multiple air pollutants will be 
used to generate the RF prediction model. The resultant 
model performance was evaluated using an assessing metric 
namely, the receiver operating (ROC) curve.

Literature using MLs were employed in different fields 
such as air and water pollution, soil, floods, and landslides 
(Boonphun et al. 2019; Abu El-Magd et al. 2021a, b; Althu-
waynee et al. 2021; Campanile et al. 2021; Abu El-Magd 
2022). Air pollution has become a big concern on the planet, 
and it is also one of the leading causes of death (Doreswamy 
et al. 2020). Several studies applied machine learning for 
air quality mapping and forecasting (Raimondo et al. 2007; 
Muhammad and Yan 2015; Garcia et al. 2016; Yu et al. 
2016; Park et al. 2018). Due to incomplete information or 
dataset, machine learning shows its capabilities to handle 
this issue. Constructing, mapping, and prediction, based on 
the pollution concentration levels of individual pollutants, 
will help to predict air quality hourly in the investigated 
area for air quality monitoring. They may play a key role 
in health alerts when air pollution levels might exceed the 
recommended levels. To the best of our knowledge, no prior 
investigations applied similar machine learning approaches 
in the area of the study for air pollution mapping and pre-
diction. In this context, probability, and classification index 
mapping of PM10 using an air quality station dataset is the 
main concern. Besides, this study investigates the impor-
tance of the different independent variables. However, the 

main objectives of the present study are concluded (1) build 
a prediction model for hourly air quality in the area around 
Ras Gharib. To achieve this, one of the most powerful ML 
approaches was applied, i.e., RF. (2) Furthermore, developed 
a spatial and temporal hazard classes model to determine 
the air quality in such coastal. As per safety precaution, this 
mapping and predictive model may be considered as a basis 
for applying pollution monitoring and control processes.

Study area

Description of the area

The area is characterized by arid conditions, where the rain-
fall is rare with high storm events in a short time. RG area 
(Fig. 1) is characterized topographically by high hills (up 
to 1600 m amsl.) on the west, with a lowland on the coastal 
strip (to the east). The urbanized area and petroleum activi-
ties are located in and around the area. However, the drain-
age runs from the west through the high land to the east on 
the coast.

Geological setting

Geologically RG area that belongs to the Northern Egyp-
tian Eastern Desert (Fig. 1b) comprises a wide range of 
rock units of Neoproterozoic age (Ball 1952; Abdallah 
et  al. 1963; Meshref et  al. 1983; GPC 1985; Stern and 
Hedge 1985; Stern 1994,). The main rock units exposed in 
the investigated RG area are wadi deposits (Qw), Sabkha 
deposits (Qb) (silt, clay, and evaporites), and Quaternary (Q) 
(sand, gravels, and recent coastal deposits). Tertiary deposits 
are represented by Pliocene deposits (Tpl) and a transgres-
sive–regressive sequence of nummulitic limestone (Tm).

Materials and methods

Materials

The dataset of air quality pollution presented in this study 
was measured and collected from 5 stations in the area 
(Fig. 1). All dataset collected contains hourly data of the 
PM10 were collected from the stations. Remote sensing 
(RS) data were extracted from the USGS website (https:// 
earth explo rer. usgs. gov). The remote sensing dataset includes 
thematic layers of bands 2 to 6, SAVI, and land surface tem-
perature (LST). Tables 1, 2 and 3 report a summary of the 
site measured parameter and a detailed variable description 
used in the study.

https://earthexplorer.usgs.gov
https://earthexplorer.usgs.gov
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Methods

Once the raw datasets were available in a manageable for-
mat, data was prepared and pre-processed in Quantum GIS 
(QGIS) for preparing the database for further mapping and 

prediction in the R programming package. Ten independ-
ent variables for air pollution (PM10) were used namely, 
band 2, band 3, band 4, band 5, band 6, LST, SAVI, BU, 
and distance from the roads. The R was used to implement 
the approach RF for air pollution mapping and prediction. 
RF consists of a set number of simple decision trees. RF is 
known as a technique for generating an ensemble (or forest) 
of tree-structured classifiers. It combines and extends the 
capabilities of CART decision trees (Izenman 2008; Nisbet 
et al. 2009; Steinberg and Golovnya 2013). A tree similar to 
CART is built with a bootstrap sampling for random subsets. 

Fig. 1  Location map of the Study site (a) and sample locations (b)

Table 1  Summary statistics of the PM10 measurement in the stations 
(2018–2021)

Values in µgm−3

Fields Hana Hoshia Arta East Arta NWG

Min 13.00 11.00 12.50 8.00 12.00
Max 95.00 103.00 620.00 37 105.00
Mean 41.57 58.96 120.47 27.33 46.40

Table 2  Maximum value of PM10 in the present work

Area Station PM10 (µgm−3)

Gharib Hana 95
Hoshia 103
East Arta 37
Arta Field 620
NWG 105

Table 3  PM10 limits according to US, EPA, (1997) in µgm−3

Category Limits Class

I 0 – 54 Good
II 55 – 154 Moderate
III 155 – 254 Unhealthy for sensitive
IV 255 – 354 Unhealthy
V 355 – 424 Very unhealthy
VI  > 424 Hazard
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The research methodology can be summarized in three steps 
(Fig. 2). 

Results and discussion

Feature importance

After training the RF model, it is necessary to look at which 
variables or features have the most predictive power for the 
model. Thus, variables with high importance percentages are 
drivers of the model outcome. Therefore, these drivers vari-
able values have a significant impact on the outcome model 
values. Understanding and calculating the importance of the 
variables can help in choosing the relevant features for the 
model. Meanwhile, the processing time is strongly affected 
by the number of the variables (AlThuwaynee et al. 2021). 
The selected variables for the model were employed with a 
different number of variables (10 variables). Figure 3 reflects 
the importance of the variables during different variables. A 
significant difference in variable importance was observed 
between air quality classes (good, moderate, unhealthy sen-
sitive, and hazard classes. In the current model from the 10 
input variables, distance from the road and LST followed by 
SAVI are the most important variables for the model. This 
no change in importance contributed to the removal of band 
4 which has no impact on the model importance. 

Independent variables

LST: Generally, the incoming solar radiation and energy 
interact with the ground surface and heat the ground. There-
fore, the LST measures the thermal radiance emission from 
the land surface. LST depicts the average yearly land surface 
temperature (Fig. 4) in degrees Celsius as measured using 
the spectroradiometer imaging (Land sat 8). LST in the area 
ranges between 27.68 and 46.44 °C, the most obvious LST 
pattern that the map show is the land surface temperature in 
the study site is relatively moderate to high. Mathematically, 
LST can be calculated from the following equation (Eq. 1);

where LST donates land surface temperature, BT donates 
brightness temperature and � donates emissivity. 

Landsat bands: Landsat (8) Operational Land Imager 
(OLI) and Thermal Infrared Sensor (TIRS) images consist 
of 9 spectral bands with 30 m resolution for Bands 1 to 7 and 
9. Five bands of Land sat (8) were acquired freely for 5 years 
(http: //earthexplorer.usgs.gov) including (B2, B3, B4, B5, 
and B6). In the R environment bands were corrected and 
calibrated to be used later on in the estimation of the indices.

SAVI: in the areas where the vegetation cover is low, 
the SAVI is used to correct the influence of soil brightness 
in the normalized difference vegetation index, (NDVI). In 

(1)LST =

⎛
⎜⎜⎜⎝

BT

1 +

�
0.00115 ∗

BT

1.4388

�
∗ Ln(�)

⎞⎟⎟⎟⎠

Fig. 2  Flow chart of the applied 
methods in the present work
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Fig. 3  Variable importance for applied features; a good, b moderate, and c hazard
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Fig. 4  Controlling factors of air pollution mapping; mean LST (a), mean band 2 (b), mean band 3 (c), and mean band 4 (d), Mean band 5 (e), 
mean band 6 (f), mean SAVI (g), and mean BU (h), Mean NDVI (I), distance from roads (j), and distance from stations (k)
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Fig. 4  (continued)
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Fig. 4  (continued)
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this area, the SAVI values range between − 0.77 and 0.69. 
SAVI can be calculated mathematically, from the following 
equation (Eq. 2).

L donates the soil brightness correction factor and the 
accommodate value of L is 0.5 for most land cover types.

BU index: According to Warren et al. (2018) BU index 
(Eq. 3) is a result of subtraction of the NDVI (Eq. 5) from an 
NDB index (Eq. 4). Where NDB index refers to the normal-
ized difference built-up index and can be calculated from 
equation (Eq. 5) (Zha et al. 2003). The Built-up index ranges 
in the area from -0.66 to 0.51, and the map shows a moderate 
to high distribution pattern in the area (Fig. 4).

Distance from the roads: The primary roads network 
in the areas was extracted from the open street map (www. 
opens treet map. org). The extracted vector layers of the roads 
network were processed using ArcMap to create a thematic 
layer of distance from the roads network (Fig. 4). Euclidean 
distance tool in ArcMap is used to compute the distance 
from the station that evolves the air pollutants and measur-
ing points (Fig. 4).

NDVI: can be calculated according to (Eq. 5) it refers to 
normalized difference vegetation index and its values always 
ranges from  − 1 to + 1. Thus, the value of + 1 indicates a 
high possibility of dense vegetation, while the values of 
NDVI close to Zero mostly refers to urbanization. Where, 
the green vegetation reflects more near-infrared (NIR) and 
green light from the other wavelengths. The mean NDVI 
value of the study site ranges from −0.25 to + 0.30 reflecting 
absence of dense vegetation.

(2)SAVI =
(NIR − R)

(NIR + R + L)
× (1 + L)

(3)BU = NDVI − NDB

(4)NDB =
SWIR − NIR

SWIR + NIR

(5)NDVI =
NIR − Red

NIR + Red

Parameters optimization

Machine learning techniques are usually used for param-
eter optimization to improve the prediction model accuracy. 
The present study grid search method was applied for tuning 
parameters or input variables. The grid search approach is 
a classifier that can accurately predict the unlabeled data-
set (Ataei, and Osanloo 2004). One of the key important 
advantages of RF is that includes a multitude of decision 
trees during the training time, that avoid overfitting with 
a single decision tree (Breiman 2001; Sahin et al. 2020). 
AlThuwaynee et al. (2021) concluded that the model tun-
ing in RF, uses the parameters mtry, maxnodes, ntree, and 
nodesize. The optimal parameter for the best classifier is 
the number of trees which was in the present work is 300 
that achieves the highest accuracy. Experimental hyperpa-
rameter results on the PM10 dataset show that the high-
est accuracy obtained with the Random Forest approach is 
(0.9829) which is higher than the accuracy (0.9655) of the 
prediction model without parameter tuning. Furthermore, 
the computational time within the modeling required to find 
good parameters using the grid-search method is not much.

Air pollution prediction

Five stations in the study site (North Ras Gharib area) 
were used to collect the PM10 data for 4  years period 
(2018–2021). The collected spatial dataset was prepared, 
stacked, and then normalized to be classified into a model 
training dataset and testing dataset. Then the seed value has 
to be assigned to ensure similar random distributions in each 
loop of the algorithm process to avoid optimization failure 
(AlThuwaynee et al. 2021). The East Arta station was clas-
sified as a good class, where the average measurements of 
PM10 during the study period were within the limits of clear 
and good air (EPA 1997) (Table 2). Three stations (Hana 
field, Hoshia field, and Northwest Gharib field) were clas-
sified as a moderate class, where the PM10 measurement 
values were within the moderate air quality limits (EPA 
1997). In contrast, one station was classified as hazard class 
(Arta field), where the highest measured value was above 
the value of 424 µgm−3 recommended by EPA (1997). The 
RF model was developed with 10 variables and three PM10 
index classes including good, moderate and hazard classes 
(Fig. 5). Eventually, the landsat 8 spectral bands 2, 3, 4, 5, 

http://www.openstreetmap.org
http://www.openstreetmap.org


6112 International Journal of Environmental Science and Technology (2023) 20:6103–6116

1 3

Fig. 5  Prediction models for different air quality classes; good class prediction (a), moderate class prediction (b), hazard class prediction, and 
random forest prediction model (d)
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and 6 showed variable sensitivity to all PM10 classifications 
without any observed significant prediction capacity. Even-
tually, the landsat 8 spectral bands 2, 3, 4, 5, and 6 showed 
various response sensitivity patterns to all classifications of 
PM10 without any observed significant prediction capacity. 

Spectral bands 2 and 5 show less response to the model, 
while band 6 has a high response to most of the predictive 
classes. Moreover, the distance from the roads thematic layer 
and land surface temperature (LTS) tends to show higher 
sensitivity to the prediction model. Of the three predictive 
modeling classes, the low values are located in the western 
part of all classes (Fig. 5). Also, this indicates that predic-
tion model performance over different regions is similar. 

Land cover indices (SAVI, BU) show different response 
patterns to the prediction subclasses. However, SAVI indi-
cates less response for the sub-classes among the land cove 
indices. Distance from the stations (inside the petroleum 
activities) has a clear relationship with the PM10 intensity. 
The predictive model results of the PM10 classes show the 
majority of the area of hazard class (Table 3). The predic-
tive model indicates that the Arta station PM10 value highly 
impacts the area. The modeling hyperparameter optimiza-
tion slightly enhances the results, increasing the model accu-
racy. However, the final prediction results match the meas-
urement expectation since the uncertainty increases could 
be increased with the longer period due to the necessity of 
accurate classification of land cover land use of industriali-
zation and other independent variables.

ML model validation

According to Erzin and Cetin (2013), the best fit of the 
model can be considered based on the higher accuracy of 
AUC of ROC values. However, AlThuwaynee et al. (2021) 
stated that the good performance on seen data doesn’t neces-
sarily suggest good performance on the unseen data. ROC 
approach was used by many researchers to evaluate the 
air quality pollution modes performance (Djalalova et al. 
2010; Tamas et al. 2016; Zhang et al. 2017). Thus, the ROC 
considered the main accuracy measure in most literature. 
Accordingly, the ROC used to evaluate model performance 
(Fig. 6) achieved 98.29 AUC for the periods of 4-year period 
of data measurements. Table 4 summarizes the results of 
the model performance and accuracy. Nonetheless, the per-
formance of Kappa was very reasonable comparing to the 
model accuracy. The standard deviation of different model 
accuracies was 0.006 (Table 4).

Fig. 6  Validation model of the dataset

Table 4  Summary of the 
prediction sub-classes 
percentage in RG area

Class Area  (Km2) %

Good 85 5%
Moderate 436 27%
Hazard 1095 68%

Table 5  Accuracy and Kappa details of the predicted model

ML model Accuracy details Accuracy SD

Accuracy Kappa

RF 98.29 96.55 0.0066
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Monitoring program and future research

The lack of a comprehensive plan for monitoring with ignor-
ing the environmental sustainability in the area, makes air 
pollution issues exacerbated. Extreme pollution was released 
from some stations in the present study. Air pollution moni-
toring can be achieved by creating general awareness about 
the impacts of air pollution and how it affects human well-
being. This required that the information on air quality 
pollution be formed at all levels and is not compromised 
for pollution control. However, the current capabilities in 
air pollution monitoring need to be enhanced through the 
history recording of the dataset. Promoting the integration 
of the forecasting approach with real data can effectively 
improve risk management. Furthermore, low-cost sensors 
for air quality monitoring will be greatly increased the qual-
ity of the collected data, in order to improve the aggregation 
of data and management (Table 5).

Various fields of study related to or influenced air quality 
pollution need to be covered. Such significant future research 
in the area demands include air quality on the ecosystem in 
the area, incorporating with examinations and effects of dif-
ferent pollutants. Finally, any relevant health risks associated 
with air quality pollution should be communicated rather 
than communicated the measured pollution concentrations.

Conclusion

In the present work, RF algorithm was applied to assess and 
identify the distribution of PM10 in the North Ras Gharib 
area, Egypt, and the surrounding area. Such algorithms have 
the capabilities to visualize and optimize time-series data. 
The authors evaluate the relationship between PM10 with 
spectral bands of Landsat 8 OLI and land use indices. To 
achieve the aim of the present study time series data for 
the period between 2018 and 2021 were used. The PM10 
dataset was collected from five measurement stations within 
the study site. Ten variables were applied in the predicted 
model including bands 2, 3, 4, 5, 6 and LST, SAVI, BU, 
distance from station, and distance from the roads. Results 
from the RF model indicated that most of the study site is of 
hazard or very high susceptibility for PM10. The prediction 

susceptibility is affected by the distance from the roads and 
land surface temperature. Further, the high PM10 concen-
tration of Arta field has the have a major impact on the air 
quality pollution (PM10) for the distribution map on the 
area. However, band 4 and band 5 of Landsat imaginary 
were found to have little effect on the PM10 distribution 
model. The largest sources of PM10 in the area occurred 
in distant areas with large petroleum activities and produc-
tion. Despite limited numbers of measuring stations for the 
PM10, high accuracy was achieved. The predicted model 
could be improved by increasing the data collection points 
in the area and considering wind speed and direction.
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