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Abstract
The survival of mankind cannot be imagined without air. Consistent developments in almost all realms of modern human 
society affected the health of the air adversely. Daily industrial, transport, and domestic activities are stirring hazardous pol-
lutants in our environment. Monitoring and predicting air quality have become essentially important in this era, especially 
in developing countries like India. In contrast to the traditional methods, the prediction technologies based on machine 
learning techniques are proved to be the most efficient tools to study such modern hazards. The present work investigates 
six years of air pollution data from 23 Indian cities for air quality analysis and prediction. The dataset is well preprocessed 
and key features are selected through the correlation analysis. An exploratory data analysis is exercised to develop insights 
into various hidden patterns in the dataset and pollutants directly affecting the air quality index are identified. A significant 
fall in almost all pollutants is observed in the pandemic year, 2020. The data imbalance problem is solved with a resampling 
technique and five machine learning models are employed to predict air quality. The results of these models are compared 
with the standard metrics. The Gaussian Naive Bayes model achieves the highest accuracy while the Support Vector Machine 
model exhibits the lowest accuracy. The performances of these models are evaluated and compared through established 
performance parameters. The XGBoost model performed the best among the other models and gets the highest linearity 
between the predicted and actual data.

Keywords  Air quality index · Machine learning · Indian air quality data · Correlation-based feature selection · Exploratory 
data analysis · Box plot · Synthetic minority oversampling technique
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Introduction

Energy consumption and its consequences are inevitable in 
modern age human activities. The anthropogenic sources of 
air pollution include emissions from industrial plants; auto-
mobiles; planes; burning of straw, coal, and kerosene; aero-
sol cans, etc. Various dangerous pollutants like CO, CO2, 
Particulate Matter (PM), NO2, SO2, O3, NH3, Pb, etc. are 
being released into our environment every day. Chemicals 
and particles constituting air pollution affect the health of 

humans, animals, and even plants. Air pollution can cause a 
multitude of serious diseases in humans, from bronchitis to 
heart disease, from pneumonia to lung cancer, etc. Poor air 
conditions lead to other contemporary environmental issues 
like global warming, acid rain, reduced visibility, smog, aer-
osol formation, climate change, and premature deaths. Sci-
entists have realized that air pollution bears the potential to 
affect historical monuments adversely (Rogers 2019). Vehi-
cle emissions, atmospheric releases of power plants and fac-
tories, agriculture exhausts, etc. are responsible for increased 
greenhouse gases. The greenhouse gases adversely affect 
climate conditions and consequently, the growth of plants 
(Fahad et al. 2021a). Emissions of inorganic carbons and 
greenhouse gases also affect plant-soil interactions (Fahad 
et al. 2021b). Climatic fluctuations not only affect humans 
and animals but agricultural factors and productivity are also 
greatly influenced (Sönmez et al. 2021). Economic losses are 
the allied consequences too. The Air Quality Index (AQI), an 
assessment parameter is related to public health directly. A 
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higher level of AQI indicates more dangerous exposure for 
the human population. Therefore, the urge to predict the AQI 
in advance motivated the scientists to monitor and model 
air quality. Monitoring and predicting AQI, especially in 
urban areas has become a vital and challenging task with 
increasing motor and industrial developments. Mostly, 
the air quality-based studies and research works target the 
developing countries, although the concentration of the most 
deadly pollutant like PM2.5 is found to be in multiple folds in 
developing countries (Rybarczyk and Zalakeviciute 2021). 
A few researchers endeavored to undertake the study of air 
quality prediction for Indian cities. After going through the 
available literature, a strong need had been felt to fill this 
gap by attempting analysis and prediction of AQI for India.

Various models have been exercised in the literature to 
predict AQI, like statistical, deterministic, physical, and 
Machine Learning (ML) models. The traditional techniques 
based on probability, and statistics are very complex and 
less efficient. The ML-based AQI prediction models have 
been proved to be more reliable and consistent. Advanced 
technologies and sensors made data collection easy and pre-
cise. The accurate and reliable predictions through such huge 
environmental data require rigorous analysis which only 
ML algorithms can deal with efficiently. Al-Jamimi et al. 
(2018) thoroughly discussed the importance of supervised 
ML algorithms for applied environment protection issues. 
The present work investigates six years of air pollution data 
of the Indian cities and analyzes twelve air pollutants and 
AQI. The dataset is preprocessed and cleaned first, then 
methods of data visualization are applied to develop better 
insights and to investigate hidden patterns and trends. This 
work exploits the essence of correlation coefficient with ML 
models which has been exercised by very few scholars in 
the literature (Alade et al. 2019a). The data imbalance is 
identified and addressed with a resampling technique. Five 
popular ML models are exercised in context with this resa-
mpling technique. Their performances are then compared 
through standard metrics. These metrics are utilized by 
many scholars of the realm (see Table 1) and some other 
authors of ML applications like Ayturan et al. (2020), Alade 
et al. (2019b), Al-Jamimi et al (2019), and Al-Jamimi and 
Saleh (2019), etc.

Section 2 presents the literature survey with a compara-
tive analysis of the literary works in the realm of air quality 
prediction with ML. Section 3 describes the dataset being 
studied, preprocessing, and feature selection techniques 
applied. Section 4 deals with observing hidden patterns in 
the dataset through data visualisation. Section 5 is dedicated 
to the experimental design, analysis of seasonal trends, 
empirical results, and discussions. The final section con-
cludes the present work.

Date: 17 February 2022.

Place: Qadian, Punjab and Pithoragarh, Uttarakhand, 
India.

A brief literature review

Gopalakrishnan (2021) combined Google’s Street view data 
and ML to predict air quality at different places in Oakland 
city, California. He targeted the places where the data were 
unavailable. The author developed a web application to pre-
dict air quality for any location in the city neighborhoods. 
Sanjeev (2021) studied a dataset that included the concen-
tration of pollutants and meteorological factors. The author 
analyzed and predicted the air quality and claimed that the 
Random Forest (RF) classifier performed the best as it is less 
prone to over-fitting.

Castelli et al. (2020) endeavored to forecast air quality 
in California in terms of pollutants and particulate levels 
through the Support Vector Regression (SVR) ML algorithm. 
The authors claimed to develop a novel method to model 
hourly atmospheric pollution. Doreswamy et  al. (2020) 
investigated ML predictive models for forecasting PM con-
centration in the air. The authors studied six years of air 
quality monitoring data in Taiwan and applied existing mod-
els. They claimed that predicted values and actual values 
were very close to each other. Liang et al. (2020) studied 
the performances of six ML classifiers to predict the AQI 
of Taiwan based on 11 years of data. The authors reported 
that Adaptive Boosting (AdaBoost) and Stacking Ensemble 
are most suitable for air quality prediction but the forecast-
ing performance varies over different geographical regions. 
Madan et  al. (2020) compared twenty different literary 
works over pollutants studied, ML algorithms applied, and 
their respective performances. The authors found that many 
works incorporated meteorological data such as humidity, 
wind speed, and temperature to predict pollution levels more 
accurately. They found that the Neural Network (NN) and 
boosting models outperformed the other eminent ML algo-
rithms. Madhuri et al. (2020) mentioned that wind speed, 
wind direction, humidity, and temperature played a signifi-
cant role in the concentration of air pollutants. The authors 
employed supervised ML techniques to predict the AQI and 
found that the RF algorithm exhibited the least classifica-
tion errors. Monisri et al. (2020) collected air pollution data 
from various sources and endeavored to develop a mixed 
model for predicting air quality. The authors claimed that the 
proposed model aims to help people in small towns to ana-
lyze and predict air quality. Nahar et al. (2020) developed a 
model to predict AQI based on ML classifiers. Their authors 
studied the data collected over the tenure of 28 months by 
the ministry of environment, Jordan, and identified the con-
centrations of pollutants. Their proposed model detected 
the most contaminated areas with satisfying accuracy. Patil 
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et al. (2020) presented some literary works on various ML 
techniques for AQI modeling and forecasting. The authors 
found that Artificial Neural Network (ANN), Linear Regres-
sion (LR), and Logistic Regression (LogR) models were 
exploited by most of the scholars for AQI prediction.

Bhalgat et al. (2019) applied the ML technique to predict 
the concentration of SO2 in the environment of Maharash-
tra, India. The authors concluded that being highly polluted, 
some cities of this Indian province require grave attention. 
The authors mentioned that their model was not capable of 
exhibiting expected outputs. Mahalingam et al. (2019) devel-
oped a model to predict the AQI of smart cities and tested it 
in Delhi, India. The authors reported that the medium Gauss-
ian Support Vector Machine (SVM) exhibited maximum 
accuracy. The authors claim that their model can be used 
in other smart cities too. Soundari et al. (2019) developed a 
model based on NNs to predict the AQI of India. The authors 
claimed that their proposed model could predict the AQI of 
the whole county, of any province, or of any geographical 
region when the past data on concentration of pollutants 
were available.

Sweileh et al. (2018) came up with a very interesting 
study about the analysis of global peer-reviewed litera-
ture about air pollution and respiratory health. The authors 
extracted 3635 documents from the Scopus database pub-
lished between 1990 and 2017. They observed that there was 
a substantial increase in publications from 2007 to 2017. 
The authors reported active countries, institutions, journals, 
authors, international collaborations in the realm and con-
cluded that research works on air pollution and respiratory 
health had been receiving a lot of attention. They suggested 
securing public opinions about mitigation of outdoor air 
pollution and investment in green technologies. Zhu et al. 
(2018) refined the problem of AQI prediction as a multi-task 
learning problem. The authors utilized large-scale optimi-
zation techniques and endeavored to reduce the number of 
parameters. Based on their empirical results, they claimed 
that the proposed model exhibited better results than existing 
regression models.

Bellinger et al. (2017) carried out a detailed literature 
analysis on the application of ML and data mining meth-
ods toward air pollution epidemiology. The authors found 
that the researchers from Europe, China, and the USA were 
very active in this realm and the following classifiers had 
been widely applied: Decision Tree (DT), SVMs, K-means 
clustering, and the APRIORI algorithm. Rybarczyk and 
Zalakeviciute (2017) endeavored to develop a model that 
correlated traffic density with air pollution. The author men-
tioned that such traffic data collection was economical, and 
integrating it with meteorological features boosted accuracy. 
The authors found that the hybrid model performed the best 
and accuracy based on morning time data was the highest.

Table 1 shown below presents a concise and comparative 
analysis of the literary works in the realm of AQI prediction.

It has been observed that research works in air quality 
analysis and prediction for Indian cities acquired lesser 
attention from scholars. In spite of the fact that out of the 
ten most polluted cities in the world, nine cities are Indian 
(Deshpande 2021), very few researchers investigated AQI 
prediction from the Indian perspective. The present work 
endeavors to fill this gap by studying 5 years of substantial 
air pollution data from twenty-three Indian cities. The cur-
rent study is an earnest attempt to contribute to the literature 
with novel ideas of data visualizations, exploiting correla-
tion coefficient-based statistical outliers for analytics, and 
comparison of five key ML models over standard perfor-
mance metrics.

Material and methods

Some Indian cities fall in the array of the most polluted cities 
in the world, and the threat of air pollution is being raised 
day by day. Poor air quality in India is now considered a 
significant health challenge and a major obstacle to eco-
nomic growth. According to a new study released jointly by 
a UK-based non-profit management firm, Dalberg Advisors 
and Industrial Development Corporation, air pollution in 
India caused annual losses of up to Rs 7 lakh crore ($95 bil-
lion) (Dalberg 2019). The main pollutant emissions in India 
are due to the energy production industry, vehicle traffic on 
roads, soil and road dust, waste incineration, power plants, 
open waste burning, etc. The present research investigates air 
pollution data extracted from the Central Pollution Control 
Board (CPCB), India.1 This dataset possesses observations 
from January 2015 to July 2020 and it is comprised of 12 
features with 29,531 instances from 23 different Indian cit-
ies. Table 2 presented below provides brief descriptive sta-
tistics of the pollutants/particles and AQI from this dataset.

Analysis of some major air pollutants such as PM2.5, 
PM10, NO2, CO, SO2, O3, etc. and prediction of AQI are 
the essence of the current work. The methodological steps 
of the adopted process are presented in the following figure 
(Fig. 1).

Data preprocessing

Quality of data is the first and most important prerequisite 
for effective visualization and creation of efficient ML mod-
els. The preprocessing steps help in reducing the noise pre-
sent in the data which eventually increases the processing 

1  The dataset can be downloaded from: https://​app.​cpcbc​cr.​com/​
ccr/#/​caaqm-​dashb​oard-​all/​caaqm-​landi​ng/​data.

https://app.cpcbccr.com/ccr/#/caaqm-dashboard-all/caaqm-landing/data
https://app.cpcbccr.com/ccr/#/caaqm-dashboard-all/caaqm-landing/data
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speed and generalization capability of ML algorithms. Out-
liers and missing data are the two most common errors in 
data extraction and monitoring applications. The data pre-
processing step performs various operations on data such as 
filling out not-a-number (NAN) data, removing or changing 
outlier data, etc. Figure 2 shown below presents a view of 
the missing values in each feature of the dataset. Observe 
that among all other features, Xylene has the most missing 
values and CO has the least missing values. A large number 
of missing values may be existing due to a variety of factors, 
such as a station that can sense data but does not possess a 
device to record it.

All the missing values are filled with the median val-
ues against each feature to solve the missing data problem. 
Next, a normalisation process has been applied to standard-
ize the data, ensuring that the significance of variables is 
unaffected by their ranges or units. The data normalisation 
process helps to bring different data attributes into a simi-
lar scale of measurement. This process plays a vital role in 
the stable training of ML models and boosts performance. 
The datatypes of all the variables are also examined during 
normalisation. For example, the dataset is collected from 
different monitoring stations which deal with different repre-
sentations of dates. Thus, the date ‘Monday, May 17, 2021’ 

Table 2   Statistics of various pollutants and AQI in the CPCB dataset

Pollutants →  PM2.5 PM10 NO NO2 NOX NH3 CO SO2 O3 Benzene Toluene
Statistics ↓

Count 24,933 18,391 25,949 25,946 25,346 19,203 27,472 25,677 25,509 23,908 21,490
Mean 67.450 118.127 17.574 28.560 32.309 23.483 2.248 14.531 34.491 3.280 8.700
Std 64.661 90.605 22.785 24.474 31.646 25.684 6.962 18.133 21.694 15.811 19.969
Min 0.040 0.010 0.020 0.010 0.078 0.010 0.253 0.010 0.010 0.063 0.238
25% 28.820 56.255 5.630 11.750 12.820 8.580 0.510 5.670 18.860 0.120 0.600
50% 48.570 95.680 9.890 21.690 23.520 15.850 0.890 9.160 30.840 1.070 2.970
75% 80.590 149.745 19.950 37.620 40.127 30.020 1.450 15.220 45.570 3.080 9.150
Max 949.990 1000.102 390.680 362.210 467.630 352.890 175.818 193.860 257.730 455.03 454.85

Pollutants →  Xylene AQI
Statistics ↓

Count 11,422 24,850
Mean 3.070 166.463
Std 6.323 140.696
Min 0.134 13.000
25% 0.140 81.000
50% 0.980 118.00
75% 3.350 208.00
Max 170.370 2049.00

Fig. 1   Flowchart of the proposed model
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may be represented as ‘17/5/2021’ or as ‘17–05-2021’ etc. 
Such date feature has been normalised through the datetime 
Python library.

Feature selection

The CPCB dataset under study involves a specific param-
eter viz, AQI and government agencies use this parameter 
to alert people about the quality of the air and also practice 
forecasting it. According to the National Ambient Air Qual-
ity Standards, there are six AQI categories: good (0–50), 
satisfactory (51–100), moderate (101–200), poor (201–300), 
very poor (301–400), and severe (401–500). Scholars in the 
realm suggest that reducing input variables lowers the com-
putational cost of modeling and enhances prediction per-
formance. A correlation-based feature selection method has 
been exploited in the present work to determine the optimal 
number of input variables (pollutants) when developing a 
predictive model. Statistical correlation-based feature selec-
tion algorithms compute correlations between every pair of 
the input variable and the target variable. The variables pos-
sessing the strongest correlation with the target variable are 
then filtered for further study. Since many ML algorithms 
are sensitive to outliers, any feature in the input dataset 
which does not follow the general trend of that data must be 
found. For the present dataset, a correlation-based statisti-
cal outliers detection method has been applied to identify 
the outliers. To select significant features, the correlation 
analysis of the AQI feature has been exercised with features 
of other pollutants. Figure 3, shown below clearly reveals 
that pollutants PM10, PM2.5, CO, NO2, SO2, NOX, and NO 
are generally responsible for the AQI to attain higher values. 

These pollutants are correlated with AQI based on the cor-
relation values above the threshold of 0.4.

Table 3 given below shows the exact correlation values 
of each pollutant of the dataset with AQI.

Many ML models function better when data have a 
normal distribution and underperform when data have a 
skewed distribution. Therefore, it is necessary to identify 
the skewness being present in the features and to perform 

Fig. 2   Missing values of the features and their percentages

Fig. 3   Correlation heatmap of AQI with other pollutants (Threshold: 
0.4)

Table 3   Correlation between AQI and pollutants

S. No Features Correlation 
value

S. No Features Correlation 
value

1 PM10 0.80331 7 NO 0.452191
2 CO 0.68334 8 Toluene 0.279992
3 PM2.5 0.65918 9 NH3 0.252019
4 NO2 0.53707 10 O3 0.198991
5 SO2 0.52586 11 Xylene 0.165532
6 NOx 0.486450 12 Benzene 0.044407

Fig. 4   Skewness present in dataset features
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some transformations and mappings which convert the 
skewed distribution into a normal distribution. Figure 4, 
given below shows that the features of Benzene, Toluene, 
CO, and Xylene are highly skewed. To make these skewed 
features more normal, the logarithmic transformations have 
been used to reduce the impact of outliers by normalising 
magnitude differences.

Exploratory data analysis

This section of the present study deals with data explora-
tion and analysis for finding various hidden patterns present 
in the dataset. Exploratory data analysis is the first step in 
data analytics which is performed before applying any ML 
model. Under this, the following important things are being 
analyzed: (a) exploring statuses and trends of air pollutants 
over the past six years i.e. from 2015 to 2020; (b) exploring 
the distribution of pollutants in the air along with top-six 
polluted cities with their average AQI values; and (c) esti-
mating top four pollutants which are directly involved in 
increasing the AQI values.

Exploring the trends of air pollutants over the last 
six years

India has become one of the few countries having the most 
severe air pollution resulting from rapid industrialization and 
booming urbanization over the last several years. Air pollu-
tion is among grave public health and environmental issues, 
and the Health Effects Institute (HEI) ranks it among the top 
five global risk factors for mortality (IHME 2019). Accord-
ing to the HEI research, the emission of PM was the third 
leading cause of death in 2017, and this rate was highest in 
India. Based on the emissions of PM2.5 and other pollutants, 
the World Health Organization (WHO) ranked India as the 
fifth most polluted country (Gurjar, 2021). The trends of var-
ious pollutants from 2015 to 2020 are observed and shown 
in the figure below (Fig. 5). Observe that except for O3 and 
Benzene, all other pollutants exhibited a significant fall in 
2020. The year 2020 witnessed the most strict lockdown in 
the history of mankind and ceased industrial, automobile, 
and aviation activities in India and the world served as some 
ambrosia for the ailing environment and air.

Figure 6 shown below depicts the average AQI values 
over the aforementioned tenure for the six most polluted 
cities in India.

Pollutants that are directly involved in increasing 
AQI values

The correlation values between different pollutants and 
AQI have been exercised and the pollutants for which this 

correlation value is greater than the threshold of 0.5, i.e. the 
correlation is strongly positive have been identified. Figure 7 
shown below depicts the concentration of four such pollut-
ants in various cities in India.

Results and discussion

This section deals with the experimental design and empiri-
cal analysis for predicting AQI values through the pollutants 
present in the air. The air pollution dataset is split into train-
ing (75%) and testing (25%) subsets before evaluating ML 
models. The Google Colab Pro cloud platform with Intel(R) 
Xeon(R) CPU @ 2.30  GHz, Tesla P100-PCIE-16  GB, 
12.8 GB RAM, and 180 GB of disc space has been utilized 
for executing Python scripts. The Python libraries like Scikit-
learn, NumPy, Pandas, Seaborn, etc. are exploited for vari-
ous data processing tasks. Next, the dataset is explored with 
the motive to find the overall value of the AQI with respect 
to those pollutants which have a significant role in raising 
the AQI value. In Fig. 8 shown below, a timeline graph of 
AQI is depicted over some particular pollutants which are 
directly responsible for higher values of AQI. From Fig. 8, it 
is clear that each pollutant grows and drops year after year, 
and their values do not remain constant every year. PM2.5 
and PM10 have seasonal effects, with higher pollution levels 
in the winter than in the summer. After 2018, the level of 
SO2 began to rise, but the level of O3 stayed unchanged from 
2018 to 2020. The same trend can be seen in BTX2 levels as 
well. Except for CO, practically every pollutant has exhib-
ited seasonal variations.

To examine the seasonality of the data thoroughly, Box 
plot visualizations are employed. Box plots categorise data 
into different periods by grouping the entire information 
in years and months. Figure 9 presents the Box plots of 
various pollutants over time, both annually and monthly. 
Notice that pollution levels in India decrease between June 
and August. It may be the consequence of the inception of 
the Monsoon in the Indian subcontinent during this tenure. 
BTX levels exhibit a significant drop between March and 
April, a modest rise from May to September, and a sharp 
surge from October to December. The median values for 
2020 are lower than those for previous years, indicating that 
pollution may have decreased substantially in 2020. Strict 
lockdown ceased human and industrial activities in India 
during the COVID-19 pandemic are the obvious reasons for 
this observed phenomenon.

Next, the detailed development of ML-based AQI 
prediction models is discussed. Finally, the performance 
of the AQI forecasting models is evaluated. The target 

2  BTX is the combined name given to Benzene, Toluene, and Xylene.
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attribute, AQI_Bucket has some missing values which 
result in the unequal splitting of the classes. Many ML 
models ignore this imbalanced datasets problem which 

may lead to poor classification and prediction perfor-
mances. To overcome this data imbalance problem, the 
SMOTE (Synthetic Minority Oversampling Technique) 

Fig. 5   Intensities of various pollutants from 2015 to 2020
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has been applied. In this technique, the algorithm syn-
thesizes new elements for minority classes rather than 
creating copies of already existing elements. It functions 
by randomly choosing a point from the minority class 
and computing the k-nearest neighbor distances for the 

selected point. The newly created synthetic points are 
added between the chosen point and its neighbors. To 
implement SMOTE for class imbalance, we have used 
an imbalanced-learn Python library in the SMOTE 
class. Now, five popular ML models, KNN, Gaussian 

Fig. 6   The six most polluted Indian cities with their average AQI values from 2015 to 2020
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Naive Bayes (GNB), SVM, RF, and XGBoost have been 
employed to predict the AQI level with SMOTE and with-
out SMOTE resampling technique. Table 4 shown below 
presents the results of used ML models in terms of accu-
racy, precision, recall, and F1-score during the training 
phase. Precision tells the fraction of relevant instances 
present in the retrieved instances, while recall is the frac-
tion of relevant instances that have been retrieved. Accu-
racy is the ratio of the correctly labeled attributes to the 

whole pool of variables. F1-score is a weighted average 
of precision and recall. Note that the XGBoost model 
achieved the highest accuracy, while the SVM model 
exhibited the lowest accuracy.

The performances of the ML models for the training 
set are evaluated against the standard performance param-
eters, viz MAE, RMSE, Root Mean Squared Logarithmic 
Error (RMSLE), and coefficient of determination, i.e. R2 
(Table 5). These performance measures have been exploited 

Fig. 7   Pollutants governing AQI directly



5344	 International Journal of Environmental Science and Technology (2023) 20:5333–5348

1 3

Fig. 8   Timeline graph of AQI with respect to specific pollutants
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Fig. 9   Variation analysis of pollutants through Box plots 

Table 4   Comparison of model results in the training set

Model Accuracy Precision Recall F1-score Training time 
(in seconds)

KNN 89 94 90 96 0.104
GNB 85 91 94 88 0.110
SVM 81 90 93 88 0.258
RF 88 93 88 92 0.102
XGBoost 91 95 95 91 0.532

Table 5   Results of ML 
algorithms for AQI Prediction 
with and without SMOTE 
(training set)

Models Without SMOTE With SMOTE

MAE RMSE RMSLE R2 MAE RMSE RMSLE R2

KNN 0.627 3.834 0.153 0.913 0.023 1.003 0.063 0.864
GNB 0.622 2.454 0.164 0.856 0.027 1.212 0.045 0.801
SVM 0.537 2.238 0.078 0.820 0.026 1.003 0.043 0.772
RF 0.331 1.973 0.082 0.643 0.022 0.863 0.023 0.583
XGBoost 0.298 1.465 0.045 0.612 0.012 0.963 0.062 0.545

Table 6   Comparison of model results in the testing set

Model Accuracy Precision Recall F1-Score Prediction time 
(in seconds)

KNN 85 92 85 94 0.018
GNB 83 88 89 92 0.016
SVM 78 91 90 83 0.027
RF 86 92 91 90 0.023
XGBoost 90 96 95 91 0.041
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extensively in the literature. Table 5 given below provides 
error statistics of the ML models applied with and with-
out SMOTE resampling technique on the training set. The 
XGBoost model outperformed other models in terms of error 
statistics when exercised without the SMOTE technique. 
On the other hand, the RF model performed relatively good 
among others in terms of error statistics when exercised 
with the SMOTE technique. The XGBoost model performed 
equally good in this area in terms of MAE and RMSLE. 
These observations are marked bold in Table 5.

Table 6 shown below presents the results of employed 
ML models obtained during the testing phase. It is evident 
from Table 6 that the XGBoost model surpassed the other 
models again, whereas the SVM model attained the lowest 
accuracy in the testing phase too.

The performances of the ML models for the testing set 
are evaluated against the standard performance parameters 
as above (Table 7).

The above table summarizes the performances of vari-
ous ML models applied with and without SMOTE resam-
pling technique on the testing set. It is observed that all 
ML models exhibited improvement in almost all assess-
ment metrics when applied with SMOTE resampling tech-
nique. The GNB model attained the best values of R2 in 
both cases. The XGBoost model performed the best in 
terms of error statistics and attained the most optimum 
values in both experimental genres. These observations 
are marked bold in Table 7.

Conclusion

Prediction of air quality is a challenging task because of 
the dynamic environment, unpredictability, and variability 
in space and time of pollutants. The grave consequences 
of air pollution on humans, animals, plants, monuments, 
climate, and environment call for consistent air quality 

monitoring and analysis, especially in developing coun-
tries. However, lesser attention for researchers has been 
observed for AQI prediction for India. In the present work, 
air pollution data of 23 Indian cities for a tenure of six 
years are investigated. The dataset is cleaned and preproc-
essed first by filling NAN values, addressing outliers, and 
normalising data values. Then correlation-based feature 
selection technique is exercised to filter AQI affecting pol-
lutants for further study and logarithmic transformations 
are applied to the skewed features. The exploratory data 
analysis methods are exercised to find various hidden pat-
terns present in the dataset. It was found that almost all 
pollutants exhibited a significant fall in 2020. The data 
imbalance problem is addressed by the SMOTE analysis. 
The dataset is split into train-test subsets by the ratio of 
75–25% respectively. ML-based AQI prediction is car-
ried out with and without SMOTE resampling technique 
and a comparative analysis is presented. The results of 
ML models for both the train-test subsets are presented in 
terms of standard metrics like accuracy, precision, recall, 
and F1-Score. For both the train-test sets, the XGBoost 
model attained the highest accuracy and the SVM model 
exhibited the lowest accuracy. The classical statistical 
error metrics, namely MAE, RMSE, RMSLE, and R2 are 
then evaluated to assess and compare the performances 
of ML models. The XGBoost model comes out to be the 
overall best performer by attaining the optimum values in 
both training and testing phases. For the training phase, 
the RF model performed relatively good when exercised 
with SMOTE. On the other hand, almost all ML models 
exhibited improvements in the testing phase. In this phase, 
the GNB model attained the best results for R2 in target 
predictions. The present research endeavors to contrib-
ute to the literature by addressing air quality analysis and 
prediction for India which might have not been properly 
studied. This work can be extended by employing deep 
learning techniques for AQI prediction.

Table 7   Results of ML 
algorithms for AQI prediction 
with and without SMOTE 
(testing set)

Models Without SMOTE With SMOTE

MAE RMSE RMSLE R2 MAE RMSE RMSLE R2

KNN 0.834 4.023 0.620 0.453 0.067 2.880 0.018 0.272
GNB 0.564 3.487 0.236 0.382 0.174 2.316 0.016 0.245
SVM 0.634 3.803 0.104 0.623 0.153 2.098 0.032 0.512
RF 0.627 2.220 0.198 0.643 0.076 1.458 0.016 0.410
XGBoost 0.472 1.027 0.156 0.834 0.174 1.008 0.026 0.325
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