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Abstract
The importance of explainable machine learning models is increasing because users want to understand the reasons behind
decisions in data-driven models. Interpretability and explainability emerge from this need to design comprehensible systems.
This paper focuses on privacy-preserving explainable machine learning. We study two data masking techniques: maximum
distance to average vector (MDAV) and additive noise. The former is for achieving k-anonymity, and the second uses Laplacian
noise to avoid record leakage and provide a level of differential privacy. We are interested in the process of developing data-
driven models that, at the same time, make explainable decisions and are privacy-preserving. That is, we want to avoid
the decision-making process leading to disclosure. To that end, we propose building models from anonymized data. More
particularly, data that are k-anonymous or that have been anonymized add an appropriate level of noise to satisfy some
differential privacy requirements. In this paper, we study how explainability has been affected by these data protection
procedures. We use TreeSHAP as our technique for explainability. The experiments show that we can keep up to a certain
degree both accuracy and explainability. So, our results show that some trade-off between privacy and explainability is possible
for data protection using k-anonymity and noise addition.

Keywords Machine learning · Data privacy · Microaggregation · k-anonymity · Noise addition · Local differential privacy ·
Irregularity · Explainability · eXplainable artificial intelligence

1 Introduction

Machine learning (ML) models have great potential for
enhancing products, processes, and research. The role of pre-
dictions made by machine learning algorithms in our lives is
increasing. Data-driven models built using machine learning
prove their usefulness. Nevertheless, ML algorithms usually
do not explain their predictions, which is a barrier to the
adoption of machine learning. Solutions for this challenge
fall within the so-called eXplainable Artificial Intelligence
(XAI). Explainability is widely acknowledged as a crucial
feature for the practical deployment of AI models. XAI pro-
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vides ways to understand why aMLmodel yields a predicted
output for a certain input.

Unfortunately, some data-driven models are difficult to
understand. A black-box predictor is a machine learning
obscure model. That is, a model with internal structures that
are difficult to interpret by humans. Following Marcinkevičs
and Vogt [1], we distinguish between interpretability and
explainability. Interpretability focuses on designing models
that are themselves understandable to a human [2], whereas
explainability involves providing rationales for decisions. In
other words, explainability makes clear and understandable
explanations for the decisions. Post hoc explainability [3,
4] deals with methods to explain decisions from black-box
models after predictions are made.

One of the post hoc explainability methods is SHAP
(SHapley Additive exPlanations) [5], which is among the
most popular techniques in the category of local model-
agnostic methods. These methods can be applied to various
types of models, including black-box models.

The main aim of SHAP is to explain individual predic-
tions, and it is based on game theoretically optimal Shapley
Values. Nevertheless, like other model-agnostic feature attri-
bution methods [6, 7], they are computationally expensive.
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1.1 Motivation

Although understanding why a model makes a prediction
is important, XAI principles are not enough [8]. Other
important principles need also to be carefully addressed for
artificial intelligence and machine learning deployment in
the real world, privacy is one of them. Data and machine
learning models should not disclose sensitive information.
Moreover, data-driven models should consider the privacy
requirements in the whole life cycle. That is, they need to be
built using privacy by design. Otherwise, traces of the data
used in the training can be found in the model. This is one of
the principles considered in the paper.

Masking methods are the tools that allow us to protect
data when this needs to be shared with third parties. This is
also useful for buildingprivacy-preservingmodels, to prevent
these traces from appearing in the model. Masking methods
allow us to implement k-anonymity and also to provide pri-
vacy for reidentification.

The effects of masking methods on XAI and, more con-
cretely, on explainability are unknown. In [9], it is claimed
that there is a conflict between privacy and explainability and
that both are incompatible. The goal of this paper is to assess
to what extent we can keep information useful for explain-
ability using tools for building privacy-preserving models.

1.2 Related works

The combination of explainability and privacy technologies
has recently attracted the interest of the machine learning
community. A particular area of research focuses on cre-
ating privacy-preserving strategies that let AI models give
explanations without endangering individual user data. Dif-
ferential privacy methods, for example, have been used with
XAI systems to make sure that explanations are produced
without accidentally revealing private data [10–12]. Further-
more, improvements in federated learningmake it possible to
train collaborative models across decentralized data sources
while improving explainability [13–15].

More concretely, Patel et al. [10] study the construction of
differentially private local approximation mechanisms. This
is to provide differentially private explanations. Their con-
clusion is that in sparse regions the performance of their
approach is poorer.Adifferent approach is the one introduced
by Nori et al. [12]. It is about building a differentially private
modelwhat is interpretable. The authors propose an approach
to build Explainable boosting machines (EBMs) using Gaus-
sian differential privacy (GDP). The model is based on very
shallow trees, and to maintain explainability, each tree in the
ensemble is constrained to utilize only one feature at a time.
This work is similar to the one by Kwatra et al. [16] in which
decision trees are built in a federated learning framework.

The work uses k-anonymity instead of differential privacy as
the protection mechanism.

Our approach is different. We consider the effects of
masking in SHAP. That is, our scenario is about sharing
protected data, and building both machine learning mod-
els and explanations from the protected dataset. Then, the
goal is to understand whether this protection alters the expla-
nations built from both the data and the model. This paper
complements our results [11] that also considers other mask-
ing procedures based on dimensionality reduction (e.g., the
ones based on principal components and non-negative factor
matrix factorization).

There are other related works about privacy and explain-
ability with a loose connection with our scenario, for exam-
ple, the work by Bogdanova et al. [17]. Their goal is to build
explanations (SHAP) in a collaborative way in a distributed
environment. That is, in a federated learning type of sce-
nario. The limitation of their approach is the same as most
approaches based on Shapley values. That is, a large number
of features make the approach unfeasible. A similar work is
described in [18] discussing alternative interpretable models
(decision trees and linguistic fuzzy models). Nevertheless,
the paper does not provide experimental results. A related
result is provided by Wang [19], which concerns the com-
putation of Shapley values in vertically partitioned federated
learning. The connection of these works with ours is small,
because they are focused on federated learning, while we
consider a centralized approach.

Grant and Wischik [9] claim from a law perspective that
both explainability and privacy cannot come together. We
show that this is indeed possible to a certain extent, and
for this, we evaluate how masking methods can affect the
results of SHAP. Our analysis is rooted in previous research
that shows to what extent masking affects machine learning
models.

From the perspective of explainability, model-agnostic
methods explain individual predictions. The two most com-
mon methods are LIME and SHAP. LIME is based on a
linear approximation around an instance. SHAP is based
on the Shapley value of a game built from the model. In
this paper, we use SHAP because it has better properties
(e.g., local accuracy). More particularly, we use TreeSHAP,
as proposed by Lundberg et al. [20], which is a tree-based
model approach that proved to be very fast in comparison
with KernelSHAP. The approach was latter improved in [21]
and [22]. They consider features’ correlation in SHAP. There
is nonzero estimation for a feature when that feature is cor-
related with another feature that has an influence on the
prediction. Likewise, hiding the underlying biases [4] is an
effective improvement in the SHAP approach.

With respect to data privacy, there are quite a fewmasking
methods for data protection [23]. Microaggregation is one of
the methods that provide k-anonymity. Among the existing
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methods for microaggregation, MDAV is one of the effective
ones, also for big data sets [24]. There are implementations
for both numerical and categorical features [25]. For numeri-
cal data, there is amethod [26] based on principal component
analysis to obtain significant savings in running time and
memory, without significant degradation of information util-
ity. Rebollo-Monedero et al. [27] proposed a variation of
MDAV that improves data utility.More recently, Parra-Arnau
and colleagues [28] suggest another versionofmicroaggrega-
tion on numerical microdata. They show that disclosure risk
is guaranteed via differential privacy through record-level
perturbation. That is, their approach for microaggregation
provides not only higher utility but also higher privacy than
classical microaggregation.

Randomized response [29] and the Laplace distribution
mechanism [30] are alternative data protection methods
available in the literature. While microaggregation provides
k-anonymity, these methods can be used to provide local
differential privacy. Randomized response is used for cat-
egorical data and the Laplace distribution mechanism for
numerical data. See, e.g., Palia et al. [31] about the use of
differential privacy for machine learning.

The two main privacy models in the data privacy litera-
ture are k-anonymity and differential privacy. They are two
alternative definitions of privacy. The first is to avoid privacy
from reidentification, and the second is to ensure that any
information computed on the records in a database does not
let us infer the presence (or absence) of a particular record
in the database. k-Anonymity is usually implemented using
microaggregation or generalization.We useMDAV as one of
themost significant methods formicroaggregation. Differen-
tial privacy for numerical data is typically implemented using
Laplacian noise addition. We also evaluate this approach in
this paper.

1.3 Contributions

The main contributions of our work are to study the effect
of data privacy techniques for databases (masking methods)
[32] to metrics devised for explainability and, more particu-
larly, to SHAP [33].

To do so, we develop a series of experiments comparing
the effects of data masking procedures on the explainability
of models according to SHAP on three different data sets.
In order to do this analysis, we apply two masking methods
(microaggregation and Laplacian noise addition). Applying
these methods to data sets, we obtain protected versions of
the data sets. In this way, we are able to build and compare
machine learning models as well as SHAP results on both
the original data and the protected one. This is to analyze
to what extent masking has an effect on explainability. The
results show that some properties are preserved in the pro-
tected data. That is, that data protection permits to keep, up

to some extent, the qualities of the data and its usefulness for
explainability.

Moreover, we observe that the results of MDAV are qual-
itatively similar to the ones obtained with the original data.
A good selection of the distortion level in microaggrega-
tion using MDAV permits keeping a good balance between
disclosure risk, model accuracy, and explainability. In con-
trast, noise addition does not seem so effective in preserving
explainability.

1.4 Structure of the paper

The structure of the paper is as follows: In Sect. 2, we dis-
cuss SHAP, the method to explain individual predictions.
Furthermore, we introduce the data protection methods we
use. They are MDAV (maximum distance to average vector)
and additive noise. Then, our methodology to analyze the
effect of masking on explainability is discussed in Sect. 3.
Our experiments are described in Sect. 4. Then, evaluation
is given in Sect. 5. The paper finishes with some conclusions
and directions for future work.

2 Preliminaries

This section gives an overview of some concepts thatwe need
in the rest of the paper.We begin describing the interpretabil-
ity and explainability as understood in machine learning, as
well as pointing out their differences. Then, we describe
SHAP, a method for explainability. The section concludes
with a review of two data protection mechanisms.

2.1 Interpretability and explainability

EXplainable Artificial Intelligence (XAI) advocates for tools
that help understand automated decisions. Some principles
are usually required for XAI: fairness, accountability, trans-
parency, robustness and safety, ethics, and privacy [34]. They
are depicted in Fig. 1. FATE (fairness, accountability, trans-
parency, and ethics) [7] provides a basic framework for
understanding these values. In this work, we focus on pri-
vacy and transparency.

As deep learning and other highly accurate black-box
models develop, the demand for transparency, interpretabil-
ity, and explainability grows. Within XAI, interpretability
and explainability are understood differently [8].

Interpretability is defined as the ability for a machine
learning model to be understood by its users [8, 34]. So,
it comes from the design of the model itself. By contrast,
explainability is an interface between humans and an auto-
mated decision-maker (e.g., a ML model). In this case, an
accurate proxy of the decision-maker that is comprehensible
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to humans [8, 34] can provide explainability. SHAP is an
example of such an approach [4].

There are both global and local model-agnostic expla-
nation methods. The latter is about explaining particular
decisions (an output for a particular input), and the former
is about the behavior of the system in general. In this paper,
we use SHAP, one of the most used local model-agnostic
explanationmethods, that has been used extensively in the lit-
erature. It is model-agnostic because it does not try to inspect
the system, but only relies on the output of the system.

2.1.1 SHapley Additive exPlanations (SHAP)

SHAP [33] is a method to explain individual predictions. It
is based on the Shapley value of game theory. KernelSHAP
and TreeSHAP are two different implementations of SHAP.

SHAPvalues explain the output of a function f as a sumof
the effects φi of each feature i , computed from a conditional
expectation. To compute SHAP values, Lundberg et al. [35]
define fx (S) = E [ f (x) | xS] where S is a set of input fea-
tures, and E [ f (x) | xS] is the expected value of the function
conditioned on a subset S of the input features. SHAP value
takes these conditional expectations as the game (i.e., the set
function in game theory) and then applies the classic Shapley
value [36] to this game to obtain a value for each feature i .
That is, from the set function fx (S), SHAP computes φi as
follows (see, e.g., [37, 38] for details):

φi ( f , X)=
∑

S⊆N\{i}

|S|! (M − |S| − 1)!
M ! [ fx (S ∪ {i})− fx (S)]

(1)

KernelSHAP is an implementation of SHAP that ismodel-
agnostic and, thus, can be used for any ML model f . It
estimates for an instance x the contributions of each feature
value of x to the prediction. All possible subsets are consid-
ered to compute the game and, then, the Shapley value, so
its run time is exponential in the number of features. In con-
trast, TreeSHAP [35] is faster, but it is specific for tree-based
MLmodels. It estimates SHAP values of tree ensembles and
takes advantage of these trees to provide Shapley values.

2.2 Data privacy

Due to both GDPR regulations and XAI principles (see
Fig. 1), AI systems need to be private by design. This
means that privacy needs to be taken into account dur-
ing the whole cycle. This requirement is essential when
data-driven models are built using personal data. There are
mainly two approaches to this. One consists of using sani-
tized data (using masking methods) and the other is building

a privacy-preserving model (using e.g. differential privacy in
the process of building the data).

When we have a researcher who wants to consider,
develop, and test different machine learning methods, the
former method is preferable. The study of effects of data pro-
tection mechanisms on data-driven models has been studied
by several researchers (see [23] and references therein). Two
methods that have been extensively used for data protection
are microaggregation (to provide k-anonymity) and additive
noise (to provide local differential privacy). In short, they
modify the data in a way that is still useful but is privacy-
preserving. We describe below these two methods. We have
selected these two approaches because they are representa-
tive of methods providing either k-anonymity or differential
privacy, the two most significant privacy models in the liter-
ature.

The implications of data protection mechanisms on
model-agnostic explanation methods are unknown. When
data are modified using, e.g., microaggregation, data-driven
models are affected; however, the effect of the change is
known. Small perturbations usually do not affect the accu-
racy of themodels, and a good trade-off can be foundbetween
privacy and accuracy. For example, we have recently proven
[39] that we can integrate protected databases in a way that
data-driven models have good accuracy while reidentifica-
tion attacks are unsuccessful. In contrast, the effects of data
protection on SHAP are not known.

In Table 1, two data privacy methods are shown in a
simple tabular dataset with three instances. In the MDAV
method, the "Price" and "Area" attributes within each clus-
ter have been replaced with the average values for those
attributes within their respective clusters. This is a simplified
illustration for demonstration purposes, and actual microag-
gregation involves more sophisticated clustering algorithms
and calculations.

Also, Table 1 Laplacian noise has been added to the
"Price" attribute to provide local differential privacy. In real
used datasets, the noise parameters and distribution are cho-
sen based on privacy requirements. It is noteworthy that the
irregularity values tend to be closer to zero, the better perfor-
mance. As indicated in Table 1, the irregularity observed in
the maximum distance to average vector (MDAV) method is
less than the noise addition method.

2.2.1 Microaggregation

Microaggregation [25, 40–42] is one of the most efficient
approaches for data protection in relation to the trade-off risk-
utility. It consists of building small clusters with the original
data and then replacing each of the data with a cluster center
that represents the whole cluster. Microaggregation permits
us to implement k-anonymity (one of the privacymodels) and
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Fig. 1 Six principles of
eXplainable Artificial
Intelligence

Table 1 Data privacy methods’
samples and Irregularity values
on simple datasets

House Price Area Bedrooms Bathrooms Irregularity

Original dataset

1 300000 1800 3 2 0

2 500000 2500 4 3 0

3 200000 1500 2 1 0

Protected dataset with MDAV

1 333333 1767 3 2 −108059.24

2 444444 2167 4 3 −109149.815

3 222222 1667 2 1 −99680.037

Added Laplacian Noise to "Price" Attribute

1 288512 1800 3 2 −199343.212

2 510230 2500 4 3 −141550.215

3 220125 1500 2 1 −101635.867

can be applied to any kind of data (from standard SQL with
numerical and categorical data to complex data as graphs).

Let X be a data set where x ∈ X are records described in
terms of features V1, . . . , Vn . Then, microaggregation par-
titions the records in X into a set of clusters, where each
cluster should have at least k elements. This is to ensure a
pre-established degree of privacy. Then, each record in X is
replaced by the representative of the cluster. E.g., the center
of the cluster is defined as themean of the records assigned to
the cluster. In this way, we get a protected data set X ′ where
there are groups of k indistinguishable records. Here, k is
a parameter of the process and represents the privacy level.
The larger the k, the larger the privacy. Naturally, the larger
the k, the larger the perturbation. For a given k, the number
of clusters c will be |x |/c ≥ k.

For a given c, microaggregation is formally defined in
terms of the minimization of the total Sum of Square Error.
This is given in Eq. 2, where x is an individual record in the
file (i.e., x ∈ X ), Ci is the i-th cluster, and x̄i is the centroid
of Ci .

SSE =
c∑

i=1

∑

x∈Ci

x − x̄i (2)

This expression is the objective function. Then, we have
the constraints |Ci | ≥ k for all i = {1, . . . ,C} to ensure all
clusters have at least k records.

Naturally, the lower SSE, the higher the within-group
homogeneity [42], and the better the protection. When data
is numerical, it is usual to use the Euclidean distance in the
expression above. Nevertheless, other distances are also pos-
sible.

There are different heuristic solutions to the optimization
problem above. In this work, we use maximum distance to
averagevector (MDAV).There are public implementations of
thismethod (see, e.g., implementations in R and inμ-Argus),
and it permits dealing with both numerical and categorical
features. The algorithm is effective with the size of the files
we use in our experiments.

2.2.2 Noise addition for local differential privacy

In our experiments, we also consider noise addition as a tool
for data protection. Noise addition provides local differential
privacy.

Dwork and her colleagues [30] introduced differential pri-
vacy as a framework to ensure that computation is safe from
a privacy perspective. Informally, differential privacy has as
its goal that the removal or addition of a single database item
does not affect the outcome of any analysis (i.e., a query).
This is to provide strongprivacyguarantees. Theprivacy level
is established by a parameter ε, maximum privacy guaran-
tee is with ε = 0. Formally, the mechanism K constructed
from query q satisfies differential privacy if for all pair of
databases D1 and D2 differing in one record the following

123



36 Progress in Artificial Intelligence (2024) 13:31–50

holds:

Pr [Kq(D1) ∈ S] ≤ eε × Pr [Kq(D2) ∈ S]

The standard approach for preserving differential privacy
in numerical data is adding noise with the Laplacian distri-
bution to the query output [32]. Formally, given q(X), the
output of query q on the database X , differential privacy
returns Kq(X) = q(X)+ r where r is a random noise drawn
from L(0, b) where b = �(q)/ε. Delta(q) stands for the
sensitivity of the query for all pairs of datasets D1, D2 ∈ D
that differ in one record.

Local differential privacy is a variation for databases,
where the goal is to protect the records of the database. Then,
each record is protected independently, and noise is added to
features so that the values of a record cannot be distinguished
from the ones of other records. Each variable has a range of
possible variables. This provides a sensitivity (i.e., �).

3 Proposedmethod

The methodology for our experiments1 consists of two main
steps, as shown in Fig. 2. First, data were masked (using two
data privacy techniques). Second, we applied the explainable
machine learning algorithms on the protected data to create
machine learning models and explain the results of their pre-
dictions. The protected explainable machine learningmodels
were comparedwith the ones obtained from data sets without
masking. The goal of this comparison is to show the effect of
privacy methods on XAI models. Three metrics were used to
assess protected explainable machine learning models’ func-
tionality. They are Irregularity,Utility, andRank correlation.
Utility and rank correlation are metrics used in the literature,
while irregularity is a newmetric to show how SHAP-related
information changes in the process.

3.1 Irregularity

We define Irregularity to assess the change on the infor-
mation associated to SHAP. It is calculated by Eq. 4. It
comprises (sums) twoparts. Thefirst corresponds to features’
Distortion Rate(DR). It measures in what extent the order
of importance of the features changes. Given n features, this
is computed by Eq. 3.

DR
(
X , X ′) =

∑n
i=1 mi

n
(3)

1 The code related to this paper is published in https://github.
com/bozorgpanah/The-Explainable-Machine-Learning-Model-
withPrivacy.

where mi = 1 if and only if the order of the i th feature
changes with masking.

The second part takes into account the SHAP value coef-
ficients and their variation. SHAP values are modified when
themaskingmethods are applied. So,φi ( f , X) andφi ( f , X ′)
are, in general, somehow different. The expression accounts
for this variation.

Irregularity
(
X , X ′) =

∑n
i=1 mi

n
+

(
n∑

i=1

φi ( f ,X)

φi ( f ,X′)

)
(4)

The Shapley value φi ( f ,X′) corresponds to Equation 1,
and n corresponds to the number of features.

4 Empirical work

Wehave applied to each data set the following data protection
mechanisms: MDAV microaggregation and Laplacian noise
addition. Each mechanism has different parameterizations.
This results in several protected versions of the same origi-
nal dataset. Then, explainable machine learning models are
trained on protected and non-protected data sets, separately.
More concretely, we use TreeSHAP to compute SHAP val-
ues for all data sets. As explained in 2.1.1, TreeSHAP builds
a tree-based ML model from which the SHAP value is com-
puted. Finally, we analyze the results.

4.1 Datasets

The analysis has been conducted on three multivariate data
sets. Their properties are listed in Table 2. These real data sets
are “Cervical cancer (risk factors)”, “Breast cancer Coim-
bra”, and “USA House”, which were previously used in the
literature on data privacy [43] and explainability [44]. These
datasets have been normalized substracting the mean and
dividing by the standard deviation.

4.2 Parameterizations

Datasets have been protected by microaggregation (MDAV
algorithm) and Laplacian noise. For MDAV microaggre-
gation, 15 masked datasets have been obtained using the
parameter k = {1, . . . , 15}. Microaggregation was applied
considering all variables at the same time, and, thus, pro-
ducing k-anonymous files with increasing protection levels.
Laplacian noise addition was applied by parameters b =
[1, 5]. For all these original and protected files, TreeSHAP
models were built.
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Fig. 2 The process of training a
protected explainable machine
learning model

Table 2 Datasets’ properties Name Attribute characteristics Instances Attributes

Cervical cancer (risk factors)a Integer, Real 858 36

Breast cancer Coimbra Integer 116 10

USA Houseb Integer 5,000 5

aUsed by Molnar[44] to analyze explainable methods
bUsed by Rodriguez-Hoyoz et al. [43] to analyze MDAV behavior
The data sets are available from the UCI Machine Learning repository

Fig. 3 Selected more important features by SHAP on masked the Cervical cancer (risk factors) datasets by MDAV and noise addition methods

4.3 Cervical cancer risk factors

We have analyzed the results of TreeSHAP for original and
protected files. Figure 3 plots1 the top 20 features (according
to SHAP) for models built from the original dataset and a
selection of protected ones. Each plot indicates how impor-
tant features are in terms of their impact on the output. The
bar chart shows the average impact of each feature on the final
prediction. Features are ranked in decreasing order of SHAP
values, taking into account their contribution to the four target
classes.Colors in the bars represent target classes: ’Citology’,
’Hinselmann’, ’Schiller’, and ’Biopsy’ are colored by blue,
purple, red, and green, respectively.

1 In linear plots, "Org-ds" is an abbreviation of "Original dataset".

More particularly, Fig. 4a corresponds to prominent fea-
tures for the original dataset. Then, results corresponding to
data protected with MDAV and k equal to 3, 10, and 13 are
shown in Fig. 4 b, d, and f, respectively. Results for masked
data using additive noise are depicted in Fig. 4c and e with
b = 2 and b = 3.We can compare the 20most important fea-
tures for the model on the original data and the models on the
protected data. We can see that among the 20 most important
features for the original data we keep 15, 16, and 15 among
the 20 most important ones when data are protected using
MDAV. While after applying noise addition, for b = 2 and
b = 3, 13 and 10 influence features are raised up. We can
also observe that the structure of the plots corresponding to
MDAV is more similar to the original one, than when using
noise addition.

123



38 Progress in Artificial Intelligence (2024) 13:31–50

Moreover, mean SHAP values on the x-axis change sig-
nificantly for additive noise. As the ordering of important
features and the average SHAP values are different for dif-
ferent k and b, we study them further in Sect. 5. Molnar [44]
averages the absolute Shapley values per feature across the
data to show its global importance.

To better compare the effect of data protection on the vari-
ables selected as important, Fig. 3 displays the number of
variables with respect to k and b values. Figure 3 (left) shows
the case of MDAV for different values of k, the value fluctu-
ates slightly in the range [14, 18]. For k = 6 the number of
features reach the peakwith 18 features. In contrast, for noise
addition (right), values are in the range [12, 14] for values of
b between 2 and 5.

To quantify how individual target variables independently
affect the model output, some SHAP summary plots are
presented in Figs. 5 and 6. They show the distribution of
Shapley values for each feature in relation to the impact
on the prediction of the four target classes ’Hinselmann’,
’Schiller’, ’Citology’, and ’Biopsy’. Each point corresponds
to an instance, the position on the x-axis corresponds to its
Shapley value, and the color to the feature value from low
to high. Redder points mean higher values for the feature,
whereas bluer points mean a lower value for the attribute.
In the y-axis direction, overlapping points provide a sense
of the SHAP value distribution per feature. Figure 5 depicts
four subplots (one for each target class), which correspond
to Figs. 4a, and 6 corresponds to Fig. 4d

According to Fig. 5,DX:Cancer, themost influencing fea-
ture has the top rank for the four target classes, and a high
Shapley value of this featuremeans its influence on “Cervical
cancer” risk’s probability. Moreover, a low number of years
on hormonal contraceptives reduce the predicted cancer
risk; in contrast, a large value of years increases the risk, as
depicted in Fig. 5a, b, and d. Figure 5 c shows that the pre-
diction is not affected by hormonal contraceptives (years) in
’Citology’ target mode, while this feature does impact the
other three target classes.

In Fig. 6, for masking data with MDAV and k = 10,
hormonal contraceptives (years) emerges as the most rele-
vant feature for all four target classes. Protectionwith k = 10
widens the distribution andSHAPvalues are further changed.
Masking with different values of k leads to different results.

The impact of input variables on the prediction of model’s
output for column ’Hinselmann’ target class can be observed
in Fig. 7 for both non-protected and protected data set. It
qualitatively describes the overall relationship between risk
factors’ explanatory variables in “Cervical cancer (risk fac-
tors)”.

Figure 7a shows the SHAP summary plots that character-
ize the overall impacts of 20 top-ranking risk factors features
on the original data set with Shapley value = [−0.2, 0.4].

In subplot Fig. 7a (original data), higher DX:Cancer val-
ues are associated an increased risk of “Cervical cancer
(risk factors)”. Figure 7b, d, and f illustrates what we have
explained, that after masking by MDAV results are mostly
similar to the original dataset’s plot, even if the SHAP values
vary slightly. In any case, they remain in [−0.2, 0.4].

In Fig. 7b, we can see that 15 out of the 20 most important
risk factors on the original data set are also relevant after
applying MDAV with k = 3. Similarly, Fig. 7d and f gives
16 and 15, respectively. Although the density of the points
is different (because of the masking process), the outcome is
not affected drastically. So, these results seem to show that
protection using MDAV result in quite acceptable results for
some values for parameter k.

According to our experiments and Fig. 3, masking “Cer-
vical cancer (risk factors)” data set with k = 6 seems to be
a good alternative as we get a model similar with respect to
explainability to the one of the original data set.

In contrast, more negative SHAP values and variations on
points density in Fig. 7c and e indicate that applying noise
addition on “Cervical cancer (risk factors)” data set decreases
accuracy in prediction (see also Fig. 14). In other words, we
may misidentify the important relationships between “Cer-
vical cancer” risk and explanatory variables. As Fig. 7c and
e show, the priority features and the SHAP value distribution
per all features are changed. In this case, we cannot extract
the same explanation after protection by adding noise. Thus,
it is not a reliable method to preserve “Cervical cancer (risk
factors)” data set.

4.4 Breast cancer Coimbra

Figure 8 reports SHAP feature importance plots on the orig-
inal “Breast cancer Coimbra” dataset and protected ones by
MDAV and additive noise.

It can be seen that the relative influence of features has
changed. Among the four most relevant features of the origi-
nal data set,Glucose, Resistin,Homa, and Adiponectin, there
are three out of four retrieved features byMDAVwith k = 3,
and one for each k = 10 and k = 13. Further, two out of four
relative influences of features are displayed after applying
noise addition with different b = 2 and b = 3.

Hence, for the “Breast cancer Coimbra” data set, the
MDAV method seems to provide better-protected data in
terms of explainability. It is also relevant to show that the
mean SHAP values have also changed significantly for noise
addition (see Fig. 8c, e).

Figure 9 displays the relationship between the feature
value and its impact on the prediction. It depicts the original
data on subfigure a and masked data sets with various k in
MDAV; k = 3, 10, 13 through subfigures (b, d, f). Figure 10
represents the distortion rate with respect to the parameters
of MDAV and noise addition.
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Fig. 4 SHAP feature importance plots for protected and non-protected “Cervical cancer (risk factors)” dataset
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Fig. 5 SHAP summary plots for original Cervical cancer (risk factors) dataset to four targets classes

The results of additive noise are given in Fig. 9 (subfigures
c, e) for b = 2, 3. We see that for b = 2 the three most
important features have dropped significantly in importance
and that the one in the last position in the original data set is
for b = 2 themost relevant one. If we compare noise addition
with MDAV methods on the Breast cancer Coimbra dataset,
the results afterMDAVaremore similar to the original dataset
plot in comparisonwith noise addition results. These changes
are more clear when we take into account the x-axis values
of plots (c) and (e).

The Distortion Rate (see Expression 3) is used to esti-
mate features’ relative influence after masking. Figure 10
summarizes the distortion rate with respect to different k and
b values for microaggregation and noise addition, respec-

tively. Figure 10a shows that the distortion rates are in the
range [0.55, 1] for k-anonymity, while it is [0.8, 1] for noise
addition. The less distortion the better, because less distor-
tion shows less disorder after masking. The distortion rate is
a sub-parameter of irregularity, that is discussed in Sect. 3.1.

We can underline that Fig. 10 shows that values of k = 6
and 12 lead to low values of distortion rate, lower than for
noise addition. So, these results show thatwe can tuneMDAV
parameters to get acceptable explainability results.

4.5 USA House

Figure 11 depicts that Avg. Area Income has a high relative
influence in the model, and this feature remains the most
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Fig. 6 SHAP summary plots for masked “Cervical cancer (risk factors)” dataset to four targets classes with k-value = 10

important one even after masking. Furthermore, the feature
with more relative influence has a larger SHAP value. The
amount of Avg. Area Income has a crucial role in the expla-
nation of house sales prediction.

The Avg. Area House′s Age and Area Population are the
next two impact features after Avg. Area Income. Figure 11b
and d shows symmetry with the same scale we see in a,
whereas in c the Shapley value increased 2/3 times. It means
the sequence of features is the only efficient parameter to
analyze different protected data. Hence, as b and d depict for
MDAV and k = 3, 6, the ordering of features is kept as for
the original data while for additive noise, disorder emerges
between top features.

In particular, according to the data from the original
model, old houses with fewer rooms and bedrooms are sold
earlier. By contrast, c just explains that a house with fewer
rooms andbedroomswill be sold easier. Therefore, the results
show that the explanation after noise addition is not complete
as the one obtained after MDAV.

In Fig. 12, feature values are on the x-axis and the corre-
sponding SHAP value is on the y-axis. This is for a particular
feature, and it is used to visualize the impact of changing
another feature. In particular, we select Avg. Area House′s
Age when Avg. Area Income increases from 55000 to 85000.
In these subfigures, the red points represent higher values of
Avg. Area Income, and the blue points represent lower ones.
Since the red points’ density in all over the images are more
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Fig. 7 SHAP summary plots for original “Cervical cancer (risk factors)” dataset on Hinselmann target class
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Fig. 8 SHAP feature importance plots on “Breast cancer Coimbra” dataset in original and protected data

than the blue ones, we can state that theAvg. Area Income fea-
ture has a positive impact on selling houses. Also, when Avg.
Area House’s Age is less than 6 years and Avg. Area Income
is under 70000, SHAP values are less than zero, which sug-

gests that new houses with less Avg. Area Income feature has
a low chance of being sold.

By contrast, Fig. 12 explains when Avg. Area House′s
Age is more than 6 years and Avg. Area Income more than
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Fig. 9 SHAP summary plots on “Breast cancer Coimbra” dataset in original and protected data

70000, overall SHAP values are positive, which means that
increasing the Avg. Area House′s Age and Avg. Area Income
values, increases the probability of the house being sold. This
explanation is observed in a, b, and d, but c shows a different

analysis. Houses newer than 8 years have less chance to be
sold, and some houses in the range [8, 17]will be sold earlier.
In contrast, the range of the house’s age in the original data
is [6, 8.5]. Generally, for noise addition, the Shapley value is
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Fig. 10 Distortion rate of features after applying data privacy methods on “Breast cancer Coimbra” dataset

Fig. 11 SHAP Summary plots for the original and masked “USA House” data set

changed dramatically. Then, the explanation and prediction
are affected significantly.

In addition, increasing the protection decreases the den-
sity. This is because when the value of k for k-anonymity
increases, the number of repeated (indistinguishable) records
also increases. This growth is valid as long as the main con-
tent is not changed. As a general fact, and from what we see
also in the other results (see Sects. 4.3 and 4.4), the value
for k is better to be within [6, 12]. Also, the k values (range)
depend on the data set’s size. In this range, the data diver-

sity decreases, but dataset’s content remains with a correct
explanation.

From the perspective of explainability, all diagrams in
Fig. 12a, b, and d have some linearity. Figures show that
houses with both Avg. Area House′s Age larger than 6 years
old and Avg. Area Income more than 70000, have a positive
impact when selling. Figure 12c is not linear and the results
are different when compared to the case of non-masked data.
Furthermore, Avg. Area House Age is changed to [−15, 25]
for b = 3, when negative years are not valid.
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Fig. 12 SHAP dependency analysis for the original and masked “USA House” data set

5 Experimental evaluation

To analyze the models, we have used three metrics Irregu-
larity, Utility, and Rank correlation. They are presented in
the following sections.
Irregularity: Figure 13 displays irregularity, using Eq. 4,
with respect to k and b. In general, irregularity for MDAV
for various k-values is about 1.25 on “USA House”, and
“Breast cancerCoimbra” data sets. The irregularity fluctuates
for “Cervical cancer (risk factors)”. “Cervical cancer (risk
factors)” has 36 features in four target classes, and SHAP
is appropriate for multi-class data sets. Nevertheless, after
masking, the irregularity grows significantly. As Figs. 3, 4,
5, and 7 show, the results about explainability after mask-
ing by MDAV have not changed significantly, which seems
consistent with these results.

We achieved that the protected models (by MDAV) are
explainable as understandable as models trained on real data
sets (without protected data), so both explainabili t y and
privacy can be compatible in an ML models.

Figure 13b shows that irregularity for “Cervical cancer
(risk factors)” and “Breast cancer Coimbra” increases con-
tinuously when b grows from zero to 16 and 11, respectively.
Hence, MDAV behaves better in this analysis.

Utility: After masking datasets by microaggregation and
local differential privacy with various privacy levels k and
b, we built machine learning models. For this purpose, we
considered decision tree learning. Then, we assessed the
accuracy of the models built. This was applied to the datasets
considered in the experiments’ Sects. 4.3, 4.4, and 4.5.

Figure 14a displays the utility for different k-anonymity
in [1, 15], as the value of k increases, the accuracy declines
slightly for “Cervical Cancer Risk Factors” data set, its
progress starts about 85.21 and continues to reach 20
smoothly.

Most changes are done by k = [1, 9] then for k > 9 the
utility value is not modified anymore, and it remains about
20. Similarly, “USA House” dataset for k = [1, 12] decre-
ments the utility from 96.01 to 43.99 then it is mostly stable
for k > 13. Also, there is the same linear decrease for “Breast
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Fig. 13 Irregularity after masking three data sets

Fig. 14 Utility values for various K -anonymity and b as additive noise level

cancer Coimbra” datasets k = [1, 7]. In general, the k value
should be selectedwithin a range that provides high accuracy.
In the case of additive noise, utility sharply declines. Figure
14b shows that for b = [1, 5] efficiency decreases signif-
icantly for “Breast cancer Coimbra” and “Cervical cancer
(risk factors)” data sets. This behavior is not so acute on
“USA House”. Observe that there is a considerable change
from 96.01 to 65 for b = [1, 5], respectively.

Considering the impact of k on utility, we would select a
value for k or b that leads to a user acceptable risk level and at
the same time leads to good accuracy. So, we train protected
XAI models, which they provide a fair privacy-utility trade-
off and it is the goal for user purposes.
Rank correlation: In order to compare the results of SHAP,
we consider rank correlation. Figure 15 displays rank corre-

lation between features for k-anonymity in (a) and additive
noise in (b).

Figure 15 shows a high correlation between features in
the “USA House” data set compared with “Cervical cancer
risk factors”, and “Breast cancer Coimbra” data sets. The
large points illustrate high correlation and low correlations
are displayed by smaller points. In Fig. 15a, rank correlation
fluctuates for different k-values widely for “Breast cancer
Coimbra” and slightly for “Cervical cancer risk factors”. In
Fig. 15b, the highest rank correlation is for the “USAHouse”
and the lowest one for “Breast cancer Coimbra”. The results
show clearly for the three datasets that rank correlation for
MDAV is higher than for noise addition. For the three data
sets, Fig. 15b “Breast cancerCoimbra” shows that, for several
values of b, there is no high correlation after masking.
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Fig. 15 Rank correlation between features on different k-anonymity and b as additive noise level

6 Conclusion

In this paper, we studied data masking’s impact on explain-
ability. We have compared data privacy methods considering
SHAP for explainable machine learning models. The eval-
uation was for decision trees, thus comparing the models
built from the original and the masked data sets. Two mask-
ing methods are considered MDAV and noise addition. The
former provides k-anonymity and the second differential pri-
vacy. Three different data setswere considered. Experimental
results were evaluated using three metrics: Irregularity,Util-
ity, and Rank correlation.

We found that the MDAV method is the best-performing
one. Our observations indicate that the explainable models
derived after masking maintain a significant alignment with
the explanation models originating from the original dataset.
This alignment becomes particularly pronounced for select
values of k across various datasets. After protecting data by
MDAV, the data had fewer irregularities, which preserve the
utility (accuracy) of prediction. Also, the correlation ranges
between0.5 and1.0.On the opposite,whendataweremasked
using noise addition, irregularities increased after masking
data, which led to utility reductions, and at the same time
correlation had a larger range.

To sum up, we consider that explainable machine learning
models can be considered along with privacy if data pri-
vacy methods preserve the three considered metrics. That is
important features ranking (Irregularity), correlation among
instances, and utility.

Future research includes doing research on other XAI
requirements within a privacy-preserving framework to

assess to what extent these tools apply in privacy-by-design
machine learning.
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